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Azure NetApp Dateien

Konfigurieren Sie ein Azure NetApp Files-Backend

Sie kdnnen Azure NetApp Files als Backend fur Trident konfigurieren. Sie konnen NFS-
und SMB-Volumes Uber ein Azure NetApp Files-Back-End einbinden. Trident unterstutzt
aulRerdem das Anmeldeinformationsmanagement unter Verwendung von Managed
Identities fur AKS-Cluster (Azure Kubernetes Services).

Azure NetApp Files-Treiberdetails

Trident stellt die folgenden Azure NetApp Files-Speichertreiber fir die Kommunikation mit dem Cluster bereit.
Unterstitzte Zugriffsmodi sind: ReadWriteOnce (RWO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte
dus Zugriffsmodi Filesysteme

azure-netapp-files NFSSMB  Dateisystem RWO, ROX, RWX, RWOP nfs, smb

Uberlegungen

« Der Azure NetApp Files-Service unterstltzt keine Volumes, die kleiner als 50 gib sind. Trident erstellt
automatisch 50-gib-Volumes, wenn ein kleineres Volume angefordert wird.

* Trident unterstiitzt nur SMB Volumes, die in Pods gemountet sind, die nur auf Windows Nodes ausgefiihrt
werden.

Verwaltete Identitaten fur AKS

Trident unterstutzt "Verwaltete Identitaten"Cluster mit Azure Kubernetes Services. Um die Vorteile einer
optimierten Verwaltung von Anmeldeinformationen zu nutzen, die von verwalteten Identitdten angeboten wird,
mussen Sie Uber Folgendes verfligen:

» Implementierung eines Kubernetes Clusters mit AKS

* Verwaltete Identitaten, die auf dem AKS kubernetes-Cluster konfiguriert sind

* Trident installiert, die die zu spezifizieren "Azure" enthédlt cloudProvider .


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

Betreiber von Trident

Um Trident mit dem Trident-Operator zu installieren, bearbeiten Sie,
tridentorchestrator cr.yaml um auf "Azure" einzustellen cloudProvider. Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Helm

Im folgenden Beispiel werden Trident-Sets mit der Umgebungsvariable auf Azure $CP installiert
cloudProvider:

helm install trident trident-operator-100.2502.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>-Datei findet </code>

Das folgende Beispiel installiert Trident und setzt das cloudProvider Flag auf Azure:

tridentctl install --cloud-provider="Azure" -n trident

Cloud-ldentitat fur AKS

Die Cloud-Identitat ermdglicht Kubernetes-Pods den Zugriff auf Azure-Ressourcen durch Authentifizierung als
Workload-Ildentitat anstatt durch Angabe explizite Azure-Anmeldedaten.

Um die Vorteile der Cloud-Identitat in Azure zu nutzen, missen Sie Uber folgende Voraussetzungen verfugen:

* Implementierung eines Kubernetes Clusters mit AKS
» Workload-ldentitat und oidc-Issuer, die auf dem AKS Kubernetes-Cluster konfiguriert sind

* Trident wurde installiert, das die zum Angeben "Azure" und cloudIdentity Angeben der Workload-
Identitat enthalt cloudProvider



Betreiber von Trident

Um Trident mithilfe des Trident-Operators zu installieren, bearbeiten Sie die
tridentorchestrator cr.yaml Einstellung cloudProvider auf und setzen Sie
cloudIdentity azure.workload.identity/client-id: XXXXXXXX—XXXX=XXXKX—XXXX-—
XXXXXXXXXxX Sie auf "Azure" .

Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXXXxxx' # Edit

Helm

Legen Sie die Werte fiir Cloud-Provider (CP) und Cloud-ldentity (Cl) unter Verwendung der
folgenden Umgebungsvariablen fest:

export CP="Azure"
export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

Das folgende Beispiel installiert Trident und setzt cloudProvider auf Azure unter Verwendung der
Umgebungsvariable $CP und setzt die cloudIdentity unter Verwendung der Umgebungsvariable
SCI:

helm install trident trident-operator-100.2502.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code>-Datei findet </code>

Legen Sie die Werte fiir Cloud Provider und Cloud Identity unter Verwendung der folgenden
Umgebungsvariablen fest:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XKXXXXXXXXKK"

Das folgende Beispiel installiert Trident und setzt das cloud-provider Flag auf $CP, und cloud-
identity auf SCI:



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Konfiguration eines Azure NetApp Files-Backends wird
vorbereitet

Bevor Sie Ihr Azure NetApp Files-Backend konfigurieren kdnnen, missen Sie
sicherstellen, dass die folgenden Anforderungen erfullt sind.

Voraussetzungen fur NFS und SMB Volumes

Wenn Sie Azure NetApp Files zum ersten Mal oder an einem neuen Standort verwenden, ist eine
Erstkonfiguration erforderlich, um Azure NetApp Files einzurichten und ein NFS-Volume zu erstellen. Siehe
"Azure: Azure NetApp Files einrichten und ein NFS Volume erstellen”.

Um ein Backend zu konfigurieren und zu verwenden "Azure NetApp Dateien”, bendtigen Sie Folgendes:

* subscriptionlID, tenantID, clientID, location Und clientSecret sind optional,
@ wenn verwaltete Identitaten auf einem AKS-Cluster verwendet werden.

* tenantID, clientID Und clientSecret sind optional, wenn eine Cloud-ldentitat auf
einem AKS-Cluster verwendet wird.

+ Ein Kapazitats-Pool. Siehe "Microsoft: Erstellen Sie einen Kapazitats-Pool fir Azure NetApp Files".

* Ein an Azure NetApp Files delegiertes Subnetz. Siehe "Microsoft: Delegieren Sie ein Subnetz an Azure
NetApp Files".

* subscriptionID Von einem Azure-Abonnement mit aktiviertem Azure NetApp Files

* tenantID, clientID Und clientSecret von einem "App-Registrierung” in Azure Active Directory mit
ausreichenden Berechtigungen fir den Azure NetApp Files-Dienst. Die App-Registrierung sollte Folgendes
verwenden:

o Der Eigentimer oder die Rolle des Beitragenden "Vordefiniert von Azure".

° A"Benutzerdefinierte Beitragsrolle" auf Abonnementebene (assignableScopes) mit den folgenden
Berechtigungen, die auf das beschrankt sind, was Trident bendtigt. Nach dem Erstellen der
benutzerdefinierten Rolle, "Weisen Sie die Rolle Uber das Azure-Portal zu".


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

Rolle fiir benutzerdefinierte Mitwirkende

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
I
"permissions": [
{
"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete”,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",



"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1,
"notActions": [],
"dataActions": [],

"notDataActions": []

* Der Azure 1ocation, der mindestens einen enthalt "Delegiertes Subnetz". Ab Trident 22.01 ist der
location Parameter ein Pflichtfeld auf der obersten Ebene der Backend-Konfigurationsdatei. In virtuellen
Pools angegebene Standortwerte werden ignoriert.

* Um zu verwenden Cloud Identity, erhalten Sie die client ID von A "Vom Benutzer zugewiesene
verwaltete ldentitat" und geben Sie diese ID in an azure.workload.identity/client-id:
KEXXXKXXKXXXKXXKX XXX KX XXX XXX XX KXXKXXXXX.

Zusatzliche Anforderungen fur SMB Volumes

Zur Erstellung eines SMB-Volumes miissen folgende Voraussetzungen erflllt sein:

+ Active Directory konfiguriert und mit Azure NetApp Files verbunden. Siehe "Microsoft: Erstellen und
Verwalten von Active Directory-Verbindungen fiir Azure NetApp Files".

* Kubernetes-Cluster mit einem Linux-Controller-Knoten und mindestens einem Windows-Worker-Node, auf
dem Windows Server 2022 ausgefihrt wird. Trident unterstiitzt nur SMB Volumes, die in Pods gemountet
sind, die nur auf Windows Nodes ausgefuhrt werden.

» Mindestens ein Trident-Schllssel, der lhre Active Directory-Anmeldeinformationen enthalt, damit Azure
NetApp Files sich bei Active Directory authentifizieren kann. So generieren Sie ein Geheimnis smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

* Ein CSI-Proxy, der als Windows-Dienst konfiguriert ist. Informationen zum Konfigurieren csi-proxy von
finden Sie unter "GitHub: CSI-Proxy" oder "GitHub: CSI Proxy fur Windows" fir Kubernetes-Nodes, die
unter Windows ausgefiihrt werden.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Azure NetApp Files Back-End-Konfigurationsoptionen und
-Beispiele

Informieren Sie sich Uber die Backend-Konfigurationsoptionen NFS und SMB fur Azure
NetApp Files und sehen Sie sich Konfigurationsbeispiele an.

Back-End-Konfigurationsoptionen

Trident erstellt mithilfe Ihrer Backend-Konfiguration (Subnetz, virtuelles Netzwerk, Service Level und Standort)
Azure NetApp Files Volumes in Kapazitatspools, die am angeforderten Standort verfiigbar sind und mit dem
angeforderten Service-Level und Subnetz Ubereinstimmen.

@ Trident unterstlitzt keine manuellen QoS-Kapazitatspools.

Azure NetApp Files Back-Ends bieten diese Konfigurationsoptionen.

Parameter Beschreibung Standard

version Immer 1

storageDriverName Name des Speichertreibers »azure-netapp-Files"

backendName Benutzerdefinierter Name oder das Treibername +,_“ + zufallige
Storage-Backend Zeichen

subscriptionID Die Abonnement-ID lhres Azure-

Abonnements Optional, wenn
verwaltete Identitaten auf einem
AKS-Cluster aktiviert sind.

tenantID Die Mandanten-ID einer App-
Registrierung Optional, wenn
verwaltete Identitaten oder Cloud-
Identitat auf einem AKS-Cluster
verwendet wird.

clientID Die Client-ID einer App-
Registrierung Optional, wenn
verwaltete Identitaten oder Cloud-
Identitat auf einem AKS-Cluster
verwendet wird.

clientSecret Der Client-Schllssel aus einer App-
Registrierung Optional, wenn
verwaltete ldentitaten oder Cloud-
Identitat auf einem AKS-Cluster
verwendet wird.

servicelLevel Einer von Standard, , Premium . (zufallig)
oder Ultra



Parameter Beschreibung Standard

location Name des Azure-Standorts, an
dem die neuen Volumes erstellt
werden Optional, wenn verwaltete
Identitaten auf einem AKS-Cluster
aktiviert sind

resourceGroups Liste der Ressourcengruppen zum ,[]* (kein Filter)
Filtern ermittelter Ressourcen

netappAccounts Liste von NetApp Accounts zur " (kein Filter)
Filterung erkannter Ressourcen

capacityPools Liste der Kapazitats-Pools zur [ (kein Filter, zufallig)
Filterung erkannter Ressourcen

virtualNetwork Name eines virtuellen Netzwerks R
mit einem delegierten Subnetz

subnet Name eines Subnetzes, an das R
delegiert wurde
Microsoft.Netapp/volumes

networkFeatures Satz von vnet-Features flr ein R
Volume, kann oder Sstandard sein
Basic. Netzwerkfunktionen sind
nicht in allen Regionen verflgbar
und missen moglicherweise in
einem Abonnement aktiviert
werden. Wenn die
‘networkFeatures Funktion nicht
aktiviert ist, schlagt die Volume-
Bereitstellung fehl.

nfsMountOptions Engmaschige Kontrolle der NFS- Nfsvers=3"
Mount-Optionen Fir SMB Volumes
ignoriert. Um Volumes mit NFS-
Version 4.1 zu mounten, figen Sie
in die Liste mit kommagetrennten
Mount-Optionen ein nfsvers=4,
um NFS v4.1 auszuwahlen. Mount-
Optionen, die in einer Storage-
Klassen-Definition festgelegt sind,
Uberschreiben Mount-Optionen, die
in der Backend-Konfiguration
festgelegt sind.

limitVolumeSize Bereitstellung fehlgeschlagen, » (nicht standardmafig
wenn die angeforderte Volume- durchgesetzt)
GroRe uber diesem Wert liegt



Parameter Beschreibung Standard

debugTraceFlags Fehler-Flags bei der Null
Fehlerbehebung beheben. Beispiel,
\{"api": false, "method":
true, "discovery": true}.
Verwenden Sie dies nur, wenn Sie
Fehler beheben und einen
detaillierten Log Dump bendtigen.

nasType Konfiguration der Erstellung von nfs
NFS- oder SMB-Volumes Optionen
sind nfs, smb oder Null.
Einstellung auf null setzt
standardmafig auf NFS-Volumes.

supportedTopologies Stellt eine Liste von Regionen und
Zonen dar, die von diesem
Backend unterstlitzt werden.
Weitere Informationen finden Sie
unter "Verwenden Sie die CSI-
Topologie".

@ Weitere Informationen zu Netzwerkfunktionen finden Sie unter "Konfigurieren Sie
Netzwerkfunktionen fur ein Azure NetApp Files Volume".

Erforderliche Berechtigungen und Ressourcen

Wenn Sie beim Erstellen einer PVC den Fehler ,Keine Kapazitatspools gefunden® erhalten, ist es
wahrscheinlich, dass |hre App-Registrierung nicht tber die erforderlichen Berechtigungen und Ressourcen
(Subnetz, virtuelles Netzwerk, Kapazitatspool) verfligt. Wenn Debug aktiviert ist, protokolliert Trident die beim
Erstellen des Backends erkannten Azure-Ressourcen. Uberpriifen Sie, ob eine geeignete Rolle verwendet
wird.

Die Werte flr resourceGroups, , , netappAccounts capacityPools, virtualNetwork und subnet
kénnen mit kurzen oder vollqualifizierten Namen angegeben werden. In den meisten Fallen werden
vollqualifizierte Namen empfohlen, da kurze Namen mehrere Ressourcen mit demselben Namen entsprechen
kénnen.

Die resourceGroups Werte , netappAccounts und capacityPools sind Filter, die die ermittelten
Ressourcen auf die Ressourcen beschranken, die fir dieses Speicher-Backend verfligbar sind und in jeder
Kombination angegeben werden kdnnen. Vollqualifizierte Namen folgen diesem Format:

Typ Formatieren

Ressourcengruppe <Ressourcengruppe>

NetApp Konto <Resource Group>/<netapp Account>

Kapazitats-Pool <Resource Group>/<netapp Account>/<Capacity
Pool>

Virtuelles Netzwerk <Ressourcengruppe>/<virtuelles Netzwerk>

Subnetz <Ressourcengruppe>/<virtuelles

Netzwerk>/<Subnetz>


https://docs.netapp.com/de-de/trident-2502/trident-use/csi-topology.html
https://docs.netapp.com/de-de/trident-2502/trident-use/csi-topology.html
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Volume-Provisionierung

Sie kénnen die standardmafige Volume-Bereitstellung steuern, indem Sie die folgenden Optionen in einem
speziellen Abschnitt der Konfigurationsdatei angeben. Weitere Informationen finden Sie unter
Beispielkonfigurationen .

Parameter Beschreibung Standard

exportRule Exportregeln flir neue Volumes »,0.0.0.0/0*
exportRule Muss eine
kommagetrennte Liste einer
beliebigen Kombination von IPv4-
Adressen oder IPv4-Subnetzen in
CIDR-Notation sein. Fir SMB
Volumes ignoriert.

snapshotDir Steuert die Sichtbarkeit des ~Wahr” fir NFSv4  falsch” fUr
.Snapshot-Verzeichnisses NFSv3

size Die Standardgrof3e der neuen ,100G"
Volumes

unixPermissions die unix-Berechtigungen neuer » (Vorschau-Funktion, erfordert

Volumes (4 Oktal-Ziffern). Fur SMB Whitelisting im Abonnement)
Volumes ignoriert.

Beispielkonfigurationen

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter
standardmafig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.

10



Minimalkonfiguration

Dies ist die absolute minimale Backend-Konfiguration. Mit dieser Konfiguration erkennt Trident alle
NetApp-Konten, Kapazitatspools und an Azure NetApp Files delegierte Subnetze am konfigurierten
Standort und platziert neue Volumes zuféllig in einem dieser Pools und Subnetze. Da nasType nicht
angegeben ist, gilt der nfs Standard und das Backend wird fir NFS Volumes bereitgestellt.

Diese Konfiguration ist ideal, wenn Sie gerade erst mit Azure NetApp Files beginnen und Dinge
ausprobieren mdchten, aber in der Praxis mdchten Sie einen zusatzlichen Umfang fiir die bereitgestellten
Volumes angeben.

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus

11



Verwaltete Identitaten fiir AKS

12

Diese Backend-Konfiguration unterlasst subscriptionID, tenantID, clientIDund clientSecret,
die bei der Verwendung von verwalteten Identitaten optional sind.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet

subnet: eastus-anf-subnet



Cloud-ldentitéat fiir AKS

Diese Backend-Konfiguration unterlasst tenantID, clientID und clientSecret, die optional sind,
wenn Sie eine Cloud-ldentitat verwenden.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451

Spezifische Service-Level-Konfiguration mit Filtern nach Kapazitiats-Pools

Diese Backend-Konfiguration platziert Volumes an Azure eastus in einem Ultra Kapazitats-Pool.
Trident erkennt automatisch alle an Azure NetApp Files delegierten Subnetze an diesem Standort und
platziert ein neues Volume zufallig in einem davon.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

13



Erweiterte Konfiguration

14

Diese Back-End-Konfiguration reduziert den Umfang der Volume-Platzierung auf ein einzelnes Subnetz
und andert auch einige Standardwerte fiir die Volume-Bereitstellung.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:
- application-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
virtualNetwork: my-virtual-network
subnet: my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:
exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100
snapshotDir: "true"
size: 200Gi

unixPermissions: "0777"



Konfiguration des virtuellen Pools

Diese Back-End-Konfiguration definiert mehrere Storage-Pools in einer einzelnen Datei. Dies ist nitzlich,
wenn Sie Uber mehrere Kapazitats-Pools verfiigen, die unterschiedliche Service-Level unterstitzen, und
Sie Storage-Klassen in Kubernetes erstellen mochten, die diese unterstitzen. Virtuelle Pool-Etiketten
wurden verwendet, um die Pools anhandzu differenzieren performance.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- ultra-1
- ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- standard-1
- standard-2



Konfiguration unterstiitzter Topologien

Trident erleichtert die Bereitstellung von Volumes fiir Workloads, basierend auf Regionen und
Verfligbarkeitszonen. Der supportedTopologies Block in dieser Backend-Konfiguration dient zur
Bereitstellung einer Liste von Regionen und Zonen pro Backend. Die hier angegebenen Region- und
Zonenwerte mussen mit den Region- und Zonenwerten der Beschriftungen auf jedem Kubernetes-
Cluster-Node Ubereinstimmen. Diese Regionen und Zonen stellen die Liste der zulassigen Werte dar, die
in einer Lagerklasse bereitgestellt werden kdnnen. Fiur Storage-Klassen, die eine Teilmenge der
Regionen und Zonen enthalten, die in einem Back-End bereitgestellt werden, erstellt Trident Volumes in
der genannten Region und Zone. Weitere Informationen finden Sie unter "Verwenden Sie die CSI-
Topologie".

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

Definitionen der Storage-Klassen

Die folgenden storageClass Definitionen beziehen sich auf die Speicherpools oben.

Beispieldefinitionen mit parameter.selector Feld
Mit parameter.selector kdnnen Sie flir jeden virtuellen Pool angeben StorageClass, der zum Hosten

eines Volumes verwendet wird. Im Volume werden die Aspekte definiert, die im ausgewahlten Pool definiert
sind.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

Beispieldefinitionen fiir SMB Volumes

Mit nasType, node-stage-secret-name und ‘node-stage-secret-namespace 'konnen Sie ein SMB-Volume
angeben und die erforderlichen Active Directory-Anmeldeinformationen eingeben.
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Grundkonfiguration im Standard-Namespace

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Schliissel pro Namespace verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

"default"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Geheimnisse pro Band verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret—-namespace:
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(D nasType: smb Filter fir Pools, die SMB Volumes unterstitzen. nasType: nfs Oder
nasType: null Filter fir NFS-Pools.

Erstellen Sie das Backend

Flhren Sie nach dem Erstellen der Back-End-Konfigurationsdatei den folgenden Befehl aus:
tridentctl create backend -f <backend-file>

Wenn die Backend-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
kénnen die Protokolle zur Bestimmung der Ursache anzeigen, indem Sie den folgenden Befehl ausfiuhren:

tridentctl logs

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und korrigiert haben, kénnen Sie den Befehl
.Erstellen” erneut ausfihren.
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