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Konfiguration und Management von Back-Ends

Back-Ends konfigurieren

Ein Backend definiert die Beziehung zwischen Trident und einem Storage-System. Er
erzahlt Trident, wie man mit diesem Storage-System kommuniziert und wie Trident
Volumes daraus bereitstellen sollte.

Trident bietet automatisch Back-Ends-Storage-Pools an, die den von einer Storage-Klasse definierten
Anforderungen entsprechen. Erfahren Sie, wie Sie das Backend fur Ihr Storage-System konfigurieren.

« "Konfigurieren Sie ein Azure NetApp Files-Backend"

* "Google Cloud NetApp Volumes-Back-End konfigurieren"

+ "Konfigurieren Sie ein NetApp HCI- oder SolidFire-Backend"

» "Konfigurieren Sie ein Backend mit ONTAP- oder Cloud Volumes ONTAP-NAS-Treibern"

+ "Konfigurieren Sie ein Backend mit ONTAP- oder Cloud Volumes ONTAP-SAN-Treibern"

« "Verwenden Sie Trident mit Amazon FSX fir NetApp ONTAP"

Azure NetApp Dateien

Konfigurieren Sie ein Azure NetApp Files-Backend

Sie konnen Azure NetApp Files als Backend fur Trident konfigurieren. Sie konnen NFS-
und SMB-Volumes Uber ein Azure NetApp Files-Back-End einbinden. Trident unterstitzt
aulRerdem das Anmeldeinformationsmanagement unter Verwendung von Managed
Identities fur AKS-Cluster (Azure Kubernetes Services).

Azure NetApp Files-Treiberdetails

Trident stellt die folgenden Azure NetApp Files-Speichertreiber fir die Kommunikation mit dem Cluster bereit.
Unterstitzte Zugriffsmodi sind: ReadWriteOnce (RWQO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte
dus Zugriffsmodi Filesysteme
azure-netapp-files NFS Dateisystem RWO, ROX, RWX, RWOP nfs, smb
SMB

Uberlegungen

» Der Azure NetApp Files-Service unterstlitzt keine Volumes, die kleiner als 50 gib sind. Trident erstellt
automatisch 50-gib-Volumes, wenn ein kleineres Volume angefordert wird.

* Trident unterstitzt nur SMB Volumes, die in Pods gemountet sind, die nur auf Windows Nodes ausgefihrt
werden.



Verwaltete Identitaten fiir AKS

Trident unterstutzt "Verwaltete Identitaten"Cluster mit Azure Kubernetes Services. Um die Vorteile einer
optimierten Verwaltung von Anmeldeinformationen zu nutzen, die von verwalteten Identitadten angeboten wird,
mussen Sie Uber Folgendes verflgen:

* Ein mit AKS implementierter Kubernetes-Cluster

* Verwaltete Identitaten, die auf dem AKS kubernetes-Cluster konfiguriert sind

* Trident installiert, die die zu spezifizieren "Azure" enthalt cloudProvider.

Betreiber von Trident

Um Trident mit dem Trident-Operator zu installieren, bearbeiten Sie,
tridentorchestrator cr.yaml um auf "Azure" einzustellen cloudProvider. Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent

cloudProvider: "Azure"

Helm

Im folgenden Beispiel werden Trident-Sets mit der Umgebungsvariable auf Azure $CP installiert
cloudProvider:

helm install trident trident-operator-100.2506.0.tgz --create
-namespace --namespace <trident-namespace> --set cloudProvider=S$CP

<code>tridentcti</code>

Das folgende Beispiel installiert Trident und setzt das cloudProvider Flag auf Azure:

tridentctl install --cloud-provider="Azure" -n trident

Cloud-ldentitat fiir AKS

Die Cloud-Identitat ermdglicht Kubernetes-Pods den Zugriff auf Azure-Ressourcen durch Authentifizierung als
Workload-Ildentitat anstatt durch Angabe explizite Azure-Anmeldedaten.

Um die Vorteile der Cloud-Identitat in Azure zu nutzen, missen Sie Uber folgende Voraussetzungen verfiigen:


https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

* Ein mit AKS implementierter Kubernetes-Cluster

» Workload-ldentitat und oidc-Issuer, die auf dem AKS Kubernetes-Cluster konfiguriert sind

* Trident wurde installiert, das die zum Angeben "Azure" und cloudIdentity Angeben der Workload-
Identitat enthalt cloudProvider



Betreiber von Trident

Um Trident mithilfe des Trident-Operators zu installieren, bearbeiten Sie die
tridentorchestrator cr.yaml Einstellung cloudProvider auf und setzen Sie
cloudIdentity azure.workload.identity/client-id: XXXXXXXX—XXXX=XXXKX—XXXX-—
XXXXXXXXXxX Sie auf "Azure" .

Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "Azure"
cloudIdentity: 'azure.workload.identity/client-id: XXXXXXXX—XXXX-

XXXX—XXXX-XXXXXXXXxxx' # Edit

Helm

Legen Sie die Werte fiir Cloud-Provider (CP) und Cloud-ldentity (Cl) unter Verwendung der
folgenden Umgebungsvariablen fest:

export CP="Azure"
export CI="'azure.workload.identity/client-id: XXXXXXXX-XXXX—XXXX—=XXXX—
XXRXXXRXXXXXX""

Das folgende Beispiel installiert Trident und setzt cloudProvider auf Azure unter Verwendung der
Umgebungsvariable $CP und setzt die cloudIdentity unter Verwendung der Umgebungsvariable
SCI:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="$CI"

<code>tridentcti</code>

Legen Sie die Werte fiir Cloud Provider und Cloud Identity unter Verwendung der folgenden
Umgebungsvariablen fest:

export CP="Azure"
export CI="azure.workload.identity/client-id: XXXXXXXX-XXXX-XXXX—XXXX—

XKXXXXXXXXKK"

Das folgende Beispiel installiert Trident und setzt das cloud-provider Flag auf $CP, und cloud-
identity auf SCI:



tridentctl install --cloud-provider=$CP --cloud-identity="$CI" -n
trident

Konfiguration eines Azure NetApp Files-Backends wird vorbereitet

Bevor Sie Ihr Azure NetApp Files-Backend konfigurieren kdnnen, missen Sie
sicherstellen, dass die folgenden Anforderungen erfullt sind.

Voraussetzungen fiir NFS und SMB Volumes

Wenn Sie Azure NetApp Files zum ersten Mal oder an einem neuen Standort verwenden, ist eine
Erstkonfiguration erforderlich, um Azure NetApp Files einzurichten und ein NFS-Volume zu erstellen. Siehe
"Azure: Azure NetApp Files einrichten und ein NFS Volume erstellen”.

Um ein zu konfigurieren und zu verwenden "Azure NetApp Dateien" Back-End, Sie bendétigen Folgendes:

* subscriptionID, tenantID, clientID, location, und clientSecret Sind optional,
@ wenn verwaltete ldentitaten auf einem AKS-Cluster verwendet werden.

* tenantID, clientID, und clientSecret Sind optional, wenn eine Cloud-ldentitat auf
einem AKS-Cluster verwendet wird.

+ Ein Kapazitats-Pool. Siehe "Microsoft: Erstellen Sie einen Kapazitats-Pool fur Azure NetApp Files".

» Ein an Azure NetApp Files delegiertes Subnetz. Siehe "Microsoft: Delegieren Sie ein Subnetz an Azure
NetApp Files".

* subscriptionID Uber ein Azure Abonnement mit aktiviertem Azure NetApp Files.

* tenantID, clientID, und clientSecret Von einem "App-Registrierung" In Azure Active Directory mit
ausreichenden Berechtigungen fur den Azure NetApp Files-Service. Die App-Registrierung sollte
Folgendes verwenden:

o Der Eigentiimer oder die Rolle des Mitarbeiters "\Vordefiniert von Azure".

° A"Benutzerdefinierte Beitragsrolle" auf Abonnementebene (assignableScopes) mit den folgenden
Berechtigungen, die auf das beschrankt sind, was Trident bendtigt. Nach dem Erstellen der
benutzerdefinierten Rolle, "Weisen Sie die Rolle Uber das Azure-Portal zu".


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-quickstart-set-up-account-create-volumes
https://azure.microsoft.com/en-us/services/netapp/
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-set-up-capacity-pool
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://docs.microsoft.com/en-us/azure/active-directory/develop/howto-create-service-principal-portal
https://docs.microsoft.com/en-us/azure/role-based-access-control/built-in-roles
https://learn.microsoft.com/en-us/azure/role-based-access-control/custom-roles-portal
https://learn.microsoft.com/en-us/azure/role-based-access-control/role-assignments-portal

Rolle fiir benutzerdefinierte Mitwirkende

"id": "/subscriptions/<subscription-
id>/providers/Microsoft.Authorization/roleDefinitions/<role-
definition-id>",

"properties": ({

"roleName": "custom-role-with-limited-perms",
"description": "custom role providing limited permissions",
"assignableScopes": [
"/subscriptions/<subscription-id>"
I
"permissions": [
{
"actions": [
"Microsoft.NetApp/netAppAccounts/capacityPools/read",
"Microsoft.NetApp/netAppAccounts/capacityPools/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/delete”,

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

read",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/

write",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/snapshots/
delete",

"Microsoft.NetApp/netAppAccounts/capacityPools/volumes/MountTarge
ts/read",
"Microsoft.Network/virtualNetworks/read",
"Microsoft.Network/virtualNetworks/subnets/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/read",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat

ions/write",

"Microsoft.Features/featureProviders/subscriptionFeatureRegistrat
ions/delete",



"Microsoft.Features/features/read",
"Microsoft.Features/operations/read",
"Microsoft.Features/providers/features/read",

"Microsoft.Features/providers/features/register/action",
"Microsoft.Features/providers/features/unregister/action",

"Microsoft.Features/subscriptionFeatureRegistrations/read"
1,
"notActions": [],
"dataActions": [],

"notDataActions": []

* Im Azure location Das enthalt mindestens eine "Delegiertes Subnetz". Ab Trident 22.01 finden Sie das
location Parameter ist ein erforderliches Feld auf der obersten Ebene der Backend-Konfigurationsdatei.
In virtuellen Pools angegebene Standortwerte werden ignoriert.

* Zu verwenden Cloud Identity, Holen Sie sich die c1ient ID VonA"Vom Benutzer zugewiesene
verwaltete ldentitat" Und geben Sie diese ID in an azure.workload.identity/client-id:
XEXXXXXKXXXKXXKX XXX KX XXX XXX XXKXXKXXXXX.

Zusatzliche Anforderungen fir SMB Volumes

Zur Erstellung eines SMB-Volumes missen folgende Voraussetzungen erflllt sein:

« Active Directory konfiguriert und mit Azure NetApp Files verbunden. Siehe "Microsoft: Erstellen und
Verwalten von Active Directory-Verbindungen fir Azure NetApp Files".

* Kubernetes-Cluster mit einem Linux-Controller-Knoten und mindestens einem Windows-Worker-Node, auf
dem Windows Server 2022 ausgefiihrt wird. Trident unterstitzt nur SMB Volumes, die in Pods gemountet
sind, die nur auf Windows Nodes ausgefuhrt werden.

* Mindestens ein Trident-Schllssel, der |hre Active Directory-Anmeldeinformationen enthalt, damit Azure
NetApp Files sich bei Active Directory authentifizieren kann. So generieren Sie ein Geheimnis smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
-—-from-literal password='password'

» Ein CSI-Proxy, der als Windows-Dienst konfiguriert ist. Zum Konfigurieren von A “csi-proxy Weitere
Informationen finden Sie unter "GitHub: CSI-Proxy" Oder "GitHub: CSI Proxy fur Windows" Far
Kubernetes-Knoten, die auf Windows ausgefuhrt werden.


https://docs.microsoft.com/en-us/azure/azure-netapp-files/azure-netapp-files-delegate-subnet
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/entra/identity/managed-identities-azure-resources/how-manage-user-assigned-managed-identities
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://learn.microsoft.com/en-us/azure/azure-netapp-files/create-active-directory-connections
https://github.com/kubernetes-csi/csi-proxy
https://github.com/Azure/aks-engine/blob/master/docs/topics/csi-proxy-windows.md

Azure NetApp Files Back-End-Konfigurationsoptionen und -Beispiele

Informieren Sie sich Uber die Backend-Konfigurationsoptionen NFS und SMB fur Azure
NetApp Files und sehen Sie sich Konfigurationsbeispiele an.
Back-End-Konfigurationsoptionen

Trident erstellt mithilfe Ihrer Backend-Konfiguration (Subnetz, virtuelles Netzwerk, Service Level und Standort)
Azure NetApp Files Volumes in Kapazitatspools, die am angeforderten Standort verfiigbar sind und mit dem
angeforderten Service-Level und Subnetz tbereinstimmen.

Azure NetApp Files Back-Ends bieten diese Konfigurationsoptionen.

Parameter Beschreibung Standard
version Immer 1
storageDriverName Name des Speichertreibers ,azure-netapp-Files*
backendName Benutzerdefinierter Name oder das Treibername +,_“ + zuféllige
Storage-Backend Zeichen
subscriptionID Die Abonnement-ID lhres Azure
Abonnements

Optional, wenn verwaltete
Identitaten auf einem AKS-Cluster
aktiviert sind.

tenantID Die Mandanten-ID aus einer App-
Registrierung

Optional, wenn verwaltete
Identitaten oder Cloud-ldentitat auf
einem AKS-Cluster verwendet wird.

clientID Die Client-ID aus einer App-
Registrierung

Optional, wenn verwaltete
Identitaten oder Cloud-Identitat auf
einem AKS-Cluster verwendet wird.

clientSecret Der Client-Schlissel aus einer App-
Registrierung

Optional, wenn verwaltete
Identitaten oder Cloud-ldentitat auf
einem AKS-Cluster verwendet wird.

servicelevel Einer von Standard, Premium, » (zufallig)
Oder Ultra



Parameter Beschreibung Standard

location Name des Azure Speicherorts, an
dem die neuen Volumes erstellt
werden

Optional, wenn verwaltete
Identitaten auf einem AKS-Cluster
aktiviert sind.

resourceGroups Liste der Ressourcengruppen zum ,[]* (kein Filter)
Filtern ermittelter Ressourcen

netappAccounts Liste von NetApp Accounts zur " (kein Filter)
Filterung erkannter Ressourcen

capacityPools Liste der Kapazitats-Pools zur [ (kein Filter, zufallig)
Filterung erkannter Ressourcen

virtualNetwork Name eines virtuellen Netzwerks i
mit einem delegierten Subnetz

subnet Name eines an delegierten R
Subnetzes
Microsoft.Netapp/volumes

networkFeatures Eventuell Set von vnet-Funktionen
fur ein Volumen Basic Oder
Standard. Netzwerkfunktionen
sind nicht in allen Regionen
verfugbar und missen
mdglicherweise in einem
Abonnement aktiviert werden.
Angeben networkFeatures
Wenn die Funktion nicht aktiviert
ist, schlagt die Volume-
Bereitstellung fehl.

nfsMountOptions Engmaschige Kontrolle der NFS-  ,Nfsvers=3“
Mount-Optionen Fir SMB Volumes
ignoriert. Um Volumes mit NFS-
Version 4.1 einzubinden, beinhalten
nfsvers=4 Wahlen Sie in der
Liste mit durch Komma getrennten
Mount-Optionen NFS v4.1 aus.
Mount-Optionen, die in einer
Storage-Klassen-Definition
festgelegt sind, Uberschreiben
Mount-Optionen, die in der
Backend-Konfiguration festgelegt

sind.
limitVolumeSize Bereitstellung fehlgeschlagen, » (nicht standardmafig
wenn die angeforderte Volume- durchgesetzt)

Grole Uber diesem Wert liegt



Parameter Beschreibung Standard

debugTraceFlags Fehler-Flags bei der Null
Fehlerbehebung beheben. Beispiel:
\{"api": false, "method":
true, "discovery": true}.
Verwenden Sie dies nur, wenn Sie
Fehler beheben und einen
detaillierten Log Dump bendtigen.

nasType Konfiguration der Erstellung von nfs
NFS- oder SMB-Volumes Die
Optionen lauten nfs, smb Oder
null. Einstellung auf null setzt
standardmafig auf NFS-Volumes.

supportedTopologies Stellt eine Liste von Regionen und
Zonen dar, die von diesem
Backend unterstlitzt werden.
Weitere Informationen finden Sie
unter "Verwenden Sie die CSI-
Topologie".

gosType Stellt den QoS-Typ dar: Automatisch
Automatisch oder Manuell.

maxThroughput Legt den maximal zulassigen 4 MiB/sec
Durchsatz in MiB/Sek. fest. Wird
nur fir manuelle QoS-
Kapazitatspools unterstitzt.

@ Weitere Informationen zu den Netzwerkfunktionen finden Sie unter "Konfigurieren Sie
Netzwerkfunktionen fiir ein Azure NetApp Files Volume".

Erforderliche Berechtigungen und Ressourcen

Wenn Sie beim Erstellen einer PVC den Fehler ,Keine Kapazitatspools gefunden® erhalten, ist es
wahrscheinlich, dass |hre App-Registrierung nicht tber die erforderlichen Berechtigungen und Ressourcen
(Subnetz, virtuelles Netzwerk, Kapazitatspool) verflgt. Wenn Debug aktiviert ist, protokolliert Trident die beim
Erstellen des Backends erkannten Azure-Ressourcen. Uberpriifen Sie, ob eine geeignete Rolle verwendet
wird.

Die Werte flir resourceGroups, netappAccounts, capacityPools, virtualNetwork, und subnet
Kann mit kurzen oder vollqualifizierten Namen angegeben werden. In den meisten Fallen werden
vollqualifizierte Namen empfohlen, da kurze Namen mehrere Ressourcen mit demselben Namen entsprechen
kénnen.

Befindet sich das virtuelle Netzwerk in einer anderen Ressourcengruppe als das Azure NetApp
@ Files (ANF)-Speicherkonto, geben Sie die Ressourcengruppe fiir das virtuelle Netzwerk bei der
Konfiguration der Ressourcengruppenliste fur das Backend an.

Der resourceGroups, netappAccounts, und capacityPools Werte sind Filter, die die ermittelten
Ressourcen auf die in diesem Storage-Back-End verfligbaren Personen beschranken und in beliebiger
Kombination angegeben werden kdnnen. Vollqualifizierte Namen folgen diesem Format:

10


https://docs.netapp.com/de-de/trident/trident-use/csi-topology.html
https://docs.netapp.com/de-de/trident/trident-use/csi-topology.html
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features
https://docs.microsoft.com/en-us/azure/azure-netapp-files/configure-network-features

Typ Formatieren

Ressourcengruppe <Ressourcengruppe>

NetApp Konto <Resource Group>/<netapp Account>

Kapazitats-Pool <Resource Group>/<netapp Account>/<Capacity
Pool>

Virtuelles Netzwerk <Ressourcengruppe>/<virtuelles Netzwerk>

Subnetz <Ressourcengruppe>/<virtuelles
Netzwerk>/<Subnetz>

Volume-Provisionierung

Sie kdnnen die standardmaRige Volume-Bereitstellung steuern, indem Sie die folgenden Optionen in einem
speziellen Abschnitt der Konfigurationsdatei angeben. Siehe Beispielkonfigurationen Entsprechende Details.

Parameter Beschreibung Standard

exportRule Exportregeln fiir neue Volumes »,0.0.0.0/0*
exportRule Muss eine
kommagetrennte Liste beliebiger
Kombinationen von IPv4-Adressen
oder IPv4-Subnetzen in CIDR-
Notation sein. Fiir SMB Volumes

ignoriert.

snapshotDir Steuert die Sichtbarkeit des ~Wahr” fir NFSv4  falsch” fUr
.Snapshot-Verzeichnisses NFSv3

size Die Standardgrof3e der neuen ,100 GB*
Volumes

unixPermissions die unix-Berechtigungen neuer » (Vorschau-Funktion, erfordert

Volumes (4 Oktal-Ziffern). Fur SMB Whitelisting im Abonnement)
Volumes ignoriert.
Beispielkonfigurationen

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter
standardmaRig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.



Minimalkonfiguration
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Dies ist die absolute minimale Backend-Konfiguration. Mit dieser Konfiguration erkennt Trident alle
NetApp-Konten, Kapazitatspools und an Azure NetApp Files delegierte Subnetze am konfigurierten
Standort und platziert neue Volumes zuféllig in einem dieser Pools und Subnetze. Da nasType nicht
angegeben ist, gilt der nfs Standard und das Backend wird fir NFS Volumes bereitgestellt.

Diese Konfiguration ist ideal, wenn Sie gerade erst mit Azure NetApp Files beginnen und Dinge
ausprobieren mdchten, aber in der Praxis mdchten Sie einen zusatzlichen Umfang fiir die bereitgestellten
Volumes angeben.

apiVersion: trident.netapp.io/vl

kind: TridentBackendConfig

metadata:
name: backend-tbc-anf-1
namespace: trident

spec:
version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET

location: eastus



Verwaltete Identitaten fiir AKS

Diese Backend-Konfiguration unterlasst subscriptionID, tenantID, clientID, und
clientSecret, Die bei der Verwendung von verwalteten Identitdten optional sind.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- resource-group-1/netapp-account-1/ultra-pool
resourceGroups:
- resource-group-1
netappAccounts:
- resource—-group-1l/netapp-account-1
virtualNetwork: resource-group-1/eastus-prod-vnet

subnet: resource-group-1/eastus-prod-vnet/eastus-anf-subnet

13



Cloud-ldentitéat fiir AKS

Diese Backend-Konfiguration unterlasst tenantID, clientID, und clientSecret, Die bei
Verwendung einer Cloud-ldentitat optional sind.

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-anf-1
namespace: trident
spec:
version: 1
storageDriverName: azure-netapp-files
capacityPools:
- ultra-pool
resourceGroups:
- aks-ami-eastus-rg
netappAccounts:
- smb-na
virtualNetwork: eastus-prod-vnet
subnet: eastus-anf-subnet
location: eastus
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451

Spezifische Service-Level-Konfiguration mit Filtern nach Kapazitiats-Pools

Diese Backend-Konfiguration platziert Volumes an Azure eastus in einem Ultra Kapazitats-Pool.
Trident erkennt automatisch alle an Azure NetApp Files delegierten Subnetze an diesem Standort und

platziert ein neues Volume zufallig in einem davon.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de91e5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application—-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2

14



Backend-Beispiel mit manuellen QoS-Kapazitiatspools

Diese Backend-Konfiguration platziert Volumes in Azure eastus Standort mit manuellen QoS-
Kapazitatspools.

version: 1
storageDriverName: azure-netapp-files
backendName: anfl
location: eastus
labels:
clusterName: test-cluster-1
cloud: anf
nasType: nfs
defaults:
gosType: Manual
storage:
- servicelevel: Ultra
labels:
performance: gold
defaults:
maxThroughput: 10
- servicelLevel: Premium
labels:
performance: silver
defaults:
maxThroughput: 5
- servicelevel: Standard
labels:
performance: bronze
defaults:
maxThroughput: 3

15



Erweiterte Konfiguration

Diese Back-End-Konfiguration reduziert den Umfang der Volume-Platzierung auf ein einzelnes Subnetz
und andert auch einige Standardwerte fiir die Volume-Bereitstellung.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1le5713aa
clientSecret: SECRET
location: eastus
servicelLevel: Ultra
capacityPools:

- application-group-1/account-1/ultra-1

- application-group-1/account-1/ultra-2
virtualNetwork: application-group-1/eastus-prod-vnet
subnet: application-group-1/eastus-prod-vnet/my-subnet
networkFeatures: Standard
nfsMountOptions: vers=3,proto=tcp,timeo=600
limitVolumeSize: 500Gi
defaults:

exportRule: 10.0.0.0/24,10.0.1.0/24,10.0.2.100

snapshotDir: "true"

size: 200Gi

unixPermissions: "0777"
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Konfiguration des virtuellen Pools

Diese Back-End-Konfiguration definiert mehrere Storage-Pools in einer einzelnen Datei. Dies ist nitzlich,
wenn Sie Uber mehrere Kapazitats-Pools verfiigen, die unterschiedliche Service-Level unterstitzen, und
Sie Storage-Klassen in Kubernetes erstellen mochten, die diese unterstiitzen. Virtuelle Pool-Labels
wurden verwendet, um die Pools basierend auf zu differenzieren performance.

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721ladd45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865ee56ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
resourceGroups:
- application-group-1
networkFeatures: Basic
nfsMountOptions: vers=3,proto=tcp,timeo=600
labels:
cloud: azure
storage:
- labels:
performance: gold
servicelevel: Ultra
capacityPools:
- application—-group-1/netapp-account-1/ultra-1
- application-group-1/netapp-account-1/ultra-2
networkFeatures: Standard
- labels:
performance: silver
servicelevel: Premium
capacityPools:
- application-group-1/netapp-account-1/premium-1
- labels:
performance: bronze
servicelevel: Standard
capacityPools:
- application-group-1/netapp-account-1/standard-1
- application-group-1/netapp-account-1/standard-2



Konfiguration unterstiitzter Topologien

Trident erleichtert die Bereitstellung von Volumes fiir Workloads, basierend auf Regionen und
Verfligbarkeitszonen. Der supportedTopologies Block in dieser Backend-Konfiguration dient zur
Bereitstellung einer Liste von Regionen und Zonen pro Backend. Die hier angegebenen Region- und
Zonenwerte mussen mit den Region- und Zonenwerten der Beschriftungen auf jedem Kubernetes-
Cluster-Node Ubereinstimmen. Diese Regionen und Zonen stellen die Liste der zulassigen Werte dar, die
in einer Lagerklasse bereitgestellt werden kdnnen. Fiur Storage-Klassen, die eine Teilmenge der
Regionen und Zonen enthalten, die in einem Back-End bereitgestellt werden, erstellt Trident Volumes in
der genannten Region und Zone. Weitere Informationen finden Sie unter "Verwenden Sie die CSI-
Topologie".

version: 1
storageDriverName: azure-netapp-files
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: eastus
servicelevel: Ultra
capacityPools:
- application—-group-1/account-1/ultra-1
- application-group-1/account-1/ultra-2
supportedTopologies:
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-1
- topology.kubernetes.io/region: eastus
topology.kubernetes.io/zone: eastus-2

Definitionen der Storage-Klassen

Im Folgenden StorageClass Definitionen beziehen sich auf die oben genannten Speicherpools.

Beispieldefinitionen mit parameter.selector Feld
Wird Verwendet parameter.selector Sie kdnnen flr jedes angeben StorageClass Der virtuelle Pool, der

zum Hosten eines Volumes genutzt wird. Im Volume werden die Aspekte definiert, die im ausgewahlten Pool
definiert sind.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: gold
provisioner: csi.trident.netapp.io
parameters:

selector: performance=gold

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

allowVolumeExpansion: true

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: bronze
provisioner: csi.trident.netapp.io
parameters:

selector: performance=bronze

allowVolumeExpansion: true

Beispieldefinitionen fiir SMB Volumes

Wird Verwendet nasType, node-stage-secret-name, und node-stage-secret-namespace, Sie
kénnen ein SMB-Volume angeben und die erforderlichen Active Directory-Anmeldeinformationen angeben.
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Grundkonfiguration im Standard-Namespace

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Schliissel pro Namespace verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

"default"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Geheimnisse pro Band verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: anf-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "azure-netapp-files"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret—-namespace:
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(D nasType: smb Filter fir Pools, die SMB-Volumes unterstlitzen nasType: nfs Oder
nasType: null Filter fir NFS Pools.

Erstellen Sie das Backend

FUhren Sie nach dem Erstellen der Back-End-Konfigurationsdatei den folgenden Befehl aus:
tridentctl create backend -f <backend-file>

Wenn die Backend-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
kdénnen die Protokolle zur Bestimmung der Ursache anzeigen, indem Sie den folgenden Befehl ausflihren:

tridentctl logs

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und korrigiert haben, kdnnen Sie den Befehl
,Erstellen” erneut ausfihren.

Google Cloud NetApp Volumes

Google Cloud NetApp Volumes-Back-End konfigurieren

Sie kénnen jetzt Google Cloud NetApp Volumes als Backend fur Trident konfigurieren.
NFS- und SMB-Volumes konnen uber ein Google Cloud NetApp-Back-End angebunden
werden.

Treiberdetails zu Google Cloud NetApp Volumes

Trident stellt den google-cloud-netapp-volumes Treiber fir die Kommunikation mit dem Cluster bereit.
Unterstutzte Zugriffsmodi sind: ReadWriteOnce (RWQO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte

dus Zugriffsmodi Filesysteme
google-cloud- NFS Dateisystem RWO, ROX, RWX, RWOP nfs, smb
netapp-volumes SMB

Cloud-ldentitat fiir GKE

Die Cloud-Identitat ermdglicht Kubernetes-Pods den Zugriff auf Google Cloud-Ressourcen durch
Authentifizierung als Workload-Identitat anstatt durch Angabe explizite Google Cloud-Anmeldedaten.

Um die Vorteile der Cloud-Identitat in Google Cloud zu nutzen, missen Sie Uber folgende Voraussetzungen
verflugen:

* Ein mit GKE implementierter Kubernetes-Cluster.
» Auf dem GKE-Cluster konfigurierte Workload-ldentitat und auf den Node-Pools konfigurierten GKE-
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Metadatenserver.

* Ein GCP-Service-Konto mit der Google Cloud NetApp Volumes Admin-Rolle (Rollen/NetApp.admin) oder
einer benutzerdefinierten Rolle.

* Trident installiert, das den CloudProvider enthalt, um ,GCP* und Cloudldentity anzugeben, die das neue
GCP-Dienstkonto angeben. Ein Beispiel ist unten angegeben.
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Betreiber von Trident

Um Trident mithilfe des Trident-Operators zu installieren, bearbeiten Sie die
tridentorchestrator cr.yaml Einstellung cloudProvider auf und setzen Sie
cloudIdentity iam.gke.io/gcp-service-account: cloudvolumes-admin-
sa@mygcpproject.iam.gserviceaccount.com sie auf "GCP" .

Beispiel:

apiVersion: trident.netapp.io/vl
kind: TridentOrchestrator
metadata:
name: trident
spec:
debug: true
namespace: trident
imagePullPolicy: IfNotPresent
cloudProvider: "GCP"
cloudIdentity: 'iam.gke.io/gcp-service-account: cloudvolumes-

admin-sa@mygcpproject.iam.gserviceaccount.com'

Helm

Legen Sie die Werte fiir Cloud-Provider (CP) und Cloud-ldentity (Cl) unter Verwendung der
folgenden Umgebungsvariablen fest:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes—-admin-
sa@mygcpproject.iam.gserviceaccount.com""

Das folgende Beispiel installiert Trident und setzt cloudProvider auf GCP unter Verwendung der
Umgebungsvariable $CP und setzt die cloudIdentity unter Verwendung der Umgebungsvariable
SANNOTATION:

helm install trident trident-operator-100.6.0.tgz --set
cloudProvider=$CP --set cloudIdentity="S$ANNOTATION"

<code>tridentcti</code>

Legen Sie die Werte fiir Cloud Provider und Cloud Identity unter Verwendung der folgenden
Umgebungsvariablen fest:

export CP="GCP"
export ANNOTATION="'iam.gke.io/gcp-service-account: cloudvolumes-admin-
sal@mygcpproject.iam.gserviceaccount.com'"

Das folgende Beispiel installiert Trident und setzt das cloud-provider Flag auf $CP, und cloud-
identity auf SANNOTATION:
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tridentctl install --cloud-provider=$CP --cloud
-identity="SANNOTATION" -n trident

Bereiten Sie sich auf die Konfiguration eines Google Cloud NetApp Volumes-Back-
End vor

Bevor Sie Ihr Google Cloud NetApp Volumes-Backend konfigurieren kdnnen, mussen Sie
sicherstellen, dass die folgenden Anforderungen erfullt sind.

Voraussetzungen fiir NFS Volumes

Wenn Sie Google Cloud NetApp Volumes zum ersten Mal oder an einem neuen Speicherort verwenden, ist
eine Erstkonfiguration erforderlich, um Google Cloud NetApp Volumes einzurichten und ein NFS-Volume zu
erstellen. Siehe "Bevor Sie beginnen".

Stellen Sie vor der Konfiguration des Google Cloud NetApp Volumes-Back-End sicher, dass folgende
Voraussetzungen bestehen:

* Ein Google Cloud Konto, das mit dem Google Cloud NetApp Volumes Service konfiguriert ist. Siehe
"Google Cloud NetApp Volumes".

* Projektnummer lhres Google Cloud-Kontos. Siehe "Projekte identifizieren".

* Ein Google Cloud-Service-Konto mit der Rolle NetApp Volumes Admin (roles/netapp.admin). Siehe
"Rollen und Berechtigungen flur Identitats- und Zugriffsmanagement”.

» API-Schlisseldatei flr Ihr GCNV-Konto. Siehe "Erstellen eines Service-Kontokonschlissels"

« Ein Speicherpool. Siehe "Uberblick tiber Speicherpools".

Weitere Informationen zum Einrichten des Zugriffs auf Google Cloud NetApp Volumes finden Sie unter "Zugriff
auf Google Cloud NetApp Volumes einrichten".

Konfigurationsoptionen und Beispiele fiir die Backend-Konfiguration von Google
Cloud NetApp Volumes

Informieren Sie sich Uber die Back-End-Konfigurationsoptionen fir Google Cloud NetApp
Volumes und sehen Sie sich Konfigurationsbeispiele an.

Back-End-Konfigurationsoptionen

Jedes Back-End stellt Volumes in einer einzigen Google Cloud-Region bereit. Um Volumes in anderen
Regionen zu erstellen, kdnnen Sie zusatzliche Back-Ends definieren.

Parameter Beschreibung Standard

version Immer 1
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Parameter

storageDriverName

backendName

storagePools

projectNumber

location

apiKey

nfsMountOptions

limitVolumeSize

servicelLevel

labels

network

debugTraceFlags

Standard

Der Wert von
storageDriverName
muss als ,google-Cloud-
netapp-Volumes*
angegeben werden.

Beschreibung

Name des Speichertreibers

(Optional) Benutzerdefinierter Name des Speicher-
Backends

Treibername + , “ + Teil
des API-Schlussels

Optionaler Parameter zur Angabe von Speicherpools
fur die Volume-Erstellung.

Google Cloud Account Projektnummer. Der Wert ist
auf der Startseite des Google Cloud Portals zu finden.

Die Google Cloud-Umgebung, an der Trident GCNV
Volumes erstellt. Bei der Erstellung
regionslbergreifender Kubernetes-Cluster konnen in
A erstellte Volumes 1ocation fur Workloads
verwendet werden, die auf Nodes in mehreren Google
Cloud-Regionen geplant sind. Der regionale Verkehr
verursacht zusatzliche Kosten.

API-SchlUssel fur das Google Cloud-Servicekonto mit
der netapp.admin Rolle. Er enthalt den JSON-
formatierten Inhalt der privaten Schliisseldatei eines
Google Cloud-Dienstkontos (wortgetreu in die Back-
End-Konfigurationsdatei kopiert). Das apiKey muss
Schlussel-Wert-Paare fiir die folgenden Schiissel
enthalten: type, project id, client email
client idauth uri,,, token uri

auth provider x509 cert url,und
client x509 cert url.

Engmaschige Kontrolle der NFS-Mount-Optionen ~Nfsvers=3"

Bereitstellung fehlgeschlagen, wenn die angeforderte
Volume-GroRe Uber diesem Wert liegt.

- (nicht standardmafig
durchgesetzt)

Service-Level eines Storage-Pools und seiner
Volumes. Die Werte sind flex, , standard

premium  oder “extreme.

Satz willklrlicher JSON-formatierter Etiketten fir
Volumes

Fir GCNV-Volumes verwendetes Google Cloud-
Netzwerk

Fehler-Flags bei der Fehlerbehebung beheben. Null
Beispiel, {"api":false, "method":true}.
Verwenden Sie dies nur, wenn Sie Fehler beheben

und einen detaillierten Log Dump bendtigen.
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Parameter

nasType

supportedTopologies

Beschreibung Standard

Konfiguration der Erstellung von NFS- oder SMB- nfs
Volumes Die Optionen lauten nfs, smb Oder null.
Einstellung auf null setzt standardmafig auf NFS-
Volumes.

Stellt eine Liste von Regionen und Zonen dar, die von
diesem Backend unterstiitzt werden. Weitere
Informationen finden Sie unter "Verwenden Sie die
CSl-Topologie". Beispiel:

supportedTopologies:

- topology.kubernetes.io/region: asia-
eastl

topology.kubernetes.io/zone: asia-eastl-
a

Optionen zur Volume-Bereitstellung

Sie kénnen die Standard-Volume-Bereitstellung im steuern defaults Abschnitt der Konfigurationsdatei.

Parameter

exportRule

snapshotDir

snapshotReserve

unixPermissions

Beispielkonfigurationen

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter

Beschreibung Standard

Die Exportregeln fur neue Volumes. ,0.0.0.0/0%
Muss eine kommagetrennte Liste

einer beliebigen Kombination von
IPv4-Adressen sein.

Zugriff auf die . snapshot ~Wahr* fir NFSv4 falsch* far
Verzeichnis NFSv3

Prozentsatz des flr Snapshots » (Standardeinstellung 0
reservierten Volumes akzeptieren)

“

die unix-Berechtigungen neuer ”
Volumes (4 Oktal-Ziffern).

standardmafig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.
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Minimalkonfiguration

Dies ist die absolute minimale Backend-Konfiguration. Mit dieser Konfiguration erkennt Trident alle an
Google Cloud NetApp Volumes delegierten Storage-Pools am konfigurierten Standort und platziert neue
Volumes zuféllig in einem dieser Pools. Da nasType nicht angegeben ist, gilt der nfs Standard und das
Backend wird fir NFS Volumes bereitgestellt.

Diese Konfiguration ist ideal, wenn Sie gerade erst mit Google Cloud NetApp Volumes beginnen und alles
ausprobieren mochten, aber in der Praxis missen Sie héchstwahrscheinlich einen zusatzlichen Umfang
fur die bereitgestellten Volumes angeben.
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apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-gcnv-secret
type: Opaque
stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec

private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Konfiguration fiir SMB Volumes

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnvl
namespace: trident
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123456789"
location: asia-eastl
servicelevel: flex
nasType: smb
apiKey:
type: service account
project id: cloud-native-data
client email: trident-sample@cloud-native-
data.iam.gserviceaccount.com
client id: "123456789737813416734"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/trident-
sample%40cloud-native-data.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret



Konfiguration mit StoragePools-Filter
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apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3b1l/qp8B4Kws8zX507)Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgbgyxy4zg70lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-west6
servicelevel: premium
storagePools:
- premium-pooll-europe-west6
- premium-pool2-europe-west6
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
auth uri: https://accounts.google.com/o/oauth2/auth
token uri: https://oauth2.googleapis.com/token
auth provider x509 cert url:
https://www.googleapis.com/ocauth2/vl/certs
client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%40my-
gcnv-project.iam.gserviceaccount.com
credentials:
name: backend-tbc-gcnv-secret
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Konfiguration des virtuellen Pools

Diese Backend-Konfiguration definiert mehrere virtuelle Pools in einer einzelnen Datei. Virtuelle Pools

werden im Abschnitt definiert storage . Sie sind nitzlich, wenn Sie mehrere Storage-Pools haben, die
unterschiedliche Service-Level unterstiitzen, und Sie Storage-Klassen in Kubernetes erstellen méchten,

die diese reprasentieren. Zur Unterscheidung der Pools werden Bezeichnungen fir virtuelle Pools

verwendet. Im Beispiel unten werden beispielsweise performance Label und serviceLevel type zur

Unterscheidung virtueller Pools verwendet.

Sie kénnen auch einige Standardwerte fir alle virtuellen Pools festlegen und die Standardwerte fiir
einzelne virtuelle Pools Uberschreiben. Im folgenden Beispiel snapshotReserve und exportRule
dienen als Standard fur alle virtuellen Pools.

Weitere Informationen finden Sie unter "Virtuelle Pools".

apiVersion: vl

kind: Secret

metadata:
name: backend-tbc-gcnv-secret

type: Opaque

stringData:
private key id: f2cb6ed6d7ccl0c453£7d3406£c700c5df0ablec
private key: |

znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNCchRAGz1zZE4jK3bl/qp8B4Kws82zX507Y9m
znHczZsrrtHisIsAbOguSaPIKeyAZNchRAGz1zZE4jK3bl/qp8B4Kws8zX507]Y9m
XsYgoegyxy4zg701lwWgLwGa==

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: "123455380079"
location: europe-westb
apiKey:
type: service account
project id: my-gcnv-project
client email: myproject-prod@my-gcnv-
project.iam.gserviceaccount.com
client id: "103346282737811234567"
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auth uri: https://accounts.google.com/o/oauth2/auth

token uri: https://ocauth2.googleapis.com/token

auth provider x509 cert url:
https://www.googleapis.com/oauth2/vl/certs

client x509 cert url:
https://www.googleapis.com/robot/vl/metadata/x509/myproject-prod%$40my—
gcnv-project.iam.gserviceaccount.com

credentials:
name: backend-tbc-gcnv-secret

defaults:
snapshotReserve: "10"
exportRule: 10.0.0.0/24
storage:
- labels:

performance: extreme

servicelLevel: extreme

defaults:
snapshotReserve: "5"
exportRule: 0.0.0.0/0
- labels:

performance: premium
servicelevel: premium
- labels:
performance: standard

servicelevel: standard

Cloud-ldentitéat fiir GKE

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-gcp-gcnv
spec:
version: 1
storageDriverName: google-cloud-netapp-volumes
projectNumber: '012345678901"
network: gcnv-network
location: us-west2
servicelevel: Premium
storagePool: pool-premiuml
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Konfiguration unterstiitzter Topologien

Trident erleichtert die Bereitstellung von Volumes fiir Workloads, basierend auf Regionen und
Verfligbarkeitszonen. Der supportedTopologies Block in dieser Backend-Konfiguration dient zur
Bereitstellung einer Liste von Regionen und Zonen pro Backend. Die hier angegebenen Region- und
Zonenwerte mussen mit den Region- und Zonenwerten der Beschriftungen auf jedem Kubernetes-
Cluster-Node Ubereinstimmen. Diese Regionen und Zonen stellen die Liste der zulassigen Werte dar, die
in einer Lagerklasse bereitgestellt werden kdnnen. Fiur Storage-Klassen, die eine Teilmenge der
Regionen und Zonen enthalten, die in einem Back-End bereitgestellt werden, erstellt Trident Volumes in
der genannten Region und Zone. Weitere Informationen finden Sie unter "Verwenden Sie die CSI-
Topologie".

version: 1
storageDriverName: google-cloud-netapp-volumes
subscriptionID: 9f87c765-4774-fake-ae98-a721add45451
tenantID: 68e4f836-edcl-fake-bff9-b2d865eeb6ct
clientID: dd043f63-bf8e-fake-8076-8de9%1e5713aa
clientSecret: SECRET
location: asia-eastl
servicelLevel: flex
supportedTopologies:
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-a
- topology.kubernetes.io/region: asia-eastl
topology.kubernetes.io/zone: asia-eastl-Db

Was kommt als Nachstes?

Flhren Sie nach dem Erstellen der Back-End-Konfigurationsdatei den folgenden Befehl aus:

kubectl create -f <backend-file>

FUhren Sie den folgenden Befehl aus, um zu Uberprifen, ob das Backend erfolgreich erstellt wurde:

kubectl get tridentbackendconfig

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-gcnv backend-tbc-gcnv b2fd1£f£f9-0234-477e-88£d-713913294£65
Bound Success

Wenn die Backend-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
kénnen das Backend mit dem Befehl beschreiben kubectl get tridentbackendconfig <backend-
name> oder die Protokolle anzeigen, um die Ursache zu ermitteln, indem Sie den folgenden Befehl ausfiihren:
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tridentctl logs

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und behoben haben, kdnnen Sie das
Backend lIdschen und den Befehl create erneut ausfiihren.

Definitionen der Storage-Klassen

Im Folgenden finden Sie eine grundlegende storageClass Definition, die sich auf das Backend oben
bezieht.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-nfs-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"

Beispieldefinitionen mit dem parameter. selector Feld:
Mit parameter.selector kdnnen Sie flr jeden angeben StorageClass "Virtueller Pool", der zum Hosten

eines Volumes verwendet wird. Im Volume werden die Aspekte definiert, die im ausgewahlten Pool definiert
sind.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: extreme-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=extreme
backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: premium-sc
provisioner: csi.trident.netapp.io
parameters:

selector: performance=premium

backendType: google-cloud-netapp-volumes

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: standard-sc
provisioner: csi.trident.netapp.io
parameters:
selector: performance=standard
backendType: google-cloud-netapp-volumes

Weitere Informationen zu Speicherklassen finden Sie unter "Erstellen Sie eine Speicherklasse".

Beispieldefinitionen fiir SMB Volumes

Mit nasType, node-stage-secret-name und ‘node-stage-secret-namespace 'kénnen Sie ein SMB-Volume
angeben und die erforderlichen Active Directory-Anmeldeinformationen eingeben. Jeder Active Directory-
Benutzer/jedes Active Directory-Kennwort mit beliebigen oder keinen Berechtigungen kann fiir den Schlissel
der Knotenstufe verwendet werden.

36


https://docs.netapp.com/de-de/trident/trident-use/create-stor-class.html

Grundkonfiguration im Standard-Namespace

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Schliissel pro Namespace verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

"default"

csi.storage.k8s.io/node-stage-secret-name: "smbcreds"

csi.storage.k8s.io/node-stage-secret-namespace:

Verschiedene Geheimnisse pro Band verwenden

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: gcnv-sc-smb
provisioner: csi.trident.netapp.io
parameters:
backendType: "google-cloud-netapp-volumes"
trident.netapp.io/nasType: "smb"

S{pvc.namespace}

csi.storage.k8s.io/node-stage-secret-name: ${pvc.name}

csi.storage.k8s.io/node-stage-secret—-namespace:

S{pvc.namespace}
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(D nasType: smb Filter fir Pools, die SMB-Volumes unterstlitzen nasType: nfs Oder
nasType: null Filter fir NFS Pools.

Beispiel fiir eine PVC-Definition

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: gcnv-nfs-pvc
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 100Gi

storageClassName: gcnv-nfs-sc
Um zu Uberprifen, ob die PVC gebunden ist, fihren Sie den folgenden Befehl aus:

kubectl get pvc gcnv-nfs-pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE
gcnv-nfs-pvc Bound pvc-b00£f2414-e229-40e6-9b16-ee03eb7%9a213 100Gi

RWX gcnv-nfs-sc  1m

Konfigurieren Sie ein NetApp HCI- oder SolidFire-Backend

Erfahren Sie, wie Sie mit Ihrer Trident Installation ein Element Backend erstellen und
verwenden.

Details zum Elementtreiber

Trident stellt den solidfire-san Speichertreiber fir die Kommunikation mit dem Cluster bereit. Unterstitzte
Zugriffsmodi sind: ReadWriteOnce (RWO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Der solidfire-san Speichertreiber unterstitzt die Volume-Modi File und Block. Fur den Filesystem

Volumemodus erstellt Trident ein Volume und ein Dateisystem. Der Dateisystem-Typ wird von StorageClass
angegeben.
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Treiber

solidfire-san

solidfire-san

Protokoll

ISCSI

ISCSI

Bevor Sie beginnen

VolumeMode Unterstiitzte Unterstiitzte

Zugriffsmodi Filesysteme
Block-Storage RWO, ROX, RWX, Kein Dateisystem.

RWOP Rohes Blockgerat.
Dateisystem RwWO, RWOP xfs, ext3, ext4d

Sie bendtigen Folgendes, bevor Sie ein Element-Backend erstellen.

* Ein unterstitztes Storage-System, auf dem die Element Software ausgefiihrt wird.

* Anmeldedaten fur einen NetApp HCI/SolidFire Cluster-Administrator oder einen Mandantenbenutzer, der
Volumes managen kann

» Alle Kubernetes-Worker-Nodes sollten die entsprechenden iSCSI-Tools installiert haben. Siehe
"Informationen zur Vorbereitung auf den Worker-Node".

Back-End-Konfigurationsoptionen

Die Back-End-Konfigurationsoptionen finden Sie in der folgenden Tabelle:

Parameter

version

storageDriverName

backendName

Endpoint

SVIP

labels

TenantName

InitiatorIFace

UseCHAP

AccessGroups

Beschreibung Standard

Immer 1

Name des Speichertreibers Immer SolidFire-san

Benutzerdefinierter Name oder das ,SolidFire_“ + Storage (iSCSI) IP-
Storage-Backend Adresse

MVIP fir den SolidFire-Cluster mit
Mandanten-Anmeldedaten

Speicher-IP-Adresse und -Port

Satz willktrlicher JSON-formatierter ,*
Etiketten fur Volumes.

Zu verwendende
Mandantenbezeichnung (wird
erstellt, wenn sie nicht gefunden
wurde)

Beschranken Sie den iSCSI-
Datenverkehr auf eine bestimmte
Host-Schnittstelle

Verwenden Sie CHAP zur
Authentifizierung von iSCSI. Trident
verwendet CHAP.

L,Standard”

Richtig

Liste der zu verwendenden
Zugriffsgruppen-IDs

Sucht die ID einer Zugriffsgruppe
namens ,Trident”
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Parameter Beschreibung Standard

QoS-Spezifikationen

Types

limitVolumeSize Bereitstellung fehlgeschlagen, » (nicht standardmafig
wenn die angeforderte Volume- durchgesetzt)
GroRe Uber diesem Wert liegt

debugTraceFlags Fehler-Flags bei der Null

Fehlerbehebung beheben. Beispiel,
{,API“false, ,method“:true}

@ Verwenden Sie es nicht debugTraceFlags Es sei denn, Sie beheben Fehler und bendtigen
einen detaillierten Log Dump.

Beispiel 1: Back-End-Konfiguration fiir solidfire-san Treiber mit drei
Lautstarketypen

Dieses Beispiel zeigt eine Backend-Datei mit CHAP-Authentifizierung und Modellierung von drei Volume-
Typen mit spezifischen QoS-Garantien. Sehr wahrscheinlich wirden Sie dann Storage-Klassen definieren, um

jeden davon mit dem zu nutzen 10PS Parameter fur Storage-Klasse.
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version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
SVIP: <svip>:3260
TenantName: <tenant>
labels:
k8scluster: devl
backend: devl-element-cluster
UseCHAP: true
Types:
- Type: Bronze
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type: Silver
Qos:
minIOPS: 4000
maxIOPS: 6000
burstIOPS: 8000
- Type: Gold
Qos:
minIOPS: 6000
maxIOPS: 8000
burstIOPS: 10000

Beispiel 2: Back-End- und Storage-Class-Konfiguration fiir solidfire-san Treiber
mit virtuellen Pools

Dieses Beispiel zeigt die mit virtuellen Pools zusammen mit StorageClasses konfigurierte Back-End-
Definitionsdatei.

Trident kopiert bei der Bereitstellung Labels, die sich in einem Storage-Pool befinden, auf die Back-End-
Storage-LUN. Storage-Administratoren kénnen Labels je virtuellen Pool definieren und Volumes nach Label
gruppieren.

In der unten gezeigten Beispiel-Backend-Definitionsdatei werden fiir alle Speicherpools spezifische
Standardwerte festgelegt, die die definieren type Bei Silver. Die virtuellen Pools werden im definiert storage
Abschnitt. In diesem Beispiel legen einige Speicherpools ihren eigenen Typ fest, und einige Pools
Uberschreiben die oben festgelegten Standardwerte.

version: 1
storageDriverName: solidfire-san
Endpoint: https://<user>:<password>@<mvip>/json-rpc/8.0
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SVIP:
TenantName:
UseCHAP:
Types:
- Type:
Qos:
minIOPS: 1000
maxIOPS: 2000
burstIOPS: 4000
- Type:
Qos:
minIOPS:
maxIOPS:
burstIOPS:
- Type: Gold
Qos:
minIOPS:
maxIOPS:
burstIOPS:
type: Silver
labels:

store:

<svip>:3260
<tenant>
true

Bronze

Silver

4000
6000
8000

6000
8000
10000

solidfire
k8scluster: dev-l-cluster
region: us-east-1
storage:
labels:
performance:
ngm
zone: us-east-la
type: Gold

labels:

gold
cost:

performance:

silver

cost:

"3"

zone: us—-east-1b

type:

Silver

labels:
perfor

cost:

mance: bronze

"2"

zone: us-east-1c

type:

Bronze

labels:
perfor

cost:

mance: silver

"l"

zone: us-east-1d

Die folgenden StorageClass-Definitionen beziehen sich auf die oben genannten virtuellen Pools. Verwenden
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der parameters.selector Feld gibt in jeder StorageClass an, welche virtuellen Pools zum Hosten eines
Volumes verwendet werden kdnnen. Auf dem Volume werden die Aspekte im ausgewahlten virtuellen Pool
definiert.

Die erste StorageClass (solidfire-gold-four) wird dem ersten virtuellen Pool zugeordnet. Dies ist der
einzige Pool, der eine Goldleistung mit einem Gold bietet volume Type QoS. Die letzte StorageClass
(solidfire-silver) ruft jeden Speicherpool auf, der eine silberne Performance bietet. Trident entscheidet,
welcher virtuelle Pool ausgewahlt wird, und stellt sicher, dass die Speicheranforderungen erflillt werden.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-gold-four
provisioner: csi.trident.netapp.io
parameters:
selector: performance=gold; cost=4
fsType: ext4

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-three
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=3

fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: solidfire-bronze-two
provisioner: csi.trident.netapp.io
parameters:
selector: performance=bronze; cost=2
fsType: extd

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver-one
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver; cost=1l

fsType: extd
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: solidfire-silver
provisioner: csi.trident.netapp.io
parameters:

selector: performance=silver

fsType: ext4

Weitere Informationen

* "Volume-Zugriffsgruppen”

ONTAP-SAN-Treiber

Ubersicht iiber ONTAP SAN-Treiber

Erfahren Sie mehr Uber die Konfiguration eines ONTAP Backend mit ONTAP- und Cloud
Volumes ONTAP-SAN-Treibern.

Details zum ONTAP-SAN-Treiber

Trident stellt die folgenden SAN-Speichertreiber fur die Kommunikation mit dem ONTAP-Cluster bereit.
Unterstitzte Zugriffsmodi sind: ReadWriteOnce (RWO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll = VolumeMo Unterstiitzte Unterstitzte
dus Zugriffsmodi Filesysteme
ontap-san ISCSI SCSI  Block- RWO, ROX, RWX, RWOP Kein Filesystem, rohes
Uber FC Storage Block-Gerat
ontap-san ISCSI SCSI Dateisystem RWO, RWOP xfs, ext3, ext4
Uber FC

ROX und RWX sind im
Filesystem-Volume-
Modus nicht verfugbar.

ontap-san NVMe/TCP Block- RWO, ROX, RWX, RWOP Kein Filesystem, rohes
Storage Block-Gerat
Siehe
Weitere
Uberlegung
en zu
NVMe/TCP.
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Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte

dus Zugriffsmodi Filesysteme
ontap-san NVMe/TCP Dateisystem RWO, RWOP xfs, ext3, ext4
Siehe ROX und RWX sind im
Weitere Filesystem-Volume-
Uberlegung Modus nicht verfiigbar.
en zu
NVMe/TCP.
ontap-san-economy ISCSI Block- RWO, ROX, RWX, RWOP Kein Filesystem, rohes
Storage Block-Gerat
ontap-san-economy ISCSI Dateisystem RWO, RWOP xfs, ext3, ext4

ROX und RWX sind im
Filesystem-Volume-
Modus nicht verfigbar.

* Nutzung ontap-san-economy Nur wenn die Nutzungszahl fur persistente Volumes
voraussichtlich hoher ist als "Unterstitzte ONTAP-Volume-Grolien".

* Nutzung ontap-nas-economy Nur wenn die Nutzungszahl fur persistente Volumes
voraussichtlich hoher ist als "Unterstltzte ONTAP-Volume-Grélien" Und das ontap-san-
@ economy Treiber kann nicht verwendet werden.

* Verwenden Sie ihn nicht ontap-nas-economy Wenn Sie die Notwendigkeit von
Datensicherung, Disaster Recovery oder Mobilitat erwarten.

* NetApp empfiehlt nicht die Verwendung von FlexVol Autogrow in allen ONTAP-Treibern
auller ONTAP-san. Als Workaround unterstutzt Trident die Verwendung von Snapshot-
Reserve und skaliert FlexVol-Volumen entsprechend.

Benutzerberechtigungen

Trident geht davon aus, dass es entweder als ONTAP- oder SVM-Administrator ausgefiuhrt wird, wobei der
Cluster-Benutzer oder ein vsadmin SVM-Benutzer oder ein Benutzer mit einem anderen Namen und
derselben Rolle verwendet admin wird. Bei Implementierungen von Amazon FSX for NetApp ONTAP rechnet
Trident damit, als ONTAP- oder SVM-Administrator ausgefiihrt zu werden. Dabei verwendet er den Cluster-
fsxadmin ' Benutzer, einen ‘wvsadmin SVM-Benutzer oder einen Benutzer mit einem anderen Namen
mit derselben Rolle. Der £sxadmin Benutzer ist ein eingeschrankter Ersatz fur den Cluster-Admin-Benutzer.

Wenn Sie den Parameter verwenden 1imitAggregateUsage, sind
Administratorberechtigungen fur den Cluster erforderlich. Wenn Amazon FSX for NetApp

@ ONTAP mit Trident verwendet wird, funktioniert der 1 imitAggregateUsage Parameter nicht
mit den vsadmin Benutzerkonten und fsxadmin. Der Konfigurationsvorgang schlagt fehl,
wenn Sie diesen Parameter angeben.

Es ist zwar mdglich, eine restriktivere Rolle in ONTAP zu erstellen, die ein Trident-Treiber verwenden kann, wir
empfehlen sie jedoch nicht. Bei den meisten neuen Versionen von Trident sind zusatzliche APls erforderlich,
die berlcksichtigt werden missten, was Upgrades schwierig und fehleranfallig macht.
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Weitere Uberlegungen zu NVMe/TCP

Trident unterstitzt das NVMe-Protokoll (Non-Volatile Memory Express) unter Verwendung des ontap-san
Treibers, einschlief3lich:

* IPv6

* Snapshots und Klone von NVMe Volumes

* GrolRe eines NVMe Volumes andern

* Importieren eines NVMe Volumes, das aulRerhalb von Trident erstellt wurde, damit sein Lebenszyklus
durch Trident gemanagt werden kann

* NVMe-natives Multipathing

* Ordnungsgemalfes oder unzumutbar Herunterfahren der K8s-Nodes (24.06)
Trident unterstitzt Folgendes nicht:

* DH-HMAC-CHAP, das nativ von NVMe unterstutzt wird
* Multipathing fur Device Mapper (DM
» LUKS-Verschlisselung

@ NVMe wird nur mit ONTAP REST APIs unterstitzt und nicht mit ONTAPI (ZAPI).

Vorbereiten der Konfiguration des Back-End mit ONTAP-SAN-Treibern

Verstehen Sie die Anforderungen und Authentifizierungsoptionen fir die Konfiguration
eines ONTAP-Backends mit ONTAP-SAN-Treibern.

Anforderungen

Fir alle ONTAP-Backends erfordert Trident, dass dem SVM mindestens ein Aggregat zugewiesen wird.

"ASA R2-Systeme"unterscheiden sich von anderen ONTAP Systemen (ASA, AFF und FAS) in
@ der Implementierung ihrer Speicherschicht. In ASA r2-Systemen werden

Speicherverfligbarkeitszonen anstelle von Aggregaten verwendet. Siehe"Das"

Wissensdatenbankartikel zur Zuordnung von Aggregaten zu SVMs in ASA r2-Systemen.

Denken Sie daran, dass Sie auch mehr als einen Treiber ausfiihren kénnen und Speicherklassen erstellen
koénnen, die auf den einen oder anderen verweisen. Beispielsweise konnten Sie A konfigurieren san-dev
Klasse, die den verwendet ontap-san Fahrer und A san-default Klasse, die den verwendet ontap-san-
economy Eins.

Alle Kubernetes-Worker-Nodes missen Uber die entsprechenden iSCSI-Tools verfliigen. Siehe "Bereiten Sie
den Knoten ,Worker” vor" Entsprechende Details.

Authentifizieren Sie das ONTAP-Backend

Trident bietet zwei Arten der Authentifizierung eines ONTAP-Backends.
* Anmeldeinformationsbasiert: Benutzername und Passwort flir einen ONTAP-Benutzer mit den

erforderlichen Berechtigungen. Es wird empfohlen, eine vordefinierte Sicherheits-Login-Rolle zu
verwenden, wie z. B. admin Oder vsadmin Fir maximale Kompatibilitat mit ONTAP Versionen.
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 Zertifikat-basiert: Trident kann auch Uber ein auf dem Backend installiertes Zertifikat mit einem ONTAP-
Cluster kommunizieren. Hier muss die Backend-Definition Base64-kodierte Werte des Client-Zertifikats,
des Schlussels und des vertrauenswirdigen CA-Zertifikats enthalten, sofern verwendet (empfohlen).

Sie kdnnen vorhandene Back-Ends aktualisieren, um zwischen auf Anmeldeinformationen basierenden und
zertifikatbasierten Methoden zu verschieben. Es wird jedoch immer nur eine Authentifizierungsmethode
unterstitzt. Um zu einer anderen Authentifizierungsmethode zu wechseln, missen Sie die vorhandene
Methode von der Backend-Konfiguration entfernen.

Wenn Sie versuchen, sowohl Anmeldeinformationen als auch Zertifikate bereitzustellen,
@ schlagt die Backend-Erstellung mit einem Fehler fehl, dass mehr als eine
Authentifizierungsmethode in der Konfigurationsdatei angegeben wurde.

Aktivieren Sie die Anmeldeinformationsbasierte Authentifizierung

Fir die Kommunikation mit dem ONTAP-Back-End ist die Zugangsdaten an einen Administrator mit SVM-
Umfang/Cluster-Umfang erforderlich Trident. Es wird empfohlen, standardmafige, vordefinierte Rollen wie
oder vsadmin zu verwenden admin. So wird die Kompatibilitdt mit zuklinftigen ONTAP Versionen
sichergestellt, die moglicherweise die FunktionAPls fur zuklnftige Trident Versionen offenlegen. Eine
benutzerdefinierte Sicherheits-Login-Rolle kann erstellt und mit Trident verwendet werden, wird aber nicht
empfohlen.

Eine Beispiel-Back-End-Definition sieht folgendermalen aus:

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm nfs

username: vsadmin

password: password

JSON

"version": 1,

"backendName": "ExampleBackend",
"storageDriverName": "ontap-san",
"managementLIF": "10.0.0.1",

"svm": "svm nfs",

"username": "vsadmin",

"password": "password"
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Beachten Sie, dass die Backend-Definition der einzige Ort ist, an dem die Anmeldeinformationen im reinen
Text gespeichert werden. Nach der Erstellung des Backend werden Benutzernamen/Passworter mit Base64
codiert und als Kubernetes Secrets gespeichert. Die Erstellung oder Aktualisierung eines Backend ist der
einzige Schritt, der Kenntnisse tber die Anmeldeinformationen erfordert. Daher ist dieser Vorgang nur fur
Administratoren und wird vom Kubernetes-/Storage-Administrator ausgefuhrt.

Zertifikatbasierte Authentifizierung aktivieren

Neue und vorhandene Back-Ends konnen ein Zertifikat verwenden und mit dem ONTAP-Back-End
kommunizieren. In der Backend-Definition sind drei Parameter erforderlich.

* ClientCertificate: Base64-codierter Wert des Clientzertifikats.
* ClientPrivateKey: Base64-kodierte Wert des zugeordneten privaten Schllissels.

» Trusted CACertificate: Base64-codierter Wert des vertrauenswirdigen CA-Zertifikats. Bei Verwendung
einer vertrauenswurdigen CA muss dieser Parameter angegeben werden. Dies kann ignoriert werden,
wenn keine vertrauenswirdige CA verwendet wird.

Ein typischer Workflow umfasst die folgenden Schritte.

Schritte

1. Erzeugen eines Clientzertifikats und eines Schlissels. Legen Sie beim Generieren den allgemeinen
Namen (CN) fur den ONTAP-Benutzer fest, der sich authentifizieren soll als.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=admin"

2. Figen Sie dem ONTAP-Cluster ein vertrauenswurdiges CA-Zertifikat hinzu. Dies kann mdglicherweise
bereits vom Storage-Administrator Gbernommen werden. Ignorieren, wenn keine vertrauenswirdige CA
verwendet wird.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca

<cert-authority>
3. Installieren Sie das Client-Zertifikat und den Schlussel (von Schritt 1) auf dem ONTAP-Cluster.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver-name>
security ssl modify -vserver <vserver-name> -client-enabled true

Nach Ausflihrung dieses Befehls fordert ONTAP die Eingabe des Zertifikats an. Fligen Sie
den Inhalt der k8senv.pem Datei ein, die in Schritt 1 generiert wurde, und geben Sie END
ein, um die Installation abzuschlief3en.
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4. Bestatigen Sie, dass die ONTAP-Sicherheitsanmeldungsrolle unterstitzt wird cert
Authentifizierungsmethode.

security login create -user-or-group-name admin -application ontapi
—authentication-method cert
security login create -user-or-group-name admin -application http

—authentication-method cert

5. Testen Sie die Authentifizierung mithilfe des generierten Zertifikats. <ONTAP Management LIF> und
<vServer Name> durch Management-LIF-IP und SVM-Namen ersetzen.

curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vfiler="<vserver-name>"><vserver-get></vserver-get></netapp>'

6. Encodieren von Zertifikat, Schllssel und vertrauenswirdigem CA-Zertifikat mit Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base6t4

7. Erstellen Sie das Backend mit den Werten, die aus dem vorherigen Schritt ermittelt wurden.
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cat cert-backend.json

{

"version": 1,

"storageDriverName": "ontap-san",

"backendName": "SanBackend",

"managementLIF": "1.2.3.4",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...0VaLuESOtLSOK",
"trustedCACertificate": "QNFinfO...SigOyN",
"storagePrefix": "myPrefix "

}

tridentctl create backend -f cert-backend.json -n trident

femsmmmmmm== R fes==s=ssssscscscssossssssssssssss=sa==
from e fr e +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

I S e e e e e
e fremmmeme== iF

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 0 |

fessmmmmeme== frememesessess==== fessssssssssssesessaososssssssssss o=
f=mm==== fememema== +

Aktualisieren Sie Authentifizierungsmethoden, oder drehen Sie die Anmeldedaten

Sie kdnnen ein vorhandenes Backend aktualisieren, um eine andere Authentifizierungsmethode zu verwenden
oder ihre Anmeldedaten zu drehen. Das funktioniert auf beide Arten: Back-Ends, die einen Benutzernamen/ein
Passwort verwenden, konnen aktualisiert werden, um Zertifikate zu verwenden; Back-Ends, die Zertifikate
verwenden, konnen auf Benutzername/Passwort-basiert aktualisiert werden. Dazu mUiissen Sie die vorhandene
Authentifizierungsmethode entfernen und die neue Authentifizierungsmethode hinzufigen. Verwenden Sie
dann die aktualisierte Backend.json-Datei, die die erforderlichen Parameter enthélt tridentctl backend
update.
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cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-san",
"backendName": "SanBackend",
"managementLIF": "1.2.3.4",
"svm": "vserver test",
"username": "vsadmin",
"password": "password",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend SanBackend -f cert-backend-updated.json -n
trident

e fom e o
e fremmmeme== W+

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

R femsmemessess==== fesssssmes s e s ss s osessssss s ess
fmmm==== femememm== 4

| SanBackend | ontap-san | 586blcd5-8cf8-428d-a76c-2872713612cl |
online | 9 |

femmmmmmmma== R fessssssssssssesessosssssasssssssasaaaa
e e 1

Bei der Anderung von Passwértern muss der Speicheradministrator das Kennwort fir den
Benutzer auf ONTAP aktualisieren. Auf diese Weise folgt ein Backend-Update. Beim Drehen

(D von Zertifikaten kénnen dem Benutzer mehrere Zertifikate hinzugefligt werden. Das Backend
wird dann aktualisiert und verwendet das neue Zertifikat. Danach kann das alte Zertifikat aus
dem ONTAP Cluster geléscht werden.

Durch die Aktualisierung eines Backend wird der Zugriff auf Volumes, die bereits erstellt wurden, nicht
unterbrochen, und auch die danach erstellten Volume-Verbindungen werden beeintrachtigt. Ein erfolgreiches
Backend-Update zeigt an, dass Trident mit dem ONTAP Back-End kommunizieren und zukinftige Volume-
Operationen verarbeiten kann.

Benutzerdefinierte ONTAP-Rolle fiir Trident erstellen

Sie kénnen eine ONTAP-Cluster-Rolle mit minimaler Privileges erstellen, sodass Sie nicht die ONTAP-
Administratorrolle verwenden missen, um Vorgange in Trident auszufihren. Wenn Sie den Benutzernamen in
eine Trident-Back-End-Konfiguration aufnehmen, verwendet Trident die ONTAP-Cluster-Rolle, die Sie fur die
Durchflihrung der Vorgange erstellt haben.

Weitere Informationen zum Erstellen benutzerdefinierter Trident-Rollen finden Sie unter"Trident Custom-Role
Generator".
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Verwenden der ONTAP CLI
1. Erstellen Sie eine neue Rolle mit dem folgenden Befehl:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Erstellen Sie einen Benutzernamen fiir den Trident-Benutzer:

security login create -username <user name\> -application ontapi
-—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description”

3. Ordnen Sie die Rolle dem Benutzer zu:

security login modify username <user name\> —-vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Verwenden Von System Manager
Fihren Sie die folgenden Schritte im ONTAP System Manager durch:

1. Erstellen Sie eine benutzerdefinierte Rolle:
a. Um eine benutzerdefinierte Rolle auf Cluster-Ebene zu erstellen, wahlen Sie Cluster >
Einstellungen aus.

(Oder) um eine benutzerdefinierte Rolle auf SVM-Ebene zu erstellen, wahlen Sie Storage >
Storage VMs > > required SVM Einstellungen > Benutzer und Rollen aus.

b. Wahlen Sie das Pfeilsymbol (—) neben Users and Roles.
c. Wahlen Sie unter Rollen +Hinzufiigen aus.
d. Definieren Sie die Regeln fur die Rolle und klicken Sie auf Speichern.

2. Rolle dem Trident-Benutzer zuordnen: + Flihren Sie auf der Seite Benutzer und Rollen folgende
Schritte aus:

a. Wahlen Sie unter Benutzer das Symbol Hinzufligen +.

b. Wahlen Sie den gewlnschten Benutzernamen aus, und wahlen Sie im Dropdown-Menu fir Rolle
eine Rolle aus.

c. Klicken Sie Auf Speichern.

Weitere Informationen finden Sie auf den folgenden Seiten:

» "Benutzerdefinierte Rollen fiir die Administration von ONTAP" Oder "Definieren benutzerdefinierter Rollen
* "Arbeiten Sie mit Rollen und Benutzern"
Authentifizieren Sie Verbindungen mit bidirektionalem CHAP

Trident kann iSCSI-Sitzungen mit bidirektionalem CHAP fir den und ontap-san-economy-Treiber
authentifizieren ontap-san. Dazu muss die Option in Ihrer Backend-Definition aktiviert useCHAP werden.
Wenn auf festgelegt t rue, konfiguriert Trident die standardmaRige Initiatorsicherheit der SVM auf
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bidirektionales CHAP und legt den Benutzernamen und die Schlissel aus der Backend-Datei fest. NetApp
empfiehlt die Verwendung von bidirektionalem CHAP zur Authentifizierung von Verbindungen. Die folgende
Beispielkonfiguration ist verfigbar:

version: 1

storageDriverName: ontap-san
backendName: ontap san chap
managementLIF: 192.168.0.135

svin: ontap iscsi svm

useCHAP: true

username: vsadmin

password: password
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

Der useCHAP Parameter ist eine Boolesche Option, die nur einmal konfiguriert werden kann.
Die Standardeinstellung ist ,false“. Nachdem Sie die Einstellung auf ,true“ gesetzt haben,
kdnnen Sie sie nicht auf ,false” setzen.

Zusatzlich zu useCHAP=true, Das chapInitiatorSecret, chapTargetInitiatorSecret,
chapTargetUsername, und chapUsername Felder missen in die Backend-Definition aufgenommen
werden. Die Geheimnisse kénnen geandert werden, nachdem ein Backend durch Ausfiihren erstellt wird
tridentctl update.

So funktioniert es

Durch die Einstellung useCHAP auf true weist der Speicheradministrator Trident an, CHAP auf dem Speicher-
Back-End zu konfigurieren. Dazu gehort Folgendes:

e Einrichten von CHAP auf der SVM:

> Wenn der standardmaflige Sicherheitstyp des Initiators der SVM none (standardmaRig festgelegt) ist
und, wenn keine bereits vorhandenen LUNs im Volume vorhanden sind, setzt Trident den
Standardsicherheitstyp auf CHAP und fahrt mit der Konfiguration des CHAP-Initiators und des
Zielbenutzernamens und der -Schlissel fort.

> Wenn die SVM LUNSs enthalt, aktiviert Trident CHAP auf der SVM nicht. Dadurch wird sichergestellt,
dass der Zugriff auf die LUNSs, die bereits auf der SVM vorhanden sind, nicht eingeschrankt wird.

» Konfigurieren des CHAP-Initiators und des Ziel-Usernamens und der Schlissel; diese Optionen missen in
der Back-End-Konfiguration angegeben werden (siehe oben).

Nach der Erstellung des Backends erstellt Trident eine entsprechende tridentbackend CRD und speichert
die CHAP-Geheimnisse und Benutzernamen als Kubernetes-Geheimnisse. Alle PVS, die von Trident auf
diesem Backend erstellt werden, werden Uber CHAP gemountet und angehangt.

53



Rotieren Sie Anmeldeinformationen und aktualisieren Sie Backends

Sie konnen die CHAP-Anmeldeinformationen aktualisieren, indem Sie die CHAP-Parameter im aktualisieren
backend. json Datei: Dazu missen die CHAP-Schliissel aktualisiert und der verwendet werden
tridentctl update Befehl zum Ubergeben dieser Anderungen.

Wenn Sie die CHAP-Schliussel flir ein Backend aktualisieren, missen Sie tridentctl das

(D Backend aktualisieren. Aktualisieren Sie die Zugangsdaten auf dem S_’gorage-CIuster nicht Gber
die ONTAP-CLI oder den ONTAP-System-Manager, da Trident diese Anderungen nicht
aufnehmen kann.

cat backend-san.json

"version": 1,

"storageDriverName": "ontap-san",
"backendName": "ontap san chap",
"managementLIF": "192.168.0.135",

"svm": "ontap iscsi svm",

"useCHAP": true,

"username": "vsadmin",

"password": "password",
"chapInitiatorSecret": "cl9gxUpDaTeD",
"chapTargetInitiatorSecret": "rqgxigXgkeUpDaTeD",
"chapTargetUsername": "iJF4heBRTOTCwxyz",
"chapUsername": "uh2aNCLSd6cNwxyz",

./tridentctl update backend ontap san chap -f backend-san.json -n trident

- R +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |
o ———— o ——— e
t—————— o +

| ontap san chap | ontap-san | aad458f3b-ad2d-4378-8a33-1a472ffbeb5c |
online | T

e —— o —— et e L L e e e
- R it +

Bestehende Verbindungen bleiben nicht betroffen und bleiben weiterhin aktiv, wenn die Zugangsdaten von
Trident auf der SVM aktualisiert werden. Fur neue Verbindungen werden die aktualisierten
Anmeldeinformationen verwendet, und bestehende Verbindungen bleiben weiterhin aktiv. Wenn Sie alte PVS
trennen und neu verbinden, werden sie die aktualisierten Anmeldedaten verwenden.

ONTAP SAN-Konfigurationsoptionen und -Beispiele
Erfahren Sie, wie Sie ONTAP-SAN-Treiber mit Ihrer Trident-Installation erstellen und
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verwenden. Dieser Abschnitt enthalt Beispiele und Details zur Back-End-Konfiguration fur
die Zuordnung von Back-Ends zu StorageClasses.

"ASA R2-Systeme"unterscheiden sich von anderen ONTAP Systemen (ASA, AFF und FAS) in der
Implementierung ihrer Speicherschicht. Diese Abweichungen wirken sich wie angegeben auf die Verwendung
bestimmter Parameter aus. "Erfahren Sie mehr tber die Unterschiede zwischen ASA r2-Systemen und
anderen ONTAP-Systemen".

@ Nur die ontap-san Der Treiber (mit iISCSI-, NVMe/TCP- und FC-Protokollen) wird flir ASA r2-
Systeme unterstiitzt.

In der Trident Backend-Konfiguration missen Sie nicht angeben, dass Ihr System ASA r2 ist. Wenn Sie
auswahlen ontap-san als die storageDriverName Trident erkennt automatisch das ASA r2 oder andere
ONTAP Systeme. Einige Backend-Konfigurationsparameter sind flir ASA r2-Systeme nicht anwendbar, wie in
der folgenden Tabelle vermerkt.

Back-End-Konfigurationsoptionen

Die Back-End-Konfigurationsoptionen finden Sie in der folgenden Tabelle:

Parameter Beschreibung Standard

version Immer 1

storageDrive Name des Speichertreibers ontap-san Oder ontap-san-
rName economy

backendName Benutzerdefinierter Name oder das Storage-Backend Treibername +,_“ + DatenLIF

managementLI Die IP-Adresse einer Cluster- oder SVM- ,10.0.0.1%, ,[2001:1234:abcd::fefe]”
F Management-LIF.

Es kann ein vollstandig qualifizierter Domanenname
(FQDN) angegeben werden.

Kann so eingestellt werden, dass IPv6-Adressen
verwendet werden, wenn Trident mit dem IPv6-Flag
installiert wurde. IPv6-Adressen mussen in eckigen
Klammern definiert werden, z. B.
[28e8:d9fb:a825:b7bf:69%9a8:d02f:9e7b:355
5].

Informationen Uber die nahtlose MetroCluster-
Umschaltung finden Sie im Beispiel: MetroCluster.

Wenn Sie ,vsadmin“-Anmeldedaten
verwenden, managementLIF muss
dies die der SVM sein. Bei

@ Verwendung der ,admin®-
Anmeldedaten muss es sich um die
des Clusters handeln.
managementLIF
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Parameter

dataLlIF

svm

useCHAP

chapInitiato
rSecret

labels

chapTargetlIn
itiatorSecre
t

chapUsername

chapTargetUs
ername

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate
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Standard
Abgeleitet von SVM

Beschreibung

IP-Adresse des LIF-Protokolls. Kann so eingestellt
werden, dass |IPv6-Adressen verwendet werden,
wenn Trident mit dem IPv6-Flag installiert wurde.
IPv6-Adressen mussen in eckigen Klammern definiert
werden, z. B.
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555
1. Nicht fiir iISCSI angeben. Trident
verwendet"ONTAP selektive LUN-Zuordnung", um die
iSCSI LIFs zu ermitteln, die fur eine Multi-Path-
Sitzung erforderlich sind. Eine Warnung wird erzeugt,
wenn dataLIF explizit definiert ist. Fiir MetroCluster
weglassen. Siehe Beispiel: MetroCluster.

Abgeleitet wenn eine SVM
managementLIF Angegeben ist

Zu verwendende Storage Virtual Machine

Fiir MetroCluster weglassen. Siehe Beispiel:
MetroCluster.

Verwenden Sie CHAP, um iSCSI fiir ONTAP-SAN-
Treiber zu authentifizieren [Boolesch]. Legen Sie flr
Trident fest true, um bidirektionales CHAP als
Standardauthentifizierung fir die im Backend
angegebene SVM zu konfigurieren und zu
verwenden. Weitere Informationen finden Sie unter
"Vorbereiten der Konfiguration des Back-End mit
ONTAP-SAN-Treibern" . Nicht unterstitzt fiir FCP
oder NVMe/TCP.

false

CHAP-Initiatorschliissel. Erforderlich, wenn R
useCHAP=true

Satz willklrlicher JSON-formatierter Etiketten fir
Volumes

Schlussel fir CHAP-Zielinitiator. Erforderlich, wenn
useCHAP=true

Eingehender Benutzername. Erforderlich, wenn R
useCHAP=true

Zielbenutzername. Erforderlich, wenn R
useCHAP=true

Base64-codierter Wert des Clientzertifikats. Wird far  ,“
zertifikatbasierte Authentifizierung verwendet

Base64-kodierte Wert des privaten Client-Schlussels.
Wird fur zertifikatbasierte Authentifizierung verwendet

Base64-kodierte Wert des vertrauenswirdigen CA- ”
Zertifikats. Optional Wird fir die zertifikatbasierte
Authentifizierung verwendet.


https://docs.netapp.com/us-en/ontap/san-admin/selective-lun-map-concept.html

Parameter Beschreibung Standard

username Fir die Kommunikation mit dem ONTAP -Clusterist
ein Benutzername erforderlich. Wird flr die auf
Anmeldeinformationen basierende Authentifizierung
verwendet. Informationen zur Active Directory-
Authentifizierung finden Sie unter "Authentifizieren Sie
Trident bei einem Backend-SVM mithilfe von Active
Directory-Anmeldeinformationen”.

password Fir die Kommunikation mit dem ONTAP -Cluster ist
ein Passwort erforderlich. Wird fir die auf
Anmeldeinformationen basierende Authentifizierung
verwendet. Informationen zur Active Directory-
Authentifizierung finden Sie unter "Authentifizieren Sie
Trident bei einem Backend-SVM mithilfe von Active
Directory-Anmeldeinformationen”.

svm Zu verwendende Storage Virtual Machine Abgeleitet wenn eine SVM
managementLIF Angegeben ist

storagePrefi Das Préfix wird beim Bereitstellen neuer Volumes in ~ trident
X der SVM verwendet. Kann spater nicht mehr gedndert

werden. Um diesen Parameter zu aktualisieren,

mussen Sie ein neues Backend erstellen.

aggregate Aggregat fir die Bereitstellung (optional, wenn »
eingestellt, muss der SVM zugewiesen werden) Fir
den ontap-nas-flexgroup Treiber wird diese
Option ignoriert. Falls nicht, kénnen alle verfugbaren
Aggregate verwendet werden, um ein FlexGroup
Volume bereitzustellen.

Wenn das Aggregat in einer SVM
aktualisiert wird, wird es automatisch in
Trident aktualisiert, indem es die SVM
abfragt, ohne den Trident Controller
neu starten zu mussen. Wenn Sie ein
bestimmtes Aggregat in Trident fUr die
Bereitstellung von Volumes konfiguriert

(i)  haben, wird das Back-End Trident bei
der Abfrage des SVM-Aggregats in den
Status ,Fehlgeschlagen” verschoben.
Sie mussen entweder das Aggregat zu
einem auf der SVM vorhandenen
Aggregat andern oder es komplett
entfernen, um das Back-End wieder
online zu schalten.

Nicht fiir ASA r2-Systeme angeben.



Parameter

limitAggrega
teUsage

limitVolumeS
ize

lunsPerFlexv
ol

debugTraceFl
ags
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Beschreibung

Bereitstellung fehlgeschlagen, wenn die Nutzung Uber

diesem Prozentsatz liegt. Wenn Sie ein Amazon FSX
fur NetApp ONTAP-Backend verwenden, geben Sie
nicht an 1imitAggregateUsage. Die angegebenen
fsxadmin und vsadmin enthalten nicht die
erforderlichen Berechtigungen, um die aggregierte
Nutzung abzurufen und sie mit Trident zu begrenzen.
Nicht fiir ASA r2-Systeme angeben.

Bereitstellung fehlgeschlagen, wenn die angeforderte
Volume-GréRe Uber diesem Wert liegt. Beschrankt
aulRerdem die maximale GrofRRe der Volumes, die es
fur LUNs managt.

Die maximale Anzahl an LUNs pro FlexVol muss im
Bereich [50, 200] liegen.

Fehler-Flags bei der Fehlerbehebung beheben.
Beispiel, {,API“false, ,method“:true}

Verwenden Sie diese Funktion nur, wenn Sie eine
Fehlerbehebung durchfiihren und einen detaillierten
Protokollauszug bendtigen.

Standard

» (nicht standardmaRig
durchgesetzt)

» (standardmafig nicht erzwungen)
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Parameter

useREST

sanType

Beschreibung

Boolescher Parameter zur Verwendung von ONTAP

REST-APIs.

"useREST 'Bei Einstellung auf
“true® , Trident verwendet ONTAP
REST APIs zur Kommunikation mit
dem Backend; wenn eingestellt auf

“false® , Trident verwendet ONTAPI

(ZAPI) -Aufrufe zur Kommunikation
mit dem Backend. Diese Funktion
erfordert ONTAP 9.11.1 und hoher.

Dariiber hinaus muss die verwendete
ONTAP Anmelderolle Zugriff auf die

‘ontapi’ Anwendung. Dies wird
durch die vordefinierte “vsadmin’
Und “cluster-admin’ Rollen.
Beginnend mit der Trident Version

24.06 und ONTAP 9.15.1 oder hoher,

"useREST ™ ist eingestellt auf
“true’ standardméBig; &ndern
"useREST ™ Zu “false® um ONTAPI
(ZAPI) -Aufrufe zu verwenden.

'useREST ist vollstandig fir NVMe/TCP qualifiziert.

NVMe wird nur mit ONTAP REST APIs

@ unterstiitzt und nicht mit ONTAPI
(ZAPI).

Wenn angegeben, immer auf true fiir ASA r2-
Systeme.

Verwenden Sie diese Option, um fur iSCSI, nvme fur
NVMe/TCP oder fcp fir SCSI Uber Fibre Channel

(FC) auszuwahlen iscsi.

Standard

true Fir ONTAP 9.15.1 oder
hoher, andernfalls false.

iscsi Falls leer
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Parameter Beschreibung Standard

formatOption Verwenden Sie formatOptions zum Angeben von

s Befehlszeilenargumenten fur den mk £s Befehl, die bei
jedem Formatieren eines Volumes angewendet
werden. Auf diese Weise kdnnen Sie die Lautstarke
nach lhren Wiinschen formatieren. Stellen Sie sicher,
dass Sie die Formatieroptionen ahnlich wie die der
mkfs-Befehlsoptionen angeben, ohne den
Geratepfad. Beispiel: ,-E nodiscard”

Unterstiitzt fir ontap-san Und ontap-san-
economy Treiber mit iSCSI-Protokoll. Wird
zusatzlich fiir ASA R2-Systeme bei Verwendung
der Protokolle iSCSI und NVMe/TCP unterstiitzt.

limitvolumeP Maximale anforderbare FlexVol-Grofie bei » (nicht standardmaRig
oolSize Verwendung von LUNs im ONTAP-san-Economy- durchgesetzt)
Backend.
denyNewVolum Schrankt das Erstellen neuer FlexVol Volumes fir
ePools LUNSs ein ontap-san-economy Zur Bereitstellung
neuer PVS werden nur vorbestehende FlexVols
verwendet.

Empfehlungen fiir die Verwendung von FormatOptions

Trident empfiehlt die folgenden Optionen, um den Formatierungsprozess zu beschleunigen:

* -E nodiscard (ext3, ext4): Versuche nicht, Blécke wahrend der mkfs-Erstellung zu verwerfen (das
anfangliche Verwerfen von Bldcken ist auf Solid-State-Geraten und Sparse-/Thin-Provisioned-Speichern
sinnvoll). Dies ersetzt die veraltete Option "-K" und ist auf ext3- und ext4-Dateisysteme anwendbar.

» -K (xfs): Versuche nicht, Blocke wahrend der mkfs-Zeit zu verwerfen. Diese Option ist fir das XFS-
Dateisystem anwendbar.

Authentifizieren Sie Trident bei einem Backend-SVM mithilfe von Active Directory-Anmeldeinformationen

Sie kdnnen Trident so konfigurieren, dass es sich mit Active Directory (AD)-Anmeldeinformationen bei einem
Back-End-SVM authentifiziert. Bevor ein AD-Konto auf die SVM zugreifen kann, missen Sie den AD-
Domanencontrollerzugriff auf den Cluster oder die SVM konfigurieren. Fir die Clusterverwaltung mit einem
AD-Konto missen Sie einen Domanentunnel erstellen. Siehe "Konfigurieren des Active Directory-
Domanencontrollerzugriffs in ONTAP" fiir Details.

Schritte
1. Konfigurieren Sie die DNS-Einstellungen (Domain Name System) fiir eine Back-End-SVM:

vserver services dns create -vserver <svm name> -dns-servers
<dns_server ipl>,<dns_server ip2>

2. Fihren Sie den folgenden Befehl aus, um ein Computerkonto fiir die SVM in Active Directory zu erstellen:

vserver active-directory create -vserver DataSVM -account-name ADSERVER1
-domain demo.netapp.com
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3. Verwenden Sie diesen Befehl, um einen AD-Benutzer oder eine AD-Gruppe zum Verwalten des Clusters
oder SVM zu erstellen

security login create -vserver <svm name> -user-or-group-name
<ad user or group> -application <application> -authentication-method domain
-role vsadmin

4. Legen Sie in der Trident Backend-Konfigurationsdatei Folgendes fest: username Und password
Parameter auf den AD-Benutzer- oder Gruppennamen bzw. das Kennwort.

Back-End-Konfigurationsoptionen fiir die Bereitstellung von Volumes

Sie kdnnen die Standardbereitstellung mit diesen Optionen im steuern defaults Abschnitt der Konfiguration.

Ein Beispiel finden Sie unten in den Konfigurationsbeispielen.

Parameter

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

Beschreibung

Speicherplatzzuweisung fur LUNs

Modus fir Speicherplatzreservierung; ,none*“ (Thin)
oder ,Volume* (Thick). Eingestellt auf none fiir ASA

r2-Systeme.

Zu verwendende Snapshot-Richtlinie. Eingestellt auf

none fiir ASA r2-Systeme.

QoS-Richtliniengruppe zur Zuweisung fur erstellte
Volumes Wahlen Sie eine der qosPolicy oder
adaptiveQosPolicy pro Storage Pool/Backend. Fir die
Verwendung von QoS-Richtliniengruppen mit Trident
ist ONTAP 9 8 oder hoher erforderlich. Sie sollten eine
nicht gemeinsam genutzte QoS-Richtliniengruppe
verwenden und sicherstellen, dass die
Richtliniengruppe auf jede Komponente einzeln
angewendet wird. Eine Shared-QoS-Richtliniengruppe
erzwingt die Obergrenze fir den Gesamtdurchsatz

aller Workloads.

Adaptive QoS-Richtliniengruppe mit Zuordnung flir
erstellte Volumes Wahlen Sie eine der qosPolicy oder
adaptiveQosPolicy pro Storage Pool/Backend

Prozentsatz des flr Snapshots reservierten Volumes.
Nicht fiir ASA r2-Systeme angeben.

Teilen Sie einen Klon bei der Erstellung von seinem

Ubergeordneten Objekt auf

Aktivieren Sie NetApp Volume Encryption (NVE) auf
dem neuen Volume, Standardeinstellung ist false.
NVE muss im Cluster lizenziert und aktiviert sein,
damit diese Option verwendet werden kann. Wenn auf
dem Backend NAE aktiviert ist, wird jedes in Trident
bereitgestellte Volume NAE aktiviert. Weitere
Informationen finden Sie unter "Funktionsweise von

Trident mit NVE und NAE".

Standard

"true" Wenn angegeben, setzen
auf true fur ASA r2-Systeme.

LKeine*

LKeine*

”

”

,0“wenn snapshotPolicy Ist
Jkeine“, andernfalls ,“

,Falsch®

"false" Wenn angegeben, setzen
auf true fir ASA r2-Systeme.
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Parameter Beschreibung

luksEncrypti Aktivieren Sie die LUKS-Verschlisselung. Siehe
on "Linux Unified Key Setup (LUKS) verwenden".

tieringPolic Tiering-Richtlinie zur Verwendung von ,keine“ Nicht
y fiir ASA R2-Systeme angeben.

Vorlage zum Erstellen benutzerdefinierter Volume-
Namen.

nameTemplate

Beispiele fiir die Volume-Bereitstellung

Hier ein Beispiel mit definierten Standardwerten:

version: 1
storageDriverName: ontap-san
10.0.0.1

trident svm

managementLIFE:
svm:
username: admin
password:
labels:

k8scluster:

<password>

dev2
backend: dev2-sanbackend

storagePrefix: alternate-trident
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: standard
spaceAllocation: 'false'

snapshotPolicy: default

snapshotReserve: '10'

Standard

"" Eingestellt auf false fiir ASA
r2-Systeme.

Fur alle Volumes, die mit dem Treiber erstellt ontap-san wurden, flgt Trident der FlexVol
zusatzliche Kapazitat von 10 % hinzu, um die LUN-Metadaten aufzunehmen. Die LUN wird
genau mit der GroRRe bereitgestellt, die der Benutzer in der PVC anfordert. Trident addiert 10

®

Prozent zum FlexVol (wird als verfligbare GréRe in ONTAP angezeigt). Benutzer erhalten jetzt
die Menge an nutzbarer Kapazitat, die sie angefordert haben. Diese Anderung verhindert auch,

dass LUNs schreibgeschitzt werden, sofern der verfugbare Speicherplatz nicht vollstandig

genutzt wird. Dies gilt nicht fiir die Wirtschaft von ontap-san.

Fir Back-Ends, die definieren snapshotReserve, berechnet Trident die Grof3e der Volumes wie folgt:
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Total volume size = [ (PVC requested size) / (1 - (snapshotReserve
percentage) / 100)] * 1.1

Die 1.1 sind die zuséatzlichen 10 Prozent, die Trident zum FlexVol hinzufligt, um die LUN-Metadaten
unterzubringen. Flr snapshotReserve =5 % und PVC-Anforderung = 5 GiB, die GesamtgrdlRe des Volumes
betragt 5,79 GiB und die verfigbare Grdolie betragt 5,5 GiB. Die volume show Der Befehl sollte &hnliche
Ergebnisse wie in diesem Beispiel anzeigen:

Aggregate State Size Available Used%

_pvc_89f1cl56_38081_4ded_9f9d_034d54c395f4
online RW 18GB
_pvc_ed2ec6fe_3baa_4af6_996d_134adbbbBetd

online RW 5.79GB 5.50GB
_pvec_eB8372153_9ad9_474a_951a_0Bael5elc@ba
online RW 1GB 511.8MB
3 entries were displayed.

Die Grofienanpassung ist derzeit die einzige Mdglichkeit, die neue Berechnung fir ein vorhandenes Volume zu
verwenden.

Minimale Konfigurationsbeispiele

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter
standardmaRig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.

@ Wenn Sie Amazon FSX auf NetApp ONTAP mit Trident verwenden, empfiehlt NetApp, dass Sie
DNS-Namen fur LIFs anstelle von IP-Adressen angeben.

Beispiel: ONTAP SAN

Dies ist eine grundlegende Konfiguration mit dem ontap-san Treiber.

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:
k8scluster: test-cluster-1
backend: testclusterl-sanbackend
username: vsadmin

password: <password>
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Beispiel: MetroCluster

Sie kdnnen das Backend so konfigurieren, dass die Backend-Definition nach Umschaltung und einem
Wechsel wahrend nicht manuell aktualisiert werden muss "SVM-Replizierung und Recovery".

Geben Sie fur ein nahtloses Switchover und Switchback die SVM mit an managementLIF und lassen Sie
die Parameter weg svm. Beispiel:

version: 1
storageDriverName: ontap-san
managementLIF: 192.168.1.66
username: vsadmin

password: password

Beispiel fiir die SAN-Okonomie von ONTAP

version: 1

storageDriverName: ontap-san-—-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

username: vsadmin

password: <password>
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Beispiel fiir die zertifikatbasierte Authentifizierung

In diesem Beispiel der Grundkonfiguration clientCertificate, clientPrivateKey, und

trustedCACertificate (Optional, wenn Sie eine vertrauenswuirdige CA verwenden) werden
ausgefiillt backend. json Und nehmen Sie die base64-kodierten Werte des Clientzertifikats, des

privaten Schlissels und des vertrauenswurdigen CA-Zertifikats.

version: 1

storageDriverName: ontap-san

backendName: DefaultSANBackend

managementLIF: 10.0.0.1

svm: svm_iscsi

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
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Beispiele fiir bidirektionales CHAP

Diese Beispiele erstellen ein Backend mit useCHAP Auf einstellen true.

Beispiel fiir ONTAP-SAN-CHAP

version: 1
storageDriverName: ontap-san
managementLIF: 10.0.0.1
svm: svm_iscsi
labels:

k8scluster: test-cluster-1

backend: testclusterl-sanbackend
useCHAP: true
chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: 1JF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz
username: vsadmin

password: <password>

Beispiel fiir ONTAP SAN Economy CHAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>
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Beispiel fiir NVMe/TCP

Sie mussen eine SVM auf lhrem ONTAP Back-End mit NVMe konfiguriert haben. Dies ist eine
grundlegende Backend-Konfiguration fir NVMe/TCP.

version: 1

backendName: NVMeBackend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

Svm: Svm_nvme

username: vsadmin

password: password

sanType: nvme

useREST: true

Beispiel fiir SCSI over FC (FCP

Auf Ihrem ONTAP-Back-End muss eine SVM mit FC konfiguriert sein. Dies ist eine grundlegende Back-
End-Konfiguration fur FC.

version: 1

backendName: fcp-backend
storageDriverName: ontap-san
managementLIF: 10.0.0.1

svm: svm_fc

username: vsadmin

password: password

sanType: fcp

useREST: true
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Back-End-Konfigurationsbeispiel mit nameTemplate

version: 1
storageDriverName: ontap-san
backendName: ontap-san-backend
managementLIF: <ip address>
svm: svmO
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

FormatOptions Beispiel fir ONTAP-san-Economy-Treiber

version: 1
storageDriverName: ontap-san-economy
managementLIF: ""
svm: svml
username: ""
password: "!"
storagePrefix: whelk
debugTraceFlags:
method: true
api: true
defaults:

formatOptions: -E nodiscard

Beispiele fiir Back-Ends mit virtuellen Pools

In diesen Beispiel-Back-End-Definitionsdateien werden spezifische Standardwerte fiir alle Speicherpools
festgelegt, z. B. spaceReserve Bei keiner, spaceAllocation Beifalse, und encryption Bei false. Die
virtuellen Pools werden im Abschnitt Speicher definiert.

Trident legt die Bereitstellungsetiketten im Feld ,Kommentare® fest. Kommentare werden auf die FlexVol
volume Trident-Kopien aller Labels, die auf einem virtuellen Pool auf das Speicher-Volume bei der
Bereitstellung. Storage-Administratoren kdnnen Labels je virtuellen Pool definieren und Volumes nach Label
gruppieren.
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In diesen Beispielen legen einige Speicherpools eigene fest spaceReserve, spaceAllocation, und
encryption Werte und einige Pools Uberschreiben die Standardwerte.
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Beispiel: ONTAP SAN
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version: 1
storageDriverName: ont
managementLIF: 10.0.0.
svm: svm _iscsi
useCHAP: true
chapInitiatorSecret: c
chapTargetInitiatorSec
chapTargetUsername: iJ
chapUsername: uh2aNCLS
username: vsadmin
password: <password>
defaults:
spaceAllocation: "fa
encryption: "false"
gosPolicy: standard
labels:
store: san store
kubernetes-cluster:
region: us east 1

storage:

- labels:
protection: gold
creditpoints: "4

zone: us_east la

defaults:
spaceAllocation:
encryption: "tru
adaptiveQosPolic

- labels:
protection: silv
creditpoints: "2

zone: us_east 1b

defaults:
spaceAllocation:
encryption: "tru

gosPolicy: premi
- labels:

protection: bron

creditpoints: "5

zone: us_east Ic

defaults:
spaceAllocation:
encryption: "fal

ap-san
1

19gxIm36DKyawxy

ret: rgxigXgkesIpwxyz
F4heBRTOTCwxyz
décNwxyz

1se"

prod-cluster-1

oooo"

"true"
e"

y: adaptive-extreme

er
0oooo"

"false"
e"

um
ze

ooo"

"true"

Se"
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Beispiel fiir die SAN-Okonomie von ONTAP

version: 1

storageDriverName: ontap-san-economy
managementLIF: 10.0.0.1

svm: svm_iscsi eco

useCHAP: true

chapInitiatorSecret: cl9gxIm36DKyawxy
chapTargetInitiatorSecret: rgxigXgkesIpwxyz
chapTargetUsername: iJF4heBRTOTCwxyz
chapUsername: uh2aNCLSd6cNwxyz

username: vsadmin

password: <password>

defaults:
spaceAllocation: "false"
encryption: "false"
labels:

store: san_economy store
region: us east 1
storage:
- labels:
app: oracledb
cost: "30"
zone: us_east la
defaults:
spaceAllocation: "true"
encryption: "true"
- labels:
app: postgresdb
cost: "20"
zone: us_east 1b
defaults:
spaceAllocation: "false"
encryption: "true"
- labels:
app: mysqgldb
cost: "10"
zone: us_east lc
defaults:
spaceAllocation: "true"
encryption: "false"
- labels:
department: legal
creditpoints: "5000"
zone: us_east lc
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defaults:
spaceAllocation: "true"

encryption: "false"

Beispiel fiir NVMe/TCP

version: 1
storageDriverName: ontap-san
sanType: nvme
managementLIF: 10.0.0.1
sSvm: nvme svm
username: vsadmin
password: <password>
useREST: true
defaults:
spaceAllocation: "false"
encryption: "true"
storage:
- labels:
app: testApp
cost: "20"
defaults:
spaceAllocation: "false"
encryption: "false"

Back-Ends StorageClasses zuordnen

Die folgenden StorageClass-Definitionen finden Sie im Beispiele fur Back-Ends mit virtuellen Pools.
Verwenden der parameters.selector Jede StorageClass ruft auf, welche virtuellen Pools zum Hosten
eines Volumes verwendet werden kdnnen. Auf dem Volume werden die Aspekte im ausgewahlten virtuellen
Pool definiert.

* Der protection-gold StorageClass wird dem ersten virtuellen Pool in zugeordnet ontap-san Back-
End: Dies ist der einzige Pool mit Gold-Level-Schutz.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* Der protection-not-gold StorageClass wird dem zweiten und dritten virtuellen Pool in zugeordnet
ontap-san Back-End: Dies sind die einzigen Pools, die ein anderes Schutzniveau als Gold bieten.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

* Der app-mysqgldb StorageClass wird dem dritten virtuellen Pool in zugeordnet ontap-san-economy
Back-End: Dies ist der einzige Pool, der Storage-Pool-Konfiguration fir die mysqldb-App bietet.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysqgldb"

fsType: "ext4d"

* Der protection-silver-creditpoints-20k StorageClass wird dem zweiten virtuellen Pool in
zugeordnet ontap-san Back-End: Dies ist der einzige Pool mit Silber-Level-Schutz und 20000
Kreditpunkte.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"
fsType: "ext4d"

* Der creditpoints-5k StorageClass wird dem dritten virtuellen Pool in zugeordnet ontap-san Back-
End und der vierte virtuelle Pool im ontap-san-economy Back-End: Dies sind die einzigen Poolangebote
mit 5000 Kreditpunkten.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:

selector: "creditpoints=5000"

fsType: "ext4d"

* Der my-test-app-sc StorageClass wird dem zugeordnet testAPP Virtueller Pool im ontap-san
Treiber mit sanType: nvme. Dies ist das einzige Poolangebot testApp.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: my-test-app-sc
provisioner: csi.trident.netapp.io
parameters:

selector: "app=testApp"

fsType: "ext4d"

Trident entscheidet, welcher virtuelle Pool ausgewahlt wird, und stellt sicher, dass die Speicheranforderungen
erfullt werden.

ONTAP-NAS-Treiber

Ubersicht liber den ONTAP NAS-Treiber
Erfahren Sie mehr Uber die Konfiguration eines ONTAP-Backend mit ONTAP- und Cloud
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Volumes ONTAP-NAS-Treibern.

Details zum ONTAP NAS-Treiber

Trident stellt die folgenden NAS-Speichertreiber fir die Kommunikation mit dem ONTAP-Cluster bereit.
Unterstiutzte Zugriffsmodi sind: ReadWriteOnce (RWQO), ReadOnly Many (ROX), ReadWriteMany (RWX),
ReadWriteOncePod (RWOP).

Treiber Protokoll VolumeMo Unterstiitzte Unterstiitzte
dus Zugriffsmodi Filesysteme
ontap-nas NFS Dateisystem RWO, ROX, RWX, RWOP L nfs, smb
SMB
ontap-nas—-economy NFS Dateisystem RWO, ROX, RWX, RWOP “ nfs, smb
SMB
ontap-nas-flexgroup NFS Dateisystem RWO, ROX, RWX, RWOP ¢ nfs, smb
SMB

* Nutzung ontap-san-economy Nur wenn die Nutzungszahl fur persistente Volumes
voraussichtlich hoher ist als "Unterstltzte ONTAP-Volume-Grolien".

* Nutzung ontap-nas-economy Nur wenn die Nutzungszabhl fur persistente Volumes
voraussichtlich hoher ist als "Unterstitzte ONTAP-Volume-Grolien" Und das ontap-san-
@ economy Treiber kann nicht verwendet werden.

* Verwenden Sie ihn nicht ontap-nas-economy Wenn Sie die Notwendigkeit von
Datensicherung, Disaster Recovery oder Mobilitat erwarten.

* NetApp empfiehlt nicht die Verwendung von FlexVol Autogrow in allen ONTAP-Treibern
auller ONTAP-san. Als Workaround unterstutzt Trident die Verwendung von Snapshot-
Reserve und skaliert FlexVol-Volumen entsprechend.

Benutzerberechtigungen

Trident geht davon aus, dass es entweder als ONTAP- oder SVM-Administrator ausgefihrt wird, wobei der
Cluster-Benutzer oder ein vsadmin SVM-Benutzer oder ein Benutzer mit einem anderen Namen und
derselben Rolle verwendet admin wird.

Bei Implementierungen von Amazon FSX for NetApp ONTAP rechnet Trident damit, als ONTAP- oder SVM-
Administrator ausgefiihrt zu werden. Dabei verwendet er den Cluster- fsxadmin Benutzer, einen
‘vsadmin SVM-Benutzer oder einen Benutzer mit einem anderen Namen mit derselben Rolle. Der fsxadmin
Benutzer ist ein eingeschrankter Ersatz flr den Cluster-Admin-Benutzer.

Wenn Sie den Parameter verwenden 1imitAggregateUsage, sind
Administratorberechtigungen fur den Cluster erforderlich. Wenn Amazon FSX for NetApp

@ ONTAP mit Trident verwendet wird, funktioniert der 1imitAggregateUsage Parameter nicht
mit den vsadmin Benutzerkonten und fsxadmin. Der Konfigurationsvorgang schlagt fehl,
wenn Sie diesen Parameter angeben.

Es ist zwar moglich, eine restriktivere Rolle in ONTAP zu erstellen, die ein Trident-Treiber verwenden kann, wir
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empfehlen sie jedoch nicht. Bei den meisten neuen Versionen von Trident sind zusatzliche APls erforderlich,
die berlcksichtigt werden missten, was Upgrades schwierig und fehleranfallig macht.

Bereiten Sie sich auf die Konfiguration eines Backend mit ONTAP-NAS-Treibern
vor

Verstehen Sie die Anforderungen, Authentifizierungsoptionen und Exportrichtlinien fur die
Konfiguration eines ONTAP-Backends mit ONTAP-NAS-Treibern.

Ab Version 25.10 unterstitzt NetApp Trident"NetApp AFX Speichersystem” Die NetApp AFX-Speichersysteme
unterscheiden sich von anderen ONTAP Systemen (ASA, AFF und FAS) in der Implementierung ihrer
Speicherschicht.

@ Nur die ontap-nas Der Treiber (mit NFS-Protokoll) wird fir AFX-Systeme unterstitzt; das
SMB-Protokoll wird nicht unterstutzt.

In der Trident Backend-Konfiguration miissen Sie nicht angeben, dass lhr System AFX ist. Wenn Sie
auswahlen ontap-nas als die storageDriverName Trident erkennt die AFX-Systeme automatisch.

Anforderungen

* FUr alle ONTAP-Backends erfordert Trident, dass dem SVM mindestens ein Aggregat zugewiesen wird.

 Sie kdnnen mehrere Treiber ausfiihren und Speicherklassen erstellen, die auf den einen oder den anderen
zeigen. Beispielsweise kdnnten Sie eine Gold-Klasse konfigurieren, die den verwendet ontap-nas Fahrer
und eine Bronze-Klasse, die den verwendet ontap-nas-economy Eins.

* Alle Kubernetes-Worker-Nodes mussen Uber die entsprechenden NFS-Tools verfigen. Siehe "Hier"
Entnehmen.

* Trident unterstiitzt nur SMB Volumes, die in Pods gemountet sind, die nur auf Windows Nodes ausgefiihrt
werden. Weitere Informationen finden Sie unter Vorbereitung zur Bereitstellung von SMB Volumes .

Authentifizieren Sie das ONTAP-Backend

Trident bietet zwei Arten der Authentifizierung eines ONTAP-Backends.

+ Anmeldeinformationsbasiert: Dieser Modus erfordert ausreichende Berechtigungen fir das ONTAP-
Backend. Es wird empfohlen, ein Konto zu verwenden, das mit einer vordefinierten Sicherheits-Login-Rolle
verknupft ist, z. B. admin Oder vsadmin Fir maximale Kompatibilitat mit ONTAP Versionen.

 Zertifikatsbasiert: FUr diesen Modus ist ein Zertifikat auf dem Backend installiert, damit Trident mit einem
ONTAP-Cluster kommunizieren kann. Hier muss die Backend-Definition Base64-kodierte Werte des Client-
Zertifikats, des Schlissels und des vertrauenswiirdigen CA-Zertifikats enthalten, sofern verwendet
(empfohlen).

Sie kdnnen vorhandene Back-Ends aktualisieren, um zwischen auf Anmeldeinformationen basierenden und
zertifikatbasierten Methoden zu verschieben. Es wird jedoch immer nur eine Authentifizierungsmethode
unterstitzt. Um zu einer anderen Authentifizierungsmethode zu wechseln, miissen Sie die vorhandene
Methode von der Backend-Konfiguration entfernen.

Wenn Sie versuchen, sowohl Anmeldeinformationen als auch Zertifikate bereitzustellen,
@ schlagt die Backend-Erstellung mit einem Fehler fehl, dass mehr als eine
Authentifizierungsmethode in der Konfigurationsdatei angegeben wurde.

77


https://docs.netapp.com/us-en/ontap-afx/index.html
https://docs.netapp.com/de-de/trident/trident-use/worker-node-prep.html

Aktivieren Sie die Anmeldeinformationsbasierte Authentifizierung

Fur die Kommunikation mit dem ONTAP-Back-End ist die Zugangsdaten an einen Administrator mit SVM-
Umfang/Cluster-Umfang erforderlich Trident. Es wird empfohlen, standardmafige, vordefinierte Rollen wie
oder vsadmin' zu verwenden admin. So wird die Kompatibilitdt mit zuklinftigen ONTAP Versionen
sichergestellt, die mdglicherweise die FunktionAPIs fir zukinftige Trident Versionen offenlegen. Eine
benutzerdefinierte Sicherheits-Login-Rolle kann erstellt und mit Trident verwendet werden, wird aber nicht
empfohlen.

Eine Beispiel-Back-End-Definition sieht folgendermalfien aus:

YAML

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2

svm: svm nfs

credentials:

name: secret-backend-creds

JSON

"version": 1,
"backendName": "ExampleBackend",
"storageDriverName": "ontap-nas",
"managementLIF": "10.0.0.1",
"dataLIF": "10.0.0.2",
"svm": "svm nfs",
"credentials": {

"name": "secret-backend-creds"

Beachten Sie, dass die Backend-Definition der einzige Ort ist, an dem die Anmeldeinformationen im reinen
Text gespeichert werden. Nach der Erstellung des Backend werden Benutzernamen/Passwérter mit Base64
codiert und als Kubernetes Secrets gespeichert. Die Erstellung/Aktualisierung eines Backend ist der einzige
Schritt, der Kenntnisse der Anmeldeinformationen erfordert. Daher ist dieser Vorgang nur flr Administratoren
und wird vom Kubernetes-/Storage-Administrator ausgefuhrt.

Aktivieren Sie die zertifikatbasierte Authentifizierung

Neue und vorhandene Back-Ends konnen ein Zertifikat verwenden und mit dem ONTAP-Back-End
kommunizieren. In der Backend-Definition sind drei Parameter erforderlich.
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* ClientCertificate: Base64-codierter Wert des Clientzertifikats.
* ClientPrivateKey: Base64-kodierte Wert des zugeordneten privaten Schlissels.

» Trusted CACertificate: Base64-codierter Wert des vertrauenswirdigen CA-Zertifikats. Bei Verwendung
einer vertrauenswurdigen CA muss dieser Parameter angegeben werden. Dies kann ignoriert werden,
wenn keine vertrauenswirdige CA verwendet wird.

Ein typischer Workflow umfasst die folgenden Schritte.

Schritte

1. Erzeugen eines Clientzertifikats und eines Schliissels. Legen Sie beim Generieren den allgemeinen
Namen (CN) fir den ONTAP-Benutzer fest, der sich authentifizieren soll als.

openssl req -x509 -nodes -days 1095 -newkey rsa:2048 -keyout k8senv.key
-out k8senv.pem -subj "/C=US/ST=NC/L=RTP/O=NetApp/CN=vsadmin"

2. Fugen Sie dem ONTAP-Cluster ein vertrauenswiurdiges CA-Zertifikat hinzu. Dies kann mdglicherweise
bereits vom Storage-Administrator ibernommen werden. Ignorieren, wenn keine vertrauenswirdige CA
verwendet wird.

security certificate install -type server -cert-name <trusted-ca-cert-
name> -vserver <vserver-name>

ssl modify -vserver <vserver-name> -server-enabled true -client-enabled
true -common-name <common-name> -serial <SN-from-trusted-CA-cert> -ca
<cert-authority>

3. Installieren Sie das Client-Zertifikat und den Schlissel (von Schritt 1) auf dem ONTAP-Cluster.

security certificate install -type client-ca -cert-name <certificate-
name> -vserver <vserver—-name>

security ssl modify -vserver <vserver-name> -client-enabled true

4. Bestatigen Sie, dass die ONTAP-Sicherheitsanmeldungsrolle unterstitzt wird cert
Authentifizierungsmethode.

security login create -user-or-group-name vsadmin -application ontapi
—authentication-method cert -vserver <vserver-name>
security login create -user-or-group-name vsadmin -application http

—authentication-method cert -vserver <vserver-name>

5. Testen Sie die Authentifizierung mithilfe des generierten Zertifikats. <ONTAP Management LIF> und
<vServer Name> durch Management-LIF-IP und SVM-Namen ersetzen. Sie mussen sicherstellen, dass
die Service-Richtlinie fir das LIF auf festgelegt ist default-data-management.
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curl -X POST -Lk https://<ONTAP-Management-
LIF>/servlets/netapp.servlets.admin.XMLrequest filer --key k8senv.key
--cert ~/k8senv.pem -d '<?xml version="1.0" encoding="UTF-8"?><netapp
xmlns="http://www.netapp.com/filer/admin" version="1.21"
vifiler="<vserver-name>"><vserver-get></vserver-get></netapp>"'

6. Encodieren von Zertifikat, Schllssel und vertrauenswirdigem CA-Zertifikat mit Base64.

base64 -w 0 k8senv.pem >> cert base64
base64 -w 0 k8senv.key >> key base64
base64 -w 0 trustedca.pem >> trustedca base64

7. Erstellen Sie das Backend mit den Werten, die aus dem vorherigen Schritt ermittelt wurden.
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cat cert-backend-updated.json

{

"version": 1,

"storageDriverName": "ontap-nas",

"backendName": "NasBackend",

"managementLIF": "1.2.3.4",

"dataLIF": "1.2.3.8",

"svm": "vserver test",

"clientCertificate": "Faaaakkkkeeee...Vaaalllluuuueeee",
"clientPrivateKey": "LSOtFaKE...O0VaLuESOtLSOK",
"storagePrefix": "myPrefix "

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

Pommmmmmemm== e LB e
Fommmmmoe Frommmmomos +

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

e Fommmmeremeeomom= Fommmmmmrmessrrrrrrr e reme e e e e
Fommmmm=e Fommmmmme= +

| NasBackend | ontap-nas | 98el9b74-aec7-4a3d-8dcf-128e5033b214
online | 9 |

Fommmmmmmmmme Pommmmemsmssssss= Fommcmcccososssrsrsses e s EeEe T e eSS
Fommmmm== o= +



Aktualisieren Sie Authentifizierungsmethoden, oder drehen Sie die Anmeldedaten

Sie kénnen ein vorhandenes Backend aktualisieren, um eine andere Authentifizierungsmethode zu verwenden
oder ihre Anmeldedaten zu drehen. Das funktioniert auf beide Arten: Back-Ends, die einen Benutzernamen/ein
Passwort verwenden, konnen aktualisiert werden, um Zertifikate zu verwenden; Back-Ends, die Zertifikate
verwenden, konnen auf Benutzername/Passwort-basiert aktualisiert werden. Dazu muiissen Sie die vorhandene
Authentifizierungsmethode entfernen und die neue Authentifizierungsmethode hinzufliigen. Verwenden Sie
dann die aktualisierte Backend.json-Datei, die die erforderlichen Parameter enthadlt tridentctl update
backend.

cat cert-backend-updated.json

{

"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "NasBackend",
"managementLIF": "1.2.3.4",
"dataLIF": "1.2.3.8",

"svm": "vserver test",
"username": "vsadmin",
"password": "password",

"

"storagePrefix": "myPrefix

}

#Update backend with tridentctl
tridentctl update backend NasBackend -f cert-backend-updated.json -n
trident

fmmmmm e fommmmmssene e a e fmm e e e e e e e e e e
Tt e I

| NAME | STORAGE DRIVER | UUID

STATE | VOLUMES |

N fremsmsesesossa=== fressssseee e e me s oo s s s e e e
e frE=mmeme== iF

| NasBackend | ontap-nas | 98el9%74-aec7-4a3d-8dcf-128e5033b214 |
online | 9 |

fems=mmm==== fememesesse====== fem========scscsessssossssssss==ss=sa=s
fomm - fomm - +

Bei der Anderung von Passwértern muss der Speicheradministrator das Kennwort fir den
Benutzer auf ONTAP aktualisieren. Auf diese Weise folgt ein Backend-Update. Beim Drehen

(D von Zertifikaten kbnnen dem Benutzer mehrere Zertifikate hinzugefligt werden. Das Backend
wird dann aktualisiert und verwendet das neue Zertifikat. Danach kann das alte Zertifikat aus
dem ONTAP Cluster geldscht werden.

Durch die Aktualisierung eines Backend wird der Zugriff auf Volumes, die bereits erstellt wurden, nicht
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unterbrochen, und auch die danach erstellten Volume-Verbindungen werden beeintrachtigt. Ein erfolgreiches
Backend-Update zeigt an, dass Trident mit dem ONTAP Back-End kommunizieren und zukunftige Volume-
Operationen verarbeiten kann.

Benutzerdefinierte ONTAP-Rolle fiir Trident erstellen

Sie kénnen eine ONTAP-Cluster-Rolle mit minimaler Privileges erstellen, sodass Sie nicht die ONTAP-
Administratorrolle verwenden missen, um Vorgange in Trident auszuflihren. Wenn Sie den Benutzernamen in
eine Trident-Back-End-Konfiguration aufnehmen, verwendet Trident die ONTAP-Cluster-Rolle, die Sie fiir die
Durchfluhrung der Vorgange erstellt haben.

Weitere Informationen zum Erstellen benutzerdefinierter Trident-Rollen finden Sie unter"Trident Custom-Role
Generator".
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Verwenden der ONTAP CLI
1. Erstellen Sie eine neue Rolle mit dem folgenden Befehl:

security login role create <role name\> -cmddirname "command" -access all
-vserver <svm_name\>

2. Erstellen Sie einen Benutzernamen fiir den Trident-Benutzer:

security login create -username <user name\> -application ontapi
-—authmethod <password\> -role <name of role in step 1\> -vserver
<svm_name\> -comment "user description”

3. Ordnen Sie die Rolle dem Benutzer zu:

security login modify username <user name\> —-vserver <svm name\> -role
<role name\> -application ontapi -application console -authmethod
<password\>

Verwenden Von System Manager
Fihren Sie die folgenden Schritte im ONTAP System Manager durch:

1. Erstellen Sie eine benutzerdefinierte Rolle:
a. Um eine benutzerdefinierte Rolle auf Cluster-Ebene zu erstellen, wahlen Sie Cluster >
Einstellungen aus.

(Oder) um eine benutzerdefinierte Rolle auf SVM-Ebene zu erstellen, wahlen Sie Storage >
Storage VMs > > required SVM Einstellungen > Benutzer und Rollen aus.

b. Wahlen Sie das Pfeilsymbol (—) neben Users and Roles.
c. Wahlen Sie unter Rollen +Hinzufiigen aus.
d. Definieren Sie die Regeln fur die Rolle und klicken Sie auf Speichern.

2. Rolle dem Trident-Benutzer zuordnen: + Flihren Sie auf der Seite Benutzer und Rollen folgende
Schritte aus:

a. Wahlen Sie unter Benutzer das Symbol Hinzufligen +.

b. Wahlen Sie den gewlnschten Benutzernamen aus, und wahlen Sie im Dropdown-Menu fir Rolle
eine Rolle aus.

c. Klicken Sie Auf Speichern.

Weitere Informationen finden Sie auf den folgenden Seiten:

» "Benutzerdefinierte Rollen fiir die Administration von ONTAP" Oder "Definieren benutzerdefinierter Rollen

* "Arbeiten Sie mit Rollen und Benutzern"

Management der NFS-Exportrichtlinien

Trident verwendet NFS-Exportrichtlinien, um den Zugriff auf die von ihm bereitstehenden Volumes zu
kontrollieren.
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Trident bietet zwei Optionen fir die Arbeit mit Exportrichtlinien:

« Trident kann die Exportrichtlinie selbst dynamisch managen. In diesem Betriebsmodus gibt der Storage-
Administrator eine Liste von CIDR-Bldcken an, die zuldssige IP-Adressen darstellen. Trident flgt der
Exportrichtlinie automatisch zum Veroffentlichungszeitpunkt anwendbare Node-IPs hinzu, die in diesen
Bereichen fallen. Wenn keine CIDRs angegeben werden, werden alternativ alle global scoped Unicast-IPs,
die auf dem Knoten gefunden werden, auf dem das Volume veroffentlicht wird, zur Exportrichtlinie
hinzugefugt.

« Storage-Administratoren kdnnen eine Exportrichtlinie erstellen und Regeln manuell hinzufliigen. Trident
verwendet die standardmaRige Exportrichtlinie, es sei denn, in der Konfiguration ist ein anderer Name fur
die Exportrichtlinie angegeben.

Dynamisches Managen von Exportrichtlinien

Trident bietet die Moglichkeit, Richtlinien fir den Export fir ONTAP Back-Ends dynamisch zu managen. So
kann der Storage-Administrator einen zuldssigen Adressraum fur Worker-Node-IPs festlegen, anstatt explizite
Regeln manuell zu definieren. Dies vereinfacht das Management von Exportrichtlinien erheblich. Anderungen
der Exportrichtlinie erfordern keine manuellen Eingriffe des Storage-Clusters mehr. Dies hilft dariiber hinaus,
den Zugriff auf das Storage-Cluster nur auf Arbeitsknoten zu beschranken, die Volumes mounten und IPs im
angegebenen Bereich haben. Dies unterstitzt ein granulares und automatisiertes Management.

Verwenden Sie keine Network Address Translation (NAT), wenn Sie dynamische

@ Exportrichtlinien verwenden. Bei NAT erkennt der Speicher-Controller die Frontend-NAT-
Adresse und nicht die tatsachliche IP-Host-Adresse, so dass der Zugriff verweigert wird, wenn in
den Exportregeln keine Ubereinstimmung gefunden wird.

Beispiel

Es missen zwei Konfigurationsoptionen verwendet werden. Hier ist eine Beispiel-Backend-Definition:

version: 1
storageDriverName: ontap-nas-economy
backendName: ontap nas auto export
managementLIF: 192.168.0.135
svm: svml
username: vsadmin
password: password
autoExportCIDRs:
- 192.168.0.0/24
autokExportPolicy: true

Wenn Sie diese Funktion verwenden, missen Sie sicherstellen, dass fiir die Root-Verbindung in

@ Ihrer SVM eine zuvor erstellte Exportrichtlinie mit einer Exportregel vorhanden ist, die den
CIDR-Block des Nodes zulasst (z. B. die standardméaRige Exportrichtlinie). Folgen Sie stets den
von NetApp empfohlenen Best Practices, um eine SVM fir Trident zu zuweisen.

Hier ist eine Erklarung, wie diese Funktion funktioniert, anhand des obigen Beispiels:
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* autoExportPolicy Ist auf eingestellt true. Das zeigt an, dass Trident flir jedes mit diesem Backend fiir
die SVM bereitgestellte Volume eine Exportrichtlinie erstellt svm1 und das Hinzufiigen und Léschen von
Regeln mithilfe von Adressblécken handhabt autoexportCIDRs. Bis ein Volume mit einem Node
verbunden ist, verwendet das Volume eine leere Exportrichtlinie ohne Regeln, um unerwunschten Zugriff
auf dieses Volume zu verhindern. Wenn ein Volume auf einem Node veroéffentlicht wird, erstellt Trident eine
Exportrichtlinie mit demselben Namen wie der zugrunde liegende qtree, der die Node-IP innerhalb des
angegebenen CIDR-Blocks enthalt. Diese IPs werden auch zu der von der Ubergeordneten FlexVol volume
verwendeten Exportrichtlinie hinzugeflgt

> Beispiel:
= Back-End UUID 403b5326-8482-40db-96d0-d83fb3f4daec
" autoExportPolicy Stellen Sie auf ein true
= Speicherprafix trident
= PVC UUID a79bcf5f-7b6d-4a40-9876-e2551f159c1c

= Qtree namens Trident_pvc_a79bcf5f_7b6d_4a40 9876 _e2551f159c1c erstellt eine Exportrichtlinie
flr die FlexVol namens trident-403b5326-8482-40db96d0-d83fb3f4daec, eine
Exportrichtlinie fur den genannten qtree
trident pvc a79bcf5f 7b6d 4a40 9876 e2551f159clc und eine leere Exportrichtlinie mit
dem Namen trident empty auf der SVM. Die Regeln fir die FlexVol-Exportrichtlinie stellen eine
Uberlagerung samtlicher Regeln dar, die in den gtree Exportrichtlinien enthalten sind. Die leere
Exportrichtlinie wird von allen Volumes wiederverwendet, die nicht angehangt sind.

* autoExportCIDRs Enthalt eine Liste von Adressbldcken. Dieses Feld ist optional und standardmafig
[,0.0.0.0/0% ,:/0“]. Wenn nicht definiert, fugt Trident alle global scoped Unicast-Adressen, die auf den
Worker-Knoten mit Publikationen gefunden wurden, hinzu.

In diesem Beispiel wird der 192.168.0.0/24 Adressraum angegeben. Das gibt an, dass Kubernetes-Node-
IPs, die mit Publikationen innerhalb dieses Adressbereichs liegen, zur von Trident erstellten Exportrichtlinie
hinzugefligt werden. Wenn Trident einen Knoten registriert, auf dem es ausgefiihrt wird, ruft es die IP-
Adressen des Knotens ab und prift diese anhand der in bereitgestellten Adressblocke autoExportCIDRs.
Nach dem Filtern der IPs erstellt Trident zum Zeitpunkt der Veroffentlichung die Exportrichtlinien fir die Client-
IPs fur den Knoten, auf dem er verdffentlicht wird.

Sie kdnnen aktualisieren autoExportPolicy Und autoExportCIDRs Flr Back-Ends, nachdem Sie sie
erstellt haben. Sie kdnnen neue CIDRs flir ein Backend anhangen, das automatisch verwaltet wird oder
vorhandene CIDRs loschen. Beim Loschen von CIDRs Vorsicht walten lassen, um sicherzustellen, dass
vorhandene Verbindungen nicht unterbrochen werden. Sie knnen auch wahlen, zu deaktivieren
autoExportPolicy Fir ein Backend und kehren Sie zu einer manuell erstellten Exportrichtlinie zurtick. Dazu
muss die Einstellung festgelegt werden exportPolicy Parameter in lhrer Backend-Konfiguration.

Nachdem Trident ein Backend erstellt oder aktualisiert hat, konnen Sie das Backend mit oder der
entsprechenden tridentbackend CRD Uberprifen tridentctl:
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./tridentctl get backends ontap nas auto export -n trident -o yaml

items:
- backendUUID: 403b5326-8482-40db-96d0-d83fb3f4daec
config:
aggregate: ""
autoExportCIDRs:

- 192.168.0.0/24
autoExportPolicy: true
backendName: ontap nas auto export
chapInitiatorSecret: ""
chapTargetInitiatorSecret: ""
chapTargetUsername: ""
chapUsername: ""
datalLIF: 192.168.0.135
debug: false
debugTraceFlags: null
defaults:
encryption: "false"
exportPolicy: <automatic>
fileSystemType: extd

Wenn ein Node entfernt wird, Gberpriift Trident alle Exportrichtlinien, um die dem Node entsprechenden
Zugriffsregeln zu entfernen. Indem Trident diese Node-IP aus den Exportrichtlinien der Managed Back-Ends
entfernt, verhindert es abnormale Mounts, sofern diese IP nicht von einem neuen Node im Cluster
wiederverwendet wird.

Bei zuvor vorhandenen Back-Ends wird durch die Aktualisierung des Backend mit tridentctl update
backend sichergestellt, dass Trident die Exportrichtlinien automatisch verwaltet. Dadurch werden zwei neue
Export-Richtlinien erstellt, die nach der UUID und dem qtree-Namen des Backends benannt sind, wenn sie
bendtigt werden. Volumes, die auf dem Backend vorhanden sind, verwenden die neu erstellten
Exportrichtlinien, nachdem sie abgehangt und wieder gemountet wurden.

Wenn Sie ein Backend mit automatisch gemanagten Exportrichtlinien I6schen, wird die
dynamisch erstellte Exportrichtlinie geléscht. Wenn das Backend neu erstellt wird, wird es als
neues Backend behandelt und erzeugt eine neue Exportrichtlinie.

Wenn die IP-Adresse eines aktiven Node aktualisiert wird, missen Sie den Trident Pod auf dem Node neu
starten. Trident aktualisiert dann die Exportrichtlinie fiir Back-Ends, die es verwaltet, um diese IP-Anderung
widerzuspiegeln.

Vorbereitung zur Bereitstellung von SMB Volumes

Mit ein wenig Vorbereitung kénnen Sie SMB Volumes mit bereitstellen ontap-nas Treiber.

Sie mussen sowohl NFS- als auch SMB/CIFS-Protokolle auf der SVM konfigurieren, um ein
SMB-Volume flir On-Premises-ONTAP Cluster zu erstellen ontap—-nas-economy. Ist eines
dieser Protokolle nicht konfiguriert, schlagt die Erstellung von SMB Volumes fehl.
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@ autoExportPolicy Wird fir SMB-Volumes nicht unterstiitzt.

Bevor Sie beginnen
Bevor Sie SMB-Volumes bereitstellen kdnnen, missen Sie tber Folgendes verfligen:

* Kubernetes-Cluster mit einem Linux-Controller-Knoten und mindestens einem Windows-Worker-Node, auf

dem Windows Server 2022 ausgefihrt wird. Trident unterstiitzt nur SMB Volumes, die in Pods gemountet
sind, die nur auf Windows Nodes ausgefuhrt werden.

» Mindestens ein Trident-Schlissel, der lhre Active Directory-Anmeldeinformationen enthalt. So generieren
Sie ein Geheimnis smbcreds:

kubectl create secret generic smbcreds --from-literal username=user
--from-literal password='password'

» Ein CSI-Proxy, der als Windows-Dienst konfiguriert ist. Zum Konfigurieren von A “csi-proxy Weitere
Informationen finden Sie unter "GitHub: CSI-Proxy" Oder "GitHub: CSI Proxy fur Windows" Far
Kubernetes-Knoten, die auf Windows ausgefiihrt werden.

Schritte
1. Bei On-Premises-ONTAP konnen Sie optional eine SMB-Freigabe oder Trident eine fir Sie erstellen.

@ SMB-Freigaben sind fir Amazon FSX for ONTAP erforderlich.

Sie kdnnen SMB-Admin-Freigaben auf zwei Arten erstellen: Mit "Microsoft Management Console" Snap-in
fur freigegebene Ordner oder mit der ONTAP-CLI. So erstellen Sie SMB-Freigaben mithilfe der ONTAP-
CLI:

a. Erstellen Sie bei Bedarf die Verzeichnispfadstruktur fir die Freigabe.

Der vserver cifs share create Der Befehl Uberpruft wahrend der Freigabenerstellung den in
der Option -path angegebenen Pfad. Wenn der angegebene Pfad nicht vorhanden ist, schlagt der
Befehl fehl.

b. Erstellen einer mit der angegebenen SVM verknupften SMB-Freigabe:

vserver cifs share create -vserver vserver name -share-name
share name -path path [-share-properties share properties,...]
[other attributes] [-comment text]

c. Vergewissern Sie sich, dass die Freigabe erstellt wurde:

vserver cifs share show -share-name share name

@ Siehe "Erstellen Sie eine SMB-Freigabe" Vollstandige Informationen.

2. Beim Erstellen des Backend mussen Sie Folgendes konfigurieren, um SMB-Volumes festzulegen. Alle
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FSX-Konfigurationsoptionen fiir ONTAP-Backend finden Sie unter "FSX fur ONTAP Konfigurationsoptionen

und Beispiele".

Parameter

smbShare

nasType

securityStyle

unixPermissions

Sicheres SMB aktivieren

Beschreibung Beispiel

Sie kénnen eine der folgenden Optionen angeben:  smb-share
Den Namen einer SMB-Freigabe, die mit der

Microsoft Verwaltungskonsole oder der ONTAP-CLI

erstellt wurde, einen Namen, tUber den Trident die

SMB-Freigabe erstellen kann, oder Sie kdnnen den

Parameter leer lassen, um den Zugriff auf

gemeinsame Freigaben auf Volumes zu verhindern.

Dieser Parameter ist fiir On-Premises-ONTAP

optional. Dieser Parameter ist fir Amazon FSX for
ONTAP-Back-Ends erforderlich und darf nicht leer

sein.

Muss auf eingestellt sein smb. Wenn Null, wird smb

standardmafig auf gesetzt nfs.

Sicherheitstyp flr neue Volumes. Muss auf ntfs Oder mixed Fir
eingestellt sein ntfs Oder mixed Fiir SMB SMB Volumes
Volumes.

Modus fur neue Volumes. Muss fiir SMB Volumes
leer gelassen werden.

Ab der Version 25.06 unterstitzt NetApp Trident die sichere Bereitstellung von SMB-Volumes, die mit ontap-
nas Und ontap-nas-economy Backends. Wenn sicheres SMB aktiviert ist, kbnnen Sie mithilfe von
Zugriffssteuerungslisten (ACLs) kontrollierten Zugriff auf SMB-Freigaben fiir Active Directory (AD)-Benutzer
und -Benutzergruppen bereitstellen.

Zeigt auf, wie man sich merken sollte

* Importieren ontap-nas-economy Volumes werden nicht unterstutzt.

* Es werden nur schreibgeschitzte Klone unterstitzt fliir ontap-nas-economy Bande.

* Wenn Secure SMB aktiviert ist, ignoriert Trident die im Backend angegebene SMB-Freigabe.

* Durch das Aktualisieren der PVC-Annotation, der Speicherklassenannotation und des Backend-Felds wird
die SMB-Freigabe-ACL nicht aktualisiert.

* Die in der Anmerkung des Klon-PVC angegebene SMB-Freigabe-ACL hat Vorrang vor denen im Quell-

PVC.

« Stellen Sie sicher, dass Sie beim Aktivieren von Secure SMB gtiltige AD-Benutzer angeben. Ungliltige
Benutzer werden nicht zur ACL hinzugeftigt.

* Wenn Sie demselben AD-Benutzer im Backend, in der Speicherklasse und im PVC unterschiedliche
Berechtigungen erteilen, lautet die Berechtigungsprioritat: PVC, Speicherklasse und dann Backend.

* Secure SMB wird unterstutzt fir ontap-nas verwaltete Volumenimporte und gilt nicht fir nicht verwaltete

Volumenimporte.

Schritte

1. Geben Sie adAdminUser in TridentBackendConfig an, wie im folgenden Beispiel gezeigt:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.193.176.x
svm: svm0
useREST: true
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

2. Flgen Sie die Anmerkung in der Speicherklasse hinzu.

Flgen Sie die trident.netapp.io/smbShareAdUser Annotation zur Speicherklasse, um sicheres
SMB fehlerfrei zu aktivieren. Der fir die Annotation angegebene Benutzerwert
trident.netapp.io/smbShareAdUser sollte mit dem Benutzernamen Ubereinstimmen, der in der
smbcreds geheim. ist full control.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

1. Erstellen Sie eine PVC.

Das folgende Beispiel erstellt einen PVC:
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apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/snapshotDirectory: "true"
trident.netapp.io/smbShareAccessControl: |
read:
- tridentADtest
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

ONTAP NAS-Konfigurationsoptionen und -Beispiele

Lernen Sie, wie Sie ONTAP NAS-Treiber mit lhrer Trident-Installation erstellen und
verwenden. Dieser Abschnitt enthalt Beispiele und Details zur Back-End-Konfiguration fur
die Zuordnung von Back-Ends zu StorageClasses.

Ab Version 25.10 unterstutzt NetApp Trident"NetApp AFX Speichersysteme" Die NetApp AFX-
Speichersysteme unterscheiden sich von anderen ONTAP-basierten Systemen (ASA, AFF und FAS) in der
Implementierung ihrer Speicherschicht.

(D Nur die ontap—-nas Der Treiber (mit NFS-Protokoll) wird fir NetApp AFX-Systeme unterstitzt;
das SMB-Protokoll wird nicht unterstutzt.

In der Trident Backend-Konfiguration missen Sie nicht angeben, dass es sich bei lhrem System um ein
NetApp AFX-Speichersystem handelt. Wenn Sie auswahlen ontap-nas als die storageDriverName
Trident erkennt das AFX-Speichersystem automatisch. Einige Backend-Konfigurationsparameter sind fir AFX-
Speichersysteme nicht anwendbar, wie in der folgenden Tabelle vermerkt.

Back-End-Konfigurationsoptionen

Die Back-End-Konfigurationsoptionen finden Sie in der folgenden Tabelle:

Parameter Beschreibung Standard

version Immer 1
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Parameter

storageDrive
rName

backendName

managementLI
F

dataLlIF

svm

autoExportPo
licy

autoExportCI
DRs

Beschreibung Standard

Name des Speichertreibers ontap-nas, ontap-nas-
economy Oder ontap-nas-
Nur fiir NetApp AFX-Systeme ontap- flexgroup
@ nas wird unterstitzt.

Benutzerdefinierter Name oder das Storage-Backend Treibername +,_“ + DatenLIF

IP-Adresse eines Clusters oder einer SVM- ,10.0.0.1%, ,[2001:1234:abcd::fefe]"
Management-LIF Ein vollstandig qualifizierter Domain-

Name (FQDN) kann angegeben werden. Kann so

eingestellt werden, dass IPv6-Adressen verwendet

werden, wenn Trident mit dem IPv6-Flag installiert

wurde. IPv6-Adressen missen in eckigen Klammern

definiert werden, z. B.

[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1. Informationen Uber die nahtlose MetroCluster-

Umschaltung finden Sie im Beispiel: MetroCluster.

IP-Adresse des LIF-Protokolls. NetApp empfiehlt die  Angegebene Adresse oder
Angabe dataLIF. Wenn nicht angegeben, ruft abgeleitet von SVM, falls nicht
Trident die DatenLIFs von der SVM ab. Sie kénnen angegeben (nicht empfohlen)
einen vollstandig qualifizierten Domanennamen

(FQDN) angeben, der fur die NFS-Mount-Vorgange

verwendet werden soll. Dadurch kénnen Sie ein

Round-Robin-DNS erstellen, um den Lastausgleich

Uber mehrere DatenLIFs hinweg zu ermoglichen.

Kann nach der Anfangseinstellung geandert werden.

Siehe . Kann so eingestellt werden, dass IPv6-

Adressen verwendet werden, wenn Trident mit dem

IPv6-Flag installiert wurde. IPv6-Adressen mussen in

eckigen Klammern definiert werden, z. B.
[28e8:d9fb:a825:b7bf:69a8:d02f:9e7b:3555

1. Fiir MetroCluster weglassen. Siehe Beispiel:

MetroCluster.

Zu verwendende Storage Virtual Machine Abgeleitet wenn eine SVM
managementLIF Angegeben ist

Fiir MetroCluster weglassen. Siehe Beispiel:

MetroCluster.

Aktivieren Sie die automatische Erstellung von Falsch
Exportrichtlinien und aktualisieren Sie [Boolean].

Mithilfe der autoExportPolicy Optionen und
autoExportCIDRs kann Trident Exportrichtlinien
automatisch managen.

Liste der CIDRs, nach denen die Node-IPs von [,0.0.0.0/0% ,:/0"T
Kubernetes gegen gefiltert werden sollen, wenn
autoExportPolicy aktiviert ist. Mithilfe der
autoExportPolicy Optionen und

autoExportCIDRs kann Trident Exportrichtlinien

automatisch managen.
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Parameter

labels

clientCertif
icate

clientPrivat
eKey

trustedCACer
tificate

username

password

storagePrefi
X

92

Beschreibung

Satz willkirlicher JSON-formatierter Etiketten fur
Volumes

Base64-codierter Wert des Clientzertifikats. Wird fir
zertifikatbasierte Authentifizierung verwendet

Base64-kodierte Wert des privaten Client-Schlissels.
Wird fur zertifikatbasierte Authentifizierung verwendet

Base64-kodierte Wert des vertrauenswirdigen CA-
Zertifikats. Optional Wird fir zertifikatbasierte
Authentifizierung verwendet

Benutzername fur die Verbindung mit dem
Cluster/SVM. Wird fir die Authentifizierung auf Basis
von Anmeldeinformationen verwendet. Informationen

zur Active Directory-Authentifizierung finden Sie unter

"Authentifizieren Sie Trident bei einem Backend-SVM
mithilfe von Active Directory-Anmeldeinformationen”.

Kennwort flir die Verbindung mit dem Cluster/SVM.
Wird fur die Authentifizierung auf Basis von
Anmeldeinformationen verwendet. Informationen zur
Active Directory-Authentifizierung finden Sie unter
"Authentifizieren Sie Trident bei einem Backend-SVM
mithilfe von Active Directory-Anmeldeinformationen”.

Das Prafix wird beim Bereitstellen neuer Volumes in
der SVM verwendet. Kann nicht aktualisiert werden,
nachdem Sie sie festgelegt haben

Bei Verwendung von ONTAP-nas-
Economy und einem storagePrefix, das
aus 24 oder mehr Zeichen besteht, ist
das Storage-Préafix fur die qtrees nicht
eingebettet, obwohl es sich im Volume-
Namen befindet.

®

Standard

“
”

”

trident



Parameter

aggregate

limitAggrega
teUsage

Beschreibung

Aggregat fur die Bereitstellung (optional, wenn
eingestellt, muss der SVM zugewiesen werden) Fir
den ontap-nas-flexgroup Treiber wird diese
Option ignoriert. Falls nicht, kdnnen alle verfiigbaren
Aggregate verwendet werden, um ein FlexGroup
Volume bereitzustellen.

Wenn das Aggregat in einer SVM
aktualisiert wird, wird es automatisch in
Trident aktualisiert, indem es die SVM
abfragt, ohne den Trident Controller
neu starten zu missen. Wenn Sie ein
bestimmtes Aggregat in Trident fur die
Bereitstellung von Volumes konfiguriert

@ haben, wird das Back-End Trident bei
der Abfrage des SVM-Aggregats in den
Status ,Fehlgeschlagen” verschoben.
Sie mussen entweder das Aggregat zu
einem auf der SVM vorhandenen
Aggregat andern oder es komplett
entfernen, um das Back-End wieder
online zu schalten.

Nicht fur AFX-Speichersysteme angeben.

Die Bereitstellung schlagt fehl, wenn die Auslastung
diesen Prozentsatz Uberschreitet. Gilt nicht fiir
Amazon FSx fiir ONTAP. Nicht fiir AFX-
Speichersysteme angeben.

Standard

“
”

» (nicht standardmaRig
durchgesetzt)
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Parameter Beschreibung Standard

“

FlexgroupAggreg Liste der Aggregate fiir die Bereitstellung (optional, ”
ateList muss dieser SVM zugewiesen werden, falls
festgelegt) Zur Bereitstellung eines FlexGroup
Volumes werden alle der SVM zugewiesenen
Aggregate verwendet. Unterstitzt fur den ONTAP-
nas-FlexGroup-Speichertreiber.

Bei einer Aktualisierung der
Aggregatliste in der SVM wird die Liste
automatisch in Trident aktualisiert,
indem die SVM abgefragt wird, ohne
den Trident Controller neu starten zu
mussen. Wenn Sie in Trident eine
bestimmte Aggregatliste fur die
Bereitstellung von Volumes konfiguriert
@ haben und die Aggregatliste
umbenannt oder von SVM entfernt
wird, wird das Backend in Trident in
den Fehlerzustand verschoben,
wahrend es das SVM Aggregat abfragt.
Sie mussen entweder die Aggregatliste
zu einer auf der SVM vorhandenen
andern oder sie komplett entfernen, um
das Backend wieder online zu machen.

limitvolumes Die Bereitstellung schlagt fehl, wenn die angeforderte . (standardmaRig nicht erzwungen)

ize Volume-GroRRe diesen Wert tberschreitet.
debugTraceFl Fehler-Flags bei der Fehlerbehebung beheben. Null
ags Beispiel, {,API“:false, ,method“:true}

Verwenden Sie es nicht debugTraceFlags Es sei
denn, Sie beheben Fehler und bendtigen einen
detaillierten Log Dump.

nasType Konfiguration der Erstellung von NFS- oder SMB- nfs
Volumes. Optionen sind nfs , smb oder null. Bei der
Einstellung ,null“ werden standardmafig NFS-
Volumes verwendet. Falls angegeben, immer auf
setzen nfs fiir AFX-Speichersysteme.

nfsMountOpti Kommagetrennte Liste von NFS-Mount-Optionen. Die

ons Mount-Optionen fir persistente Kubernetes-Volumes
werden normalerweise in Storage-Klassen
angegeben. Wenn jedoch keine Mount-Optionen in
einer Storage-Klasse angegeben sind, verwendet
Trident die Mount-Optionen, die in der
Konfigurationsdatei des Storage-Backends
angegeben sind. Wenn in der Storage-Klasse oder in
der Konfigurationsdatei keine Mount-Optionen
angegeben sind, legt Trident keine Mount-Optionen
auf einem zugeordneten persistenten Volume fest.
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Parameter Beschreibung

gtreesPerFle Maximale Ques pro FlexVol, muss im Bereich [50,
xvol 300] liegen

smbShare Sie kénnen eine der folgenden Optionen angeben:
Den Namen einer SMB-Freigabe, die mit der
Microsoft Verwaltungskonsole oder der ONTAP-CLI
erstellt wurde, einen Namen, Uber den Trident die
SMB-Freigabe erstellen kann, oder Sie kdnnen den
Parameter leer lassen, um den Zugriff auf
gemeinsame Freigaben auf Volumes zu verhindern.
Dieser Parameter ist flir On-Premises-ONTAP
optional. Dieser Parameter ist flir Amazon FSX for
ONTAP-Back-Ends erforderlich und darf nicht leer
sein.

useREST Boolescher Parameter zur Verwendung von ONTAP
REST-APIs. useREST "Wenn eingestellt auf
*true Trident verwendet ONTAP REST-APIs zur
Kommunikation mit dem Backend; wenn eingestellt
auf false Trident verwendet ONTAPI (ZAPI)-Aufrufe
zur Kommunikation mit dem Backend. Diese Funktion
erfordert ONTAP 9.11.1 und héher. Daruber hinaus
muss die verwendete ONTAP Anmelderolle Zugriff auf
die ontapi Anwendung. Dies wird durch die
vordefinierte Bedingung erfullt. vsadmin Und
cluster-admin Rollen. Ab der Trident Version
24.06 und ONTAP 9.15.1 oder héher, useREST ist
eingestellt auf true StandardmaRig; andern
useREST Zu false ONTAPI (ZAPI)-Aufrufe
verwenden. Falls angegeben, immer auf setzen
true fiir AFX-Speichersysteme.

limitVolumeP Maximale anforderbare FlexVol-Grofke bei
00lSize Verwendung von Qtrees im ONTAP-nas-Economy
Backend.

denyNewVolum Schrankt das ontap-nas-economy Erstellen neuer

ePools FlexVol Volumes fir Back-Ends ein, um ihre gtrees zu
enthalten Zur Bereitstellung neuer PVS werden nur
vorbestehende FlexVols verwendet.

adAdminUser  Active Directory-Administratorbenutzer oder
-Benutzergruppe mit Vollzugriff auf SMB-Freigaben.
Verwenden Sie diesen Parameter, um der SMB-
Freigabe Administratorrechte mit Vollzugriff zu
erteilen.

Back-End-Konfigurationsoptionen fiir die Bereitstellung von Volumes

Standard
,200"

smb-share

true FlUr ONTAP 9.15.1 oder
hoher, andernfalls false.

» (nicht standardmaRig
durchgesetzt)

Sie kénnen die Standardbereitstellung mit diesen Optionen im steuern defaults Abschnitt der Konfiguration.

Ein Beispiel finden Sie unten in den Konfigurationsbeispielen.
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Parameter

spaceAllocat
ion

spaceReserve

snapshotPoli
cy

gosPolicy

adaptiveQosP
olicy

snapshotRese
rve

splitOnClone

encryption

tieringPolic
y

unixPermissi
ons

snapshotDir
exportPolicy
securityStyl

e

nameTemplate

Beschreibung

Platzzuweisung flr Qtrees

Modus fir Speicherplatzreservierung; ,none” (Thin)
oder ,Volume* (Thick)

Die Snapshot-Richtlinie zu verwenden

QoS-Richtliniengruppe zur Zuweisung fur erstellte
Volumes Wahlen Sie eine der qosPolicy oder
adaptiveQosPolicy pro Storage Pool/Backend

Adaptive QoS-Richtliniengruppe mit Zuordnung fir
erstellte Volumes Wahlen Sie eine der qosPolicy oder
adaptiveQosPolicy pro Storage Pool/Backend. Nicht
unterstiitzt durch ontap-nas-Okonomie

Prozentsatz des flir Snapshots reservierten Volumes

Teilen Sie einen Klon bei der Erstellung von seinem
Ubergeordneten Objekt auf

Aktivieren Sie NetApp Volume Encryption (NVE) auf
dem neuen Volume, Standardeinstellung ist false.
NVE muss im Cluster lizenziert und aktiviert sein,

damit diese Option verwendet werden kann. Wenn auf

dem Backend NAE aktiviert ist, wird jedes in Trident
bereitgestellte Volume NAE aktiviert. Weitere
Informationen finden Sie unter "Funktionsweise von
Trident mit NVE und NAE".

Tiering-Richtlinie, die zu ,keinen* verwendet wird

Modus fir neue Volumes

Steuert den Zugriff auf das . snapshot Verzeichnis

Zu verwendende Exportrichtlinie

Sicherheitstyp flr neue Volumes. NFS unterstutzt
mixed Und unix Sicherheitsstile. SMB unterstitzt
mixed Und ntfs Sicherheitsstile.

Vorlage zum Erstellen benutzerdefinierter Volume-
Namen.

Standard
~Wahr*

LKeine'

LKeine'

,0“wenn snapshotPolicy Ist
,keine“, andernfalls ,“

,Falsch”

,Falsch”

L 77" fir NFS Volumes; leer (nicht

zutreffend) fir SMB Volumes

~Wahr“ fiur NFSv4 falsch” fur
NFSv3

~Standard”

NFS-Standard ist unix. SMB-
Standard ist nt fs.

Fir die Verwendung von QoS-Richtliniengruppen mit Trident ist ONTAP 9 8 oder hoher
erforderlich. Sie sollten eine nicht gemeinsam genutzte QoS-Richtliniengruppe verwenden und

®

sicherstellen, dass die Richtliniengruppe auf jede Komponente einzeln angewendet wird. Eine

Shared-QoS-Richtliniengruppe erzwingt die Obergrenze fir den Gesamtdurchsatz aller
Workloads.
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Beispiele fiir die Volume-Bereitstellung

Hier ein Beispiel mit definierten Standardwerten:

version: 1
storageDriverName: ontap-nas
backendName: customBackendName
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
labels:
k8scluster: devl
backend: devl-nasbackend
svm: trident svm
username: cluster-admin
password: <password>
limitAggregateUsage: 80%
limitVolumeSize: 50Gi
nfsMountOptions: nfsvers=4
debugTraceFlags:
api: false
method: true
defaults:
spaceReserve: volume
gosPolicy: premium
exportPolicy: myk8scluster
snapshotPolicy: default
snapshotReserve: "10"

Flr ontap-nas Und ontap-nas-flexgroups Trident verwendet nun eine neue Berechnung, um
sicherzustellen, dass FlexVol mit dem SnapshotReserve-Prozentsatz und PVC korrekt dimensioniert wird.
Wenn der Benutzer ein PVC anfordert, erstellt Trident das urspriingliche FlexVol mit mehr Speicherplatz
mithilfe der neuen Berechnung. Diese Berechnung stellt sicher, dass der Benutzer den von ihm angeforderten
beschreibbaren Speicherplatz im PVC erhalt und nicht weniger Speicherplatz als angefordert. Vor Version
21.07 erhielt der Benutzer, wenn er ein PVC (z. B. 5 GiB) mit einem SnapshotReserve von 50 Prozent
anforderte, nur 2,5 GiB beschreibbaren Speicherplatz. Dies liegt daran, dass der Benutzer das gesamte
Volumen angefordert hat. snapshotReserve ist ein Prozentsatz davon. Mit Trident 21.07 fordert der
Benutzer den beschreibbaren Speicherplatz an, und Trident definiert diesen. snapshotReserve Zahl als
Prozentsatz des Gesamtvolumens. Dies gilt nicht fir ontap-nas-economy . Wie das funktioniert, sehen Sie
im folgenden Beispiel:

Die Berechnung ist wie folgt:

Total volume size = <PVC requested size> / (1 - (<snapshotReserve
percentage> / 100))

Bei SnapshotReserve = 50 % und PVC-Anforderung = 5 GiB betragt die GesamtgrélRe des Volumes 5/.5 = 10
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GiB und die verfliigbare Grofie betragt 5 GiB, was der vom Benutzer in der PVC-Anforderung angeforderten
Grole entspricht. Die volume show Der Befehl sollte ahnliche Ergebnisse wie in diesem Beispiel anzeigen:

Vserver Volume Aggregate State Type Size Available Used%
_pvc_B89f1cl56_3801_4ded 9f9d_@e34d54c39574
online RW ieGB
_pvc_eB372153_9ad9_474a_95la_@8ael5elc@ba
online RW 1G

2 entries were displayed.

Vorhandene Backends aus friheren Installationen stellen beim Upgrade von Trident Volumes wie oben
beschrieben bereit. Fiir Volumes, die Sie vor dem Upgrade erstellt haben, sollten Sie die GroRRe der Volumes
anpassen, damit die Anderung beriicksichtigt wird. Beispielsweise ein 2-GiB-PVC mit snapshotReserve=50
Das Ergebnis war zuvor ein Volume mit 1 GiB beschreibbarem Speicherplatz. Wenn Sie die GroRRe des
Volumes beispielsweise auf 3 GiB andern, stehen der Anwendung 3 GiB beschreibbarer Speicherplatz auf
einem 6-GiB-Volume zur Verfigung.

Minimale Konfigurationsbeispiele

Die folgenden Beispiele zeigen grundlegende Konfigurationen, bei denen die meisten Parameter
standardmafig belassen werden. Dies ist der einfachste Weg, ein Backend zu definieren.

(D Wenn Sie Amazon FSX auf NetApp ONTAP mit Trident verwenden, empfiehlt es sich, DNS-
Namen fir LIFs anstelle von IP-Adressen anzugeben.

Beispiel fiir die NAS-Okonomie von ONTAP

version: 1

storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password
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Beispiel fiir ONTAP NAS FlexGroup

version: 1

storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svm: svm nfs

username: vsadmin

password: password

Beispiel: MetroCluster

Sie kénnen das Backend so konfigurieren, dass die Backend-Definition nach Umschaltung und einem
Wechsel wahrend nicht manuell aktualisiert werden muss "SVM-Replizierung und Recovery".

Fir nahtloses Switchover und Switchback geben Sie die SVM Uber an managementLIF Und lassen Sie
die aus dataLIF Und svm Parameter. Beispiel:

version: 1
storageDriverName: ontap-nas
managementLIF: 192.168.1.66
username: vsadmin

password: password

Beispiel: SMB Volumes

version: 1

backendName: ExampleBackend
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
nasType: smb

securityStyle: ntfs
unixPermissions: ""
dataLIF: 10.0.0.2
svm: svm nfs
username: vsadmin

password: password


https://docs.netapp.com/de-de/trident/trident-reco/backup.html#svm-replication-and-recovery

Beispiel fiir die zertifikatbasierte Authentifizierung

Dies ist ein minimales Beispiel fur die Back-End-Konfiguration. clientCertificate,

clientPrivateKey, und trustedCACertificate (Optional, wenn Sie eine vertrauenswirdige CA

verwenden) werden ausgeflllt backend. json Und nehmen Sie die base64-kodierten Werte des
Clientzertifikats, des privaten Schlissels und des vertrauenswirdigen CA-Zertifikats.

version: 1

backendName: DefaultNASBackend
storageDriverName: ontap-nas

managementLIF: 10.0.0.1

datalLIF: 10.0.0.15

svm: nfs svm

clientCertificate: ZXROZXJIwYXB...ICMgJ3BhcGVyc?2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3dulIGNsYXNz
storagePrefix: myPrefix

Beispiel fiir eine Richtlinie fiir den automatischen Export

Dieses Beispiel zeigt, wie Sie Trident anweisen konnen, dynamische Exportrichtlinien zu verwenden, um
die Exportrichtlinie automatisch zu erstellen und zu verwalten. Dies funktioniert fir die und ontap-nas-

flexgroup-Treiber gleich ontap-nas-economy.

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
dataLIF: 10.0.0.2
svm: svm nfs
labels:
k8scluster: test-cluster-east-la
backend: testl-nasbackend
autoExportPolicy: true
autoExportCIDRs:
- 10.0.0.0/24
username: admin
password: password

nfsMountOptions: nfsvers=4
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Beispiel fiir IPv6-Adressen

Dieses Beispiel zeigt managementLIF Verwenden einer IPv6-Adresse.

version: 1
storageDriverName: ontap-nas
backendName: nas ipv6 backend
managementLIF: " [5c5d:5edf:8f:7657:bef8:109b:1b41:d491]"
labels:
k8scluster: test-cluster-east-la
backend: testl-ontap-ipvo6
svm: nas_1ipv6_ svm
username: vsadmin

password: password

Amazon FSX fiir ONTAP mit SMB-Volumes — Beispiel

Der smbShare Der Parameter ist fir FSX for ONTAP mit SMB Volumes erforderlich.

version: 1

backendName: SMBBackend

storageDriverName: ontap-nas

managementLIF: example.mgmt.fgdn.aws.com
nasType: smb

dataLIF: 10.0.0.15

svm: nfs svm

smbShare: smb-share

clientCertificate: ZXROZXJwYXB...ICMgJd3BhcGVyc2
clientPrivateKey: vciwKIyAgZG...0cnksIGR1c2NyaX
trustedCACertificate: zcyBbaG...b3Igb3duIGNsYXNz
storagePrefix: myPrefix
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Back-End-Konfigurationsbeispiel mit nameTemplate

version: 1
storageDriverName: ontap-nas
backendName: ontap-nas-backend
managementLIF: <ip address>
svm: svm0
username: <admin>
password: <password>
defaults:
nameTemplate:
"{{.volume.Name}}_{{.labels.cluster}}_{{.volume.Namespace}}_{{.vo\
lume.RequestName} } "
labels:
cluster: ClusterA
PVC: "{{.volume.Namespace}} {{.volume.RequestName}}"

Beispiele fiir Back-Ends mit virtuellen Pools

In den unten gezeigten Beispieldateien flr die Backend-Definition werden spezifische Standardwerte fir alle
Speicherpools festgelegt, z. B. spaceReserve Bei keiner, spaceAllocation Beifalse, und encryption
Bei false. Die virtuellen Pools werden im Abschnitt Speicher definiert.

Trident legt die Bereitstellungsetiketten im Feld ,Kommentare® fest. Kommentare werden auf FlexVol fur oder
FlexGroup flr ontap-nas—-flexgroup gesetzt ontap-nas. Trident kopiert bei der Bereitstellung alle Labels,
die sich in einem virtuellen Pool befinden, auf das Storage-Volume. Storage-Administratoren kdnnen Labels je
virtuellen Pool definieren und Volumes nach Label gruppieren.

In diesen Beispielen legen einige Speicherpools eigene fest spaceReserve, spaceAllocation, und
encryption Werte und einige Pools Uberschreiben die Standardwerte.
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Beispiel: ONTAP NAS

version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm nfs
username: admin
password: <password>
nfsMountOptions: nfsvers=4
defaults:
spaceReserve: none
encryption: "false"
qgosPolicy: standard
labels:
store: nas store
k8scluster: prod-cluster-1
region: us_east 1
storage:
- labels:
app: msoffice
cost: "100"
zone: us_east la
defaults:
spaceReserve: volume
encryption: "true"
unixPermissions: "0755"
adaptiveQosPolicy: adaptive-premium
- labels:
app: slack
cost: "75"
zone: us_east 1b
defaults:
spaceReserve: none
encryption: "true"
unixPermissions: "0755"
- labels:
department: legal
creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

app: wordpress
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cost: "50"
zone: us_east lc
defaults:
spaceReserve: none

encryption: "true"
unixPermissions: "0775"
labels:
app: mysqgldb
cost: "25"
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: "false"
unixPermissions: "0775"



Beispiel fiir ONTAP NAS FlexGroup

version: 1
storageDriverName: ontap-nas-flexgroup
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: flexgroup store
k8scluster: prod-cluster-1
region: us east 1
storage:
- labels:
protection: gold
creditpoints: "50000"
zone: us_east la
defaults:

spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: gold

creditpoints: "30000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

protection: silver

creditpoints: "20000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

protection: bronze

creditpoints: "10000"
zone: us_east 1d
defaults:
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spaceReserve: volume
encryption: "false"

unixPermissions: "0775"
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Beispiel fiir die NAS-Okonomie von ONTAP

version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm nfs
username: vsadmin
password: <password>
defaults:
spaceReserve: none
encryption: "false"
labels:
store: nas_ economy store
region: us east 1
storage:
- labels:
department: finance
creditpoints: "6000"
zone: us_east la
defaults:

spaceReserve: volume

encryption: "true"
unixPermissions: "0755"
- labels:

protection: bronze

creditpoints: "5000"
zone: us_east 1b
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0755"
- labels:

department: engineering

creditpoints: "3000"
zone: us_east lc
defaults:

spaceReserve: none

encryption: "true"
unixPermissions: "0775"
- labels:

department: humanresource
creditpoints: "2000"
zone: us_ east 1d
defaults:
spaceReserve: volume
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encryption: "false"

unixPermissions: "0775"

Back-Ends StorageClasses zuordnen

Die folgenden StorageClass-Definitionen finden Sie unter Beispiele fur Back-Ends mit virtuellen Pools.
Verwenden der parameters.selector Jede StorageClass ruft auf, welche virtuellen Pools zum Hosten
eines Volumes verwendet werden kénnen. Auf dem Volume werden die Aspekte im ausgewahlten virtuellen
Pool definiert.

* Der protection-gold StorageClass wird dem ersten und zweiten virtuellen Pool in zugeordnet ontap-
nas-flexgroup Back-End: Dies sind die einzigen Pools, die Gold-Level-Schutz bieten.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-gold
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=gold"
fsType: "ext4d"

* Der protection-not-gold StorageClass wird dem dritten und vierten virtuellen Pool in zugeordnet
ontap-nas-flexgroup Back-End: Dies sind die einzigen Pools, die Schutz Level nicht Gold bieten.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: protection-not-gold
provisioner: csi.trident.netapp.io
parameters:

selector: "protection!=gold"

fsType: "ext4d"

* Der app-mysqgldb StorageClass wird dem vierten virtuellen Pool in zugeordnet ontap-nas Back-End:
Dies ist der einzige Pool, der Storage-Pool-Konfiguration fiir mysqldb-Typ-App bietet.
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apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: app-mysqgldb
provisioner: csi.trident.netapp.io
parameters:

selector: "app=mysgldb"

fsType: "ext4d"

* Tthe protection-silver-creditpoints-20k StorageClass wird dem dritten virtuellen Pool in
zugeordnet ontap-nas-flexgroup Back-End: Dies ist der einzige Pool mit Silber-Level-Schutz und
20000 Kreditpunkte.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: protection-silver-creditpoints-20k
provisioner: csi.trident.netapp.io
parameters:
selector: "protection=silver; creditpoints=20000"

fsType: "ext4d"

* Der creditpoints-5k StorageClass wird dem dritten virtuellen Pool in zugeordnet ontap-nas Back-
End und der zweite virtuelle Pool im ontap-nas-economy Back-End: Dies sind die einzigen
Poolangebote mit 5000 Kreditpunkten.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: creditpoints-5k
provisioner: csi.trident.netapp.io
parameters:
selector: "creditpoints=5000"
fsType: "ext4d"

Trident entscheidet, welcher virtuelle Pool ausgewahlt wird, und stellt sicher, dass die Speicheranforderungen
erfullt werden.

Aktualisierung dataLIF Nach der Erstkonfiguration

Sie kénnen die dataLIF nach der Erstkonfiguration &ndern, indem Sie den folgenden Befehl ausfiihren, um die
neue Backend-JSON-Datei mit aktualisierter dataLIF bereitzustellen.
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tridentctl update backend <backend-name> -f <path-to-backend-json-file-
with-updated-dataLIF>

@ Wenn PVCs an einen oder mehrere Pods angeschlossen sind, missen Sie alle entsprechenden
Pods herunterfahren und sie dann wieder erstellen, damit die neue DataLIF wirksam wird.

Beispiele fiir sichere SMBs

Backend-Konfiguration mit Ontap-Nas-Treiber

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret

Backend-Konfiguration mit dem Ontap-Nas-Economy-Treiber

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas-economy
managementLIF: 10.0.0.1
svm: svm2
nasType: smb
defaults:
adAdminUser: tridentADtest
credentials:
name: backend-tbc-ontap-invest-secret
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Backend-Konfiguration mit Speicherpool

apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.0.0.1
svm: svm0
useREST: false
storage:
- labels:
app: msoffice
defaults:
adAdminUser: tridentADuser
nasType: smb
credentials:
name: backend-tbc-ontap-invest-secret

Beispiel einer Speicherklasse mit dem Ontap-Nas-Treiber

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADtest
parameters:
backendType: ontap-nas
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret—-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete

volumeBindingMode: Immediate

Stellen Sie sicher, dass Sie hinzufligen annotations um sicheres SMB zu aktivieren. Sicheres
SMB funktioniert ohne die Anmerkungen nicht, unabhangig von den im Backend oder PVC
festgelegten Konfigurationen.
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Beispiel einer Speicherklasse mit dem Treiber ontap-nas-economy

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-smb-sc
annotations:
trident.netapp.io/smbShareAdUserPermission: change
trident.netapp.io/smbShareAdUser: tridentADuser3
parameters:
backendType: ontap-nas-economy
csi.storage.k8s.io/node-stage-secret-name: smbcreds
csi.storage.k8s.io/node-stage-secret-namespace: trident
trident.netapp.io/nasType: smb
provisioner: csi.trident.netapp.io
reclaimPolicy: Delete
volumeBindingMode: Immediate

PVC-Beispiel mit einem einzelnen AD-Benutzer

apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-pvcéd
namespace: trident
annotations:
trident.netapp.io/smbShareAccessControl: |
change:
- tridentADtest
read:
- tridentADuser
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: ontap-smb-sc

PVC-Beispiel mit mehreren AD-Benutzern

112



apiVersion: vl
kind: PersistentVolumeClaim
metadata:
name: my-test-pvc
annotations:
trident.netapp.io/smbShareAccessControl: |
full control:
- tridentTestuser
- tridentuser
- tridentTestuserl
- tridentuserl
change:
- tridentADuser
- tridentADuserl
- tridentADuser4
- tridentTestuser?
read:
- tridentTestuser?
- tridentTestuser3
- tridentADuser?
- tridentADuser3
spec:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1Gi

Amazon FSX fur NetApp ONTAP

Verwenden Sie Trident mit Amazon FSX fur NetApp ONTAP

"Amazon FSX fur NetApp ONTAP" Ist ein vollstandig gemanagter AWS Service, mit dem
Kunden Filesysteme auf Basis des NetApp ONTAP Storage-Betriebssystems starten und
ausfuhren konnen. Mit FSX fur ONTAP konnen Sie bekannte NetApp Funktionen sowie
die Performance und Administration nutzen und gleichzeitig die Einfachheit, Agilitat,
Sicherheit und Skalierbarkeit beim Speichern von Daten in AWS nutzen. FSX fur ONTAP
unterstutzt ONTAP Dateisystemfunktionen und Administrations-APls.

Die Integration des Filesystems Amazon FSX for NetApp ONTAP mit Trident stellt sicher, dass Kubernetes-
Cluster, die in Amazon Elastic Kubernetes Service (EKS) ausgeflhrt werden, persistente Block- und
dateibasierte Volumes mit ONTAP bereitstellen kénnen.

Ein Dateisystem ist die primare Ressource in Amazon FSX, analog zu einem ONTAP-Cluster vor Ort.

Innerhalb jeder SVM kénnen Sie ein oder mehrere Volumes erstellen, bei denen es sich um Daten-Container
handelt, die die Dateien und Ordner im Filesystem speichern. Mit Amazon FSX fir NetApp ONTAP wird als
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gemanagtes Dateisystem in der Cloud zur Verfiigung gestellt. Der neue Dateisystemtyp heifl3t NetApp ONTAP.

Durch den Einsatz von Trident mit Amazon FSX for NetApp ONTAP konnen Sie sicherstellen, dass
Kubernetes-Cluster, die im Amazon Elastic Kubernetes Service (EKS) ausgeflihrt werden, persistente Block-
und dateibasierte Volumes bereitstellen kdnnen, die von ONTAP unterstltzt werden.

Anforderungen

"Trident-Anforderungen erfullt"Um FSX for ONTAP mit Trident zu integrieren, bendétigen Sie zusatzlich:

* Ein vorhandener Amazon EKS-Cluster oder selbst verwalteter Kubernetes-Cluster mit kubect1 Installiert.

 Ein vorhandenes Amazon FSX for NetApp ONTAP-Filesystem und eine Storage Virtual Machine (SVM),
die Uber die Worker-Nodes lhres Clusters erreichbar ist.

e Worker-Nodes, die vorbereitet sind "NFS oder iSCSI".

@ Achten Sie darauf, dass Sie die fliir Amazon Linux und Ubuntu erforderlichen Schritte zur
Knotenvorbereitung befolgen "Amazon Machine Images" (Amis) je nach EKS AMI-Typ.

Uberlegungen

* SMB Volumes:
° SMB Volumes werden mit unterstiitzt ontap-nas Nur Treiber.
o SMB-Volumes werden vom Trident EKS Add-on nicht unterstitzt.

o Trident unterstitzt nur SMB Volumes, die in Pods gemountet sind, die nur auf Windows Nodes
ausgefiihrt werden. Weitere Informationen finden Sie unter "Vorbereitung zur Bereitstellung von SMB
Volumes" .

 Vor Trident 24.02 konnten auf Amazon FSX-Dateisystemen erstellte Volumes, bei denen automatische
Backups aktiviert sind, von Trident nicht geldscht werden. Um dieses Problem in Trident 24.02 oder héher
zu vermeiden, geben Sie apikey in der Backend-Konfigurationsdatei fir AWS FSX fur ONTAP , AWS
apiRegion und AWS secretKey an fsxFilesystemID.

Wenn Sie eine IAM-Rolle als Trident angeben, kénnen Sie die Felder , apiKey und
secretKey explizit als Trident auslassen apiRegion. Weitere Informationen finden Sie
unter "FSX fir ONTAP Konfigurationsoptionen und Beispiele".

Gleichzeitige Nutzung von Trident SAN/iSCSI und EBS-CSI-Treiber

Wenn Sie Ontap-San-Treiber (z. B. iSCSI) mit AWS (EKS, ROSA, EC2 oder einer anderen Instanz) verwenden
mochten, kann es bei der auf den Knoten erforderlichen Multipath-Konfiguration zu Konflikten mit dem CSI-
Treiber von Amazon Elastic Block Store (EBS) kommen. Um sicherzustellen, dass Multipathing funktioniert,
ohne EBS-Festplatten auf demselben Knoten zu beeintrachtigen, missen Sie EBS aus Ilhrem Multipathing-
Setup ausschlief3en. Dieses Beispiel zeigt eine multipath.conf Datei, die die erforderlichen Trident
Einstellungen enthalt und gleichzeitig EBS-Festplatten vom Multipathing ausschlief3t:
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defaults {
find multipaths no

}
blacklist {

device {
vendor "NVME"
product "Amazon Elastic Block Store"

Authentifizierung

Trident bietet zwei Authentifizierungsmodi.

* Anmeldeinformationsbasiert (empfohlen): Speichert Anmeldeinformationen sicher in AWS Secrets
Manager. Sie kdnnen den Benutzer fiir Ihr Dateisystem oder den fir lhre SVM konfigurierten Benutzer
verwenden fsxadmin vsadmin .

Trident wird voraussichtlich als SVM-Benutzer oder als Benutzer mit einem anderen Namen,
der dieselbe Rolle hat, ausgefihrt vsadmin. Amazon FSX for NetApp ONTAP hat einen

@ fsxadmin Benutzer, der den ONTAP-Cluster-Benutzer nur eingeschrankt ersetzt admin.
Wir empfehlen die Verwendung vsadmin mit Trident.

 Zertifikat-basiert: Trident kommuniziert tGber ein auf lhrer SVM installiertes Zertifikat mit der SVM auf Ihrem
FSX Filesystem.

Weitere Informationen zur Aktivierung der Authentifizierung finden Sie in der Authentifizierung fiir lhren
Treibertyp:

* "ONTAP NAS-Authentifizierung"
* "ONTAP SAN-Authentifizierung"

Getestete Amazon Machine Images (Amis)

Der EKS Cluster unterstutzt zwar verschiedene Betriebssysteme, AWS hat jedoch bestimmte Amazon
Machine Images (Amis) flr Container und EKS optimiert. Die folgenden AMIs wurden mit NetApp Trident 25.02
getestet.

AMI NAS NAS- ISCSI iISCSI-Economy
Wirtschaftlichkeit

AL2023_x86_64_ ST Ja. Ja. Ja. Ja.

ANDARD

AL2_ x86_64 Ja. Ja. Ja* Ja*

BOTTLEROCKET_x Ja** Ja. K. A. K. A.

86_64

AL2023_ARM_64_S Ja. Ja. Ja. Ja.

TANDARD
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AL2_ARM_64 Ja. Ja. Ja* Ja*
BOTTLEROCKET A Ja** Ja. K. A. K. A.
RM_64

» * Das Loschen des PV ist ohne Neustart des Knotens nicht méglich
* ** Funktioniert nicht mit NFSv3 mit Trident Version 25.02.

Wenn Ihr gewlinschtes AMI hier nicht aufgeflihrt ist, bedeutet dies nicht, dass es nicht
@ unterstitzt wird, sondern dass es einfach nicht getestet wurde. Diese Liste dient als Leitfaden
fur AMIs, von denen bekannt ist, dass sie funktionieren.

Tests durchgefiihrt mit:

* EKS-Version: 1.32

* Installationsmethode: Helm 25.06 und als AWS-Add-On 25.06
* FUr NAS wurden sowohl NFSv3 als auch NFSv4.1 getestet.

* FUr SAN wurde nur iSCSI getestet, nicht NVMe-of.

Durchgefiihrte Tests:

* Erstellen: Storage-Klasse, pvc, POD

» Léschen: Pod, pvc (normal, gtree/lun — Economy, NAS mit AWS Backup)
Weitere Informationen

+ "Dokumentation zu Amazon FSX fur NetApp ONTAP"
 "Blogbeitrag zu Amazon FSX fiir NetApp ONTAP"

IAM-Rolle und AWS Secret erstellen

Sie kdnnen Kubernetes-Pods fur den Zugriff auf AWS-Ressourcen konfigurieren, indem
Sie sich als AWS IAM-Rolle authentifizieren anstatt dafir explizite AWS-Anmeldedaten
bereitstellen zu mussen.

@ Um sich mit einer AWS IAM-Rolle zu authentifizieren, miissen Sie Uiber ein Kubernetes-Cluster
mit EKS verfligen.
Erstellen Sie den AWS Secrets Manager Secret

Da Trident APIs gegen einen FSX vserver ausstellen wird, um den Speicher fir Sie zu verwalten, bendtigt es
Anmeldeinformationen, um dies zu tun. Diese Zugangsdaten kénnen Sie sicher Uber ein AWS Secrets
Manager Secret Ubermitteln. Daher, wenn Sie noch nicht Uber eine, missen Sie ein AWS Secrets Manager
Secret, die die Anmeldeinformationen flr das vsadmin-Konto enthalt erstellen.

Dieses Beispiel erstellt einen AWS Secret Manager Secret, um Trident CSI-Anmeldedaten zu speichern:
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aws secretsmanager create-secret --name trident-secret --description
"Trident CSI credentials"\
-—-secret-string

"{\"username\" :\"vsadmin\", \"password\":\"<svmpassword>\"}"

IAM-Richtlinie erstellen

Fir die korrekte Ausfliihrung von Trident-Berechtigungen sind ebenfalls AWS-Berechtigungen erforderlich.

Daher mussen Sie eine Richtlinie erstellen, die Trident die erforderlichen Berechtigungen erteilt.

In den folgenden Beispielen wird eine IAM-Richtlinie Gber die AWS-CLI erstellt:
aws lam create-policy —--policy-name AmazonFSxNCSIDriverPolicy --policy
-document file://policy.json

—-—-description "This policy grants access to Trident CSI to FSxN and
Secrets manager"

JSON-Beispiel fiir Richtlinien:
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"Statement": |
{

"Action": [
"fsx:DescribeFileSystems",
"fsx:DescribeVolumes",
"fsx:CreateVolume",
"fsx:RestoreVolumeFromSnapshot",
"fsx:DescribeStorageVirtualMachines",
"fsx:UntagResource",
"fsx:UpdateVolume",
"fsx:TagResource",

"fsx:DeleteVolume"

1,

"Effect": "Allow",
"Resource": "*"
by
{
"Action": "secretsmanager:GetSecretValue",
"Effect": "Allow",
"Resource": "arn:aws:secretsmanager:<aws-region>:<aws—-account-

id>:secret:<aws-secret-manager—-name>*"
}

1y
"Version": "2012-10-17"

Erstellen Sie eine Pod-ldentitét oder IAM-Rolle fiir die Dienstkontozuordnung (IRSA).

Sie kdnnen ein Kubernetes-Dienstkonto so konfigurieren, dass es eine AWS Identity and Access Management
(IAM)-Rolle mit EKS-Pod-Identitat oder eine IAM-Rolle fur die Dienstkontozuordnung (IRSA) Gbernimmt. Alle
Pods, die fur die Verwendung des Dienstkontos konfiguriert sind, kbnnen dann auf alle AWS-Dienste zugreifen,
fur die die Rolle Zugriffsberechtigungen besitzt.
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Pod-ldentitat

Amazon EKS Pod Identity-Zuordnungen bieten die Méglichkeit, Anmeldeinformationen fir lhre
Anwendungen zu verwalten, dhnlich wie Amazon EC2-Instance-Profile Anmeldeinformationen fur
Amazon EC2-Instances bereitstellen.

Installieren Sie Pod Identity auf lhrem EKS-Cluster:

Sie kdnnen die Pod-Identitat Gber die AWS-Konsole oder mit dem folgenden AWS CLI-Befehl erstellen:
aws eks create-addon --cluster-name <EKS CLUSTER NAME> --addon-name
eks-pod-identity-agent

Weitere Informationen finden Sie unter "Einrichten des Amazon EKS Pod Identity Agent" .

Erstellen Sie trust-relationship.json:

Erstellen Sie trust-relationship.json, damit der EKS-Dienstprinzipal diese Rolle fiir die Pod-ldentitat

Ubernehmen kann. Erstellen Sie anschlieRend eine Rolle mit dieser Vertrauensrichtlinie:

aws lam create-role \

--role-name fsxn-csi-role --assume-role-policy-document file://trust-
relationship.json \

-—-description "fsxn csi pod identity role"

trust-relationship.json-Datei:

"Version": "2012-10-17",
"Statement": |

{

"Effect": "Allow",
"Principal": {
"Service": "pods.eks.amazonaws.com"
by
"Action": [

"sts:AssumeRole",
"sts:TagSession"

Fiigen Sie die Rollenrichtlinie der IAM-Rolle hinzu:

Flgen Sie die Rollenrichtlinie aus dem vorherigen Schritt an die erstellte IAM-Rolle an:
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aws iam attach-role-policy \
--policy-arn arn:aws:iam::aws:111122223333:policy/fsxn-csi-policy \

-—-role-name fsxn-csi-role

Erstellen Sie eine Pod-ldentitatszuordnung:

Erstellen Sie eine Pod-ldentitatszuordnung zwischen der IAM-Rolle und dem Trident-Dienstkonto
(Trident-Controller).

aws eks create-pod-identity-association \
--cluster-name <EKS CLUSTER NAME> \
--role-arn arn:aws:iam::111122223333:role/fsxn-csi-role \

--namespace trident --service-account trident-controller

IAM-Rolle fiir die Dienstkontozuordnung (IRSA)
Verwenden der AWS CLI:

aws lam create-role --role-name AmazonEKS FSxN CSI DriverRole \

-—-assume-role-policy-document file://trust-relationship.json

Trust-Relationship.json-Datei:

"Version": "2012-10-17",
"Statement": [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::<account id>:oidc-
provider/<oidc provider>"

by

"Action": "sts:AssumeRoleWithWebIdentity",
"Condition": {
"StringEquals": {
"<oidc provider>:aud": "sts.amazonaws.com",

"<oidc provider>:sub":
"system:serviceaccount:trident:trident-controller"

}
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Aktualisieren Sie die folgenden Werte in der trust-relationship.json Datei:

» <account_id> - lhre AWS-Konto-ID

» <oidc_provider> - das OIDC |hres EKS-Clusters. Sie kdnnen den oidc_Provider erhalten, indem Sie
Folgendes ausfihren:

aws eks describe-cluster --name my-cluster --query
"cluster.identity.oidc.issuer"\
--output text | sed -e "s/“https:\/\///"

Die IAM-Rolle mit der IAM-Richtlinie verkniipfen:

Nachdem die Rolle erstellt wurde, hangen Sie die Richtlinie (die im obigen Schritt erstellt wurde) mit
diesem Befehl an die Rolle an:

aws iam attach-role-policy --role-name my-role —--policy-arn <IAM policy
ARN>

Verify OICD Provider is associated:

Vergewissern Sie sich, dass der OIDC-Anbieter dem Cluster zugeordnet ist. Sie kdnnen sie mit diesem
Befehl Uberprifen:

aws iam list-open-id-connect-providers | grep Soidc id | cut -d "/" -f4

Wenn die Ausgabe leer ist, weisen Sie IAM OIDC mit dem folgenden Befehl dem Cluster zu:

eksctl utils associate-iam-oidc-provider --cluster Scluster name
--approve

Wenn Sie eksctl verwenden, verwenden Sie das folgende Beispiel, um eine IAM-Rolle fir ein
Dienstkonto in EKS zu erstellen:

eksctl create iamserviceaccount --name trident-controller --namespace
trident \

-—cluster <my-cluster> --role-name AmazonEKS FSxN CSI DriverRole
--role-only \

-—attach-policy-arn <IAM-Policy ARN> --approve

Installation Von Trident

Trident optimiert das Amazon FSX fur NetApp ONTAP Storage-Management in
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Kubernetes, damit sich Ihre Entwickler und Administratoren voll und ganz auf den
Applikationseinsatz konzentrieren konnen.

Sie kdnnen Trident mit einer der folgenden Methoden installieren:

* Helm
 EKS-Add-on

Wenn Sie die Snapshot-Funktionalitat nutzen méchten, installieren Sie das Add-On fiir den CSI-Snapshot-
Controller. Weitere Informationen finden Sie unter "Snapshot-Funktionalitat fur CSI-Volumes aktivieren" .

Trident liber Helm installieren
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Pod-ldentitat
1. Trident Helm Repository hinzufligen:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. Installieren Sie Trident anhand des folgenden Beispiels:

helm install trident-operator netapp-trident/trident-operator

—--version 100.2502.1 --namespace trident --create-namespace

Mit dem Befehl kdbnnen helm 1ist Sie Installationsdetails wie Name, Namespace, Diagramm,
Status, App-Version und Revisionsnummer Uberprfen.

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2502.0 25.02.0

Dienstkontozuordnung (IRSA)
1. Trident Helm Repository hinzufligen:

helm repo add netapp-trident https://netapp.github.io/trident-helm-
chart

2. Legen Sie die Werte fir Cloud-Anbieter und Cloud-ldentitat fest:

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 \

--set cloudProvider="AWS" \

--set cloudIdentity=""'eks.amazonaws.com/role-arn:
arn:aws:iam::<accountID>:role/<AmazonEKS FSxN CSI DriverRole>'" \
-—namespace trident \

——Create—-namespace
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Mit dem Befehl kdnnen helm 1ist Sie Installationsdetails wie Name, Namespace, Diagramm,
Status, App-Version und Revisionsnummer Uberprfen.

helm list -n trident

NAME NAMESPACE REVISION UPDATED

STATUS CHART APP VERSION
trident-operator trident 1 2024-10-14
14:31:22.463122 +0300 IDT deployed trident-operator-

100.2510.0 25.10.0

Wenn Sie iSCSI verwenden mochten, stellen Sie sicher, dass iSCSI auf lhrem Client-Rechner
aktiviert ist. Wenn Sie das AL2023 Worker Node OS verwenden, kdnnen Sie die Installation des
iSCSI-Clients automatisieren, indem Sie den Parameter ,node prep® in der Helm-Installation
hinzufiigen:

®

helm install trident-operator netapp-trident/trident-operator
--version 100.2502.1 --namespace trident --create-namespace —-

set nodePrep={iscsi}

Installieren Sie Trident liber das EKS-Add-on

Das Trident EKS Add-on enthalt die neuesten Sicherheitspatches und Bug Fixes. Es wurde von AWS fir die
Zusammenarbeit mit Amazon EKS validiert. Mit dem EKS-Add-on kénnen Sie sicherstellen, dass lhre Amazon
EKS-Cluster sicher und stabil sind und den Arbeitsaufwand fur die Installation, Konfiguration und
Aktualisierung von Add-Ons verringern.

Voraussetzungen

Stellen Sie sicher, dass folgende Voraussetzungen erflllt sind, bevor Sie das Trident Add-on fir AWS EKS
konfigurieren:

* Ein Amazon EKS Cluster-Konto mit Add-on-Abonnement

* AWS Berechtigungen fur den AWS Marketplace:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI-Typ: Amazon Linux 2 (AL2_x86_64) oder Amazon Linux 2 Arm(AL2_ARM_64)
* Knotentyp: AMD oder ARM
* Ein bestehendes Amazon FSX fir NetApp ONTAP-Filesystem
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Aktivieren Sie das Trident Add-on fiir AWS

125



Management-Konsole

1.
2.
3.

Offnen Sie die Amazon EKS Konsole unter https://console.aws.amazon.com/eks/home#/clusters.
Wahlen Sie im linken Navigationsbereich Cluster aus.

Wahlen Sie den Namen des Clusters aus, fir den Sie das NetApp Trident-CSI-Add-On konfigurieren
mochten.

Wahlen Sie Add-ons und dann Weitere Add-Ons.

5. Fuhren Sie die folgenden Schritte aus, um das Add-on auszuwahlen:

a. Scrollen Sie nach unten zum Abschnitt AWS Marketplace-Add-ons und geben Sie ,,Trident" in
das Suchfeld ein.

b. Aktivieren Sie das Kontrollkastchen in der oberen rechten Ecke des Felds , Trident by NetApp“.
c. Wahlen Sie Weiter.

Gehen Sie auf der Seite Ausgewahlte Add-Ons konfigurieren-Einstellungen wie folgt vor:

@ Uberspringen Sie diese Schritte, wenn Sie die Pod Identity-Zuordnung
verwenden.

a. Wahlen Sie die Version aus, die Sie verwenden mochten.

b. Wenn Sie die IRSA-Authentifizierung verwenden, achten Sie darauf, die in den optionalen
Konfigurationseinstellungen verfiigbaren Konfigurationseinstellungen festzulegen:

= Wahlen Sie die Version aus, die Sie verwenden mochten.

= Folgen Sie dem Add-on-Konfigurationsschema und setzen Sie den Parameter
configurationValues im Abschnitt Konfigurationswerte auf die Rollen-ARN, die Sie im
vorherigen Schritt erstellt haben (der Wert sollte das folgende Format haben):

"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",
"cloudProvider": "AWS"

+
Wenn Sie fur die Konfliktidssungsmethode Uberschreiben auswahlen, kénnen eine oder mehrere
Einstellungen fur das vorhandene Add-On mit den Amazon EKS-Zusatzeinstellungen tberschrieben
werden. Wenn Sie diese Option nicht aktivieren und es einen Konflikt mit Ihren bestehenden
Einstellungen gibt, schlagt der Vorgang fehl. Sie kénnen die resultierende Fehlermeldung verwenden,
um den Konflikt zu beheben. Bevor Sie diese Option auswahlen, stellen Sie sicher, dass das Amazon
EKS-Add-On keine Einstellungen verwaltet, die Sie selbst verwalten missen.

Wahlen Sie Weiter.

Wihlen Sie auf der Seite Uberpriifen und Hinzufiigen Erstellen.

Nachdem die Installation des Add-ons abgeschlossen ist, wird das installierte Add-on angezeigt.

AWS CLI
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1. Erstellen Sie die add-on. json Datei:

Verwenden Sie fiir die Pod-ldentitat das folgende Format:

@ Verwenden Sie die

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.l1",

Verwenden Sie fiir die IRSA-Authentifizierung das folgende Format:

"clusterName": "<eks-cluster>",
"addonName": "netapp trident-operator",
"addonVersion": "v25.6.0-eksbuild.1",
"serviceAccountRoleArn": "<role ARN>",

"configurationValues": {
"cloudIdentity": "'eks.amazonaws.com/role-arn: <role ARN>'",

"cloudProvider": "AWS"

@ Ersetzen Sie <role ARN> diese durch die ARN der Rolle, die im vorherigen Schritt erstellt
wurde.

2. Installieren Sie das Trident EKS-Add-on.

aws eks create-addon --cli-input-json file://add-on.json

Eksctl
Mit dem folgenden Beispielbefehl wird das Trident EKS Add-On installiert:

eksctl create addon --name netapp trident-operator --cluster

<cluster name> --force

Aktualisieren Sie das Trident EKS-Add-On
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Management-Konsole
1. Offnen Sie die Amazon EKS Konsole https://console.aws.amazon.com/eks/home#/clusters.

2. Wahlen Sie im linken Navigationsbereich Cluster aus.

3. Wahlen Sie den Namen des Clusters aus, fir den Sie das NetApp Trident-CSI-Add-On aktualisieren
mochten.

4. Wahlen Sie die Registerkarte Add-ons.
5. Wahlen Sie Trident by NetApp und dann Bearbeiten.
6. Gehen Sie auf der Seite Configure Trident by NetApp wie folgt vor:
a. Wahlen Sie die Version aus, die Sie verwenden mochten.
b. Erweitern Sie die Optionale Konfigurationseinstellungen und andern Sie sie nach Bedarf.

c. Wahlen Sie Anderungen speichern.

AWS CLI
Im folgenden Beispiel wird das EKS-Add-on aktualisiert:

aws eks update-addon --cluster-name <eks cluster name> --addon-name

netapp trident-operator --addon-version v25.6.0-eksbuild.l \
--service-account-role-arn <role-ARN> --resolve-conflict preserve \
--configuration-values “{\"cloudIdentity\":

\"'eks.amazonaws.com/role-arn: <role ARN>'\"}"

Eksctl

* Uberpriifen Sie die aktuelle Version des FSxN Trident CSI-Add-ons. Ersetzen Sie my-cluster den
Cluster-Namen.

eksctl get addon --name netapp trident-operator --cluster my-cluster

Beispielausgabe:

NAME VERSION STATUS ISSUES
IAMROLE UPDATE AVAILABLE CONFIGURATION VALUES

netapp trident-operator v25.6.0-eksbuild.1l ACTIVE 0
{"cloudIdentity":"'eks.amazonaws.com/role-arn:

arn:aws:iam::139763910815:role/AmazonEKS FSXN CSI DriverRole'"}

 Aktualisieren Sie das Add-on auf die Version, DIE unter UPDATE zurlckgegeben wurde, DIE in der
Ausgabe des vorherigen Schritts VERFUGBAR iist.

eksctl update addon --name netapp trident-operator --version

v25.6.0-eksbuild.l --cluster my-cluster --force
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Wenn Sie die Option entfernen —--force und eine der Amazon EKS-Zusatzeinstellungen mit lhren
vorhandenen Einstellungen in Konflikt steht, schlagt die Aktualisierung des Amazon EKS-Zusatzes fehl.
Sie erhalten eine Fehlermeldung, um den Konflikt zu beheben. Bevor Sie diese Option angeben, stellen
Sie sicher, dass das Amazon EKS-Add-On keine Einstellungen verwaltet, die Sie verwalten missen, da
diese Einstellungen mit dieser Option Uberschrieben werden. Weitere Informationen zu anderen Optionen
fur diese Einstellung finden Sie unter "Add-Ons". Weitere Informationen zum Field Management von
Amazon EKS Kubernetes finden Sie unter "Auliendienstmanagement von Kubernetes".

Deinstallieren Sie das Trident EKS-Add-On bzw. entfernen Sie es

Sie haben zwei Optionen zum Entfernen eines Amazon EKS-Add-ons:

» Add-on-Software auf lhrem Cluster beibehalten — Diese Option entfernt die Amazon EKS-Verwaltung
aller Einstellungen. Amazon EKS kann Sie auch nicht mehr tiber Updates informieren und das Amazon
EKS-Add-On automatisch aktualisieren, nachdem Sie ein Update gestartet haben. Die Add-on-Software
auf dem Cluster bleibt jedoch erhalten. Mit dieser Option wird das Add-On zu einer selbstverwalteten
Installation anstatt zu einem Amazon EKS-Add-on. Bei dieser Option haben Add-on keine Ausfallzeiten.
Behalten Sie die Option im Befehl bei --preserve , um das Add-on beizubehalten.

* Entfernen Sie Add-on-Software komplett aus lhrem Cluster — NetApp empfiehlt, das Amazon EKS-
Add-on nur dann aus Ihrem Cluster zu entfernen, wenn es keine Ressourcen auf Ihrem Cluster gibt, die
davon abhangen. Entfernen Sie die --preserve Option aus dem delete Befehl, um das Add-On zu
entfernen.

@ Wenn dem Add-On ein IAM-Konto zugeordnet ist, wird das IAM-Konto nicht entfernt.
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Management-Konsole
1. Offnen Sie die Amazon EKS Konsole unter https://console.aws.amazon.com/eks/home#/clusters.

2. Wahlen Sie im linken Navigationsbereich Cluster aus.

3. Wahlen Sie den Namen des Clusters aus, fir den Sie das NetApp Trident CSI-Add-On entfernen
mochten.

4. Wahlen Sie die Registerkarte Add-ons und dann Trident by NetApp.*
5. Wahlen Sie Entfernen.
6. Gehen Sie im Dialogfeld Remove netapp_Trident-Operator confirmation wie folgt vor:

a. Wenn Amazon EKS die Verwaltung der Einstellungen fiir das Add-On einstellen soll, wahlen Sie
auf Cluster beibehalten aus. Flihren Sie diese Option aus, wenn Sie die Add-on-Software auf
dem Cluster beibehalten mochten, damit Sie alle Einstellungen des Add-ons selbst verwalten
koénnen.

b. Geben Sie netapp_Trident-Operator ein.

c. Wahlen Sie Entfernen.

AWS CLI
Ersetzen my-cluster Sie den Namen des Clusters, und fuhren Sie dann den folgenden Befehl aus.

aws eks delete-addon --cluster-name my-cluster --addon-name
netapp trident-operator --preserve
Eksctl

Mit dem folgenden Befehl wird das Trident EKS-Add-On deinstalliert:

eksctl delete addon --cluster K8s-arm --name netapp trident-operator

Konfigurieren Sie das Speicher-Back-End

Integration von ONTAP-SAN- und NAS-Treibern

Um ein Storage-Backend zu erstellen, miissen Sie eine Konfigurationsdatei im JSON- oder YAML-Format
erstellen. Die Datei muss den gewtinschten Speichertyp (NAS oder SAN), das Dateisystem und die SVM
angeben, von der sie abgerufen werden soll, und wie die Authentifizierung mit ihr durchgefiihrt werden soll. Im
folgenden Beispiel wird gezeigt, wie NAS-basierter Storage definiert wird und wie ein AWS-Schllissel zum
Speichern der Zugangsdaten fir die zu verwendende SVM verwendet wird:
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YAML

apiVersion:
kind:
metadata:

trident.netapp.io/vl
TridentBackendConfig
name: backend-tbc-ontap-nas
namespace: trident
spec:
version: 1
storageDriverName: ontap-nas
backendName: tbc-ontap-nas
svm: svm-name
aws:
fsxFilesystemID: fS—-XXXXXXXXXX
credentials:
name: "arn:aws:secretsmanager:us-west-2:XXXXXXXX
name"

type: awsarn

JSON

"apiVersion":
"kind": "TridentBackendConfig",
"metadata": {

"name" :

"trident.netapp.io/v1l",

"backend-tbc-ontap-nas"
"namespace": "trident"
b
"Spec" . {
"version": 1,
"storageDriverName": "ontap-nas",
"backendName": "tbc-ontap-nas",
"svm": "svm-name",
"aws": {
"fsxFilesystemID": "fs—-XXXXXXXXXX"
b
"managementLIF": null,
"credentials": {
"name": "arn:aws
name",

"type": "awsarn"

:secretsmanager:us-west—2:XXXXXXXX:secret

:secret:secret-

:secret-
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FUhren Sie die folgenden Befehle aus, um die Trident-Backend-Konfiguration (TBC) zu erstellen und zu
validieren:

« Erstellen Sie die Trident-Backend-Konfiguration (TBC) aus der yaml-Datei, und fiihren Sie den folgenden

Befehl aus:

kubectl create -f backendconfig.yaml -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-nas created

« Uberpriifen Sie, ob die Trident-Backend-Konfiguration (TBC) erfolgreich erstellt wurde:

Kubectl get tbc -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS

backend-tbc-ontap-nas tbc-ontap-nas 933e0071-66ce-4324-
b9ff-f96d916acb5e9 Bound Success

FSX fiir ONTAP-Treiber Details

Sie kdnnen Trident mithilfe der folgenden Treiber in Amazon FSX for NetApp ONTAP integrieren:
* ontap-san: Jedes bereitgestellte PV ist eine LUN innerhalb seines eigenen Amazon FSX fiir NetApp
ONTAP-Volumens. Empfohlen fur Blocklagerung.

* ontap-nas: Jedes bereitgestellte PV ist ein vollstdndiges Amazon FSX fir NetApp ONTAP Volumen. Fir
NFS und SMB empfohlen.

* ontap-san-economy: Jedes bereitgestellte PV ist eine LUN mit einer konfigurierbaren Anzahl an LUNs
pro Amazon FSX fir das NetApp ONTAP Volume.

* ontap-nas-economy: Jedes bereitgestellte PV ist ein gtree mit einer konfigurierbaren Anzahl von gtrees
pro Amazon FSX fur NetApp ONTAP Volume.

* ontap-nas-flexgroup: Jedes bereitgestellte PV ist ein vollstandiger Amazon FSX fur NetApp ONTAP
FlexGroup Volume.

Informationen zum Treiber finden Sie unter "NAS-Treiber" Und "SAN-Treiber".

Nachdem die Konfigurationsdatei erstellt wurde, fihren Sie diesen Befehl aus, um sie in lhrem EKS zu
erstellen:

kubectl create -f configuration file
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Fihren Sie den folgenden Befehl aus, um den Status zu Uberprtfen:

kubectl get tbc -n trident

NAME BACKEND NAME

PHASE STATUS

backend-fsx-ontap-nas backend-fsx-ontap-nas
f2f4c87fa629 Bound Success

Erweiterte Back-End-Konfiguration und Beispiele

Die Back-End-Konfigurationsoptionen finden Sie in der folgenden Tabelle:

Parameter Beschreibung

version

storageDriverName Name des Speichertreibers

backendName Benutzerdefinierter Name oder das
Storage-Backend
managementLIF IP-Adresse eines Clusters oder

einer SVM-Management-LIF Ein
vollstandig qualifizierter Domain-
Name (FQDN) kann angegeben
werden. Kann so eingestellt
werden, dass IPv6-Adressen
verwendet werden, wenn Trident
mit dem IPv6-Flag installiert wurde.
IPv6-Adressen mussen in eckigen
Klammern definiert werden, z. B.
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555]. Wenn Sie den im aws
Feld angeben fsxFilesystemID,
mussen Sie den nicht angeben
managementLIF, da Trident die
SVM-Informationen von AWS abruft
managementLIF. Daher missen
Sie die Anmeldedaten fur einen
Benutzer unter der SVM (z. B.
vsadmin) angeben, und der
Benutzer muss Uber die Rolle
verflgen vsadmin .

BACKEND UUID

7a551921-997c-4c37-aldl-

Beispiel
Immer 1

ontap-nas, ontap-nas-
economy, ontap—-nas-
flexgroup, ontap-san, ontap-
san—-economy

Treibername + , “ + DatenLIF

,10.0.0.1%, ,[2001:1234:abcd::fefe]”
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Parameter Beschreibung Beispiel

datallIF IP-Adresse des LIF-Protokolls.
ONTAP NAS-Treiber: NetApp
empfiehlt die Angabe der DatenLIF.
Wenn nicht angegeben, ruft Trident
die DatenLIFs von der SVM ab. Sie
kdnnen einen vollstandig
qualifizierten Domanennamen
(FQDN) angeben, der fir die NFS-
Mount-Vorgange verwendet werden
soll. Dadurch kénnen Sie ein
Round-Robin-DNS erstellen, um
den Lastausgleich Uber mehrere
DatenLIFs hinweg zu ermdglichen.
Kann nach der Anfangseinstellung
geandert werden. Siehe . ONTAP-
SAN-Treiber: Geben Sie nicht fur
iSCSI an. Trident verwendet die
selektive LUN-Zuordnung von
ONTAP, um die iSCI LIFs zu
ermitteln, die fur die Einrichtung
einer Multi-Path-Sitzung
erforderlich sind. Eine Warnung
wird erzeugt, wenn dataLIF explizit
definiert ist. Kann so eingestellt
werden, dass IPv6-Adressen
verwendet werden, wenn Trident
mit dem IPv6-Flag installiert wurde.
IPv6-Adressen mussen in eckigen
Klammern definiert werden, z. B.
[28e8:d9fb:a825:b7bf:69a8:d02f:9e
7b:3555].

autoExportPolicy Aktivieren Sie die automatische false
Erstellung von Exportrichtlinien und
aktualisieren Sie [Boolean]. Mithilfe
der autoExportPolicy Optionen
und autoExportCIDRs kann
Trident Exportrichtlinien
automatisch managen.

autoExportCIDRs Liste der CIDRs, nach denen die ,[,0.0.0.0/0%, ,:/0“1"
Node-IPs von Kubernetes gegen
gefiltert werden sollen, wenn
autoExportPolicy aktiviert ist.
Mithilfe der autoExportPolicy
Optionen und autoExportCIDRs
kann Trident Exportrichtlinien
automatisch managen.

labels Satz willktrlicher JSON-formatierter ,*
Etiketten fur Volumes
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Parameter

clientCertificate

clientPrivateKey

trustedCACertificate

username

password

svm

storagePrefix

limitAggregateUsage

Beschreibung Beispiel

Baseb64-codierter Wert des
Clientzertifikats. Wird fir
zertifikatbasierte Authentifizierung
verwendet

“

Base64-kodierte Wert des privaten
Client-Schlussels. Wird flr
zertifikatbasierte Authentifizierung
verwendet

Base64-kodierte Wert des
vertrauenswirdigen CA-Zertifikats.
Optional Wird fur die

zertifikatbasierte Authentifizierung
verwendet.

Benutzername zum Herstellen
einer Verbindung zum Cluster oder
zur SVM. Wird fir die
Anmeldeinformationsbasierte
Authentifizierung verwendet.
Beispiel: Vsadmin.

Passwort fiir die Verbindung mit
dem Cluster oder der SVM Wird flr
die Anmeldeinformationsbasierte
Authentifizierung verwendet.

Zu verwendende Storage Virtual Abgeleitet, wenn eine SVM
Machine Management LIF angegeben ist.

Das Prafix wird beim Bereitstellen trident
neuer Volumes in der SVM

verwendet. Kann nach der

Erstellung nicht geandert werden.

Um diesen Parameter zu

aktualisieren, mussen Sie ein

neues Backend erstellen.

Nicht fir Amazon FSX fir Verwenden Sie ihn nicht.
NetApp ONTAP angeben. Die

angegebenen fsxadmin und

vsadmin enthalten nicht die

erforderlichen Berechtigungen, um

die aggregierte Nutzung abzurufen

und sie mit Trident zu begrenzen.
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Parameter Beschreibung Beispiel

limitVolumeSize Bereitstellung fehlgeschlagen, » (nicht standardmafig
wenn die angeforderte Volume- durchgesetzt)
Grole Uber diesem Wert liegt.
Beschrankt dartber hinaus die
maximale GroéfRe der Volumes, die
es Uber qgtrees und LUNs verwaltet,
und gtreesPerFlexvol
ermoglicht die Anpassung der
maximalen Anzahl von qtrees pro
FlexVol volume

lunsPerFlexvol Die maximale Anzahl an LUNs pro ,100*
FlexVol volume muss im Bereich
[50, 200] liegen. Nur SAN

debugTraceFlags Fehler-Flags bei der Null
Fehlerbehebung beheben. Beispiel,
{,API*:false, ,method“:true}

Verwenden Sie es nicht
debugTraceFlags Es sei denn,
Sie beheben Fehler und bendtigen
einen detaillierten Log Dump.

“

nfsMountOptions Kommagetrennte Liste von NFS- i
Mount-Optionen. Die Mount-
Optionen fir persistente
Kubernetes-Volumes werden
normalerweise in Storage-Klassen
angegeben. Wenn jedoch keine
Mount-Optionen in einer Storage-
Klasse angegeben sind, verwendet
Trident die Mount-Optionen, die in
der Konfigurationsdatei des
Storage-Backends angegeben
sind. Wenn in der Storage-Klasse
oder in der Konfigurationsdatei
keine Mount-Optionen angegeben
sind, legt Trident keine Mount-
Optionen auf einem zugeordneten
persistenten Volume fest.

nasType Konfiguration der Erstellung von nfs
NFS- oder SMB-Volumes Die
Optionen lauten nfs, smb, Oder
Null. Muss auf eingestellt sein
smb Fiir SMB-Volumes.
Einstellung auf null setzt
standardmafig auf NFS-Volumes.

gtreesPerFlexvol Maximale Qtrees pro FlexVol "200"
volume, muss im Bereich [50, 300]
liegen

136



Parameter Beschreibung Beispiel

smbShare Sie kdnnen eine der folgenden smb-share
Optionen angeben: Den Namen
einer SMB-Freigabe, die mit der
Microsoft Verwaltungskonsole oder
der ONTAP-CLI erstellt wurde, oder
einen Namen, mit dem Trident die
SMB-Freigabe erstellen kann.
Dieser Parameter ist fliir Amazon
FSX for ONTAP Back-Ends
erforderlich.

useREST Boolescher Parameter zur false
Verwendung von ONTAP REST-
APIs. Wenn auf festgelegt true,
verwendet Trident ONTAP REST
APIls, um mit dem Backend zu
kommunizieren. Diese Funktion
erfordert ONTAP 9.11.1 und hoher.
Dariber hinaus muss die
verwendete ONTAP-Anmelderolle
Zugriff auf die Anwendung haben
ontap . Dies wird durch die
vordefinierten vsadmin Rollen und
cluster-admin erreicht.

aws In der Konfigurationsdatei fiir AWS
FSX fur ONTAP koénnen Sie
Folgendes angeben:
- fsxFilesystemID: Geben Sie
die ID des AWS FSX Dateisystems nn»
an. nn
- apiRegion: Name der AWS API- nn
Region.
- apikey: AWS API-Schlissel.
- secretKey: AWS geheimer
Schlussel.

credentials Geben Sie die FSX SVM-
Zugangsdaten an, die in AWS
Secrets Manager gespeichert
werden sollen. - name: Amazon
Resource Name (ARN) des
Geheimnisses, das die
Zugangsdaten von SVM enthalt. -
type: Gesetzt auf awsarn.
Weitere Informationen finden Sie
unter "Erstellen Sie einen AWS
Secrets Manager-Schlissel" .

Back-End-Konfigurationsoptionen fiir die Bereitstellung von Volumes

Sie kénnen die Standardbereitstellung mit diesen Optionen im steuern defaults Abschnitt der Konfiguration.
Ein Beispiel finden Sie unten in den Konfigurationsbeispielen.
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Parameter
spaceAllocation

spaceReserve

snapshotPolicy

gosPolicy

adaptiveQosPolicy

snapshotReserve

splitOnClone

encryption
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Beschreibung
Speicherplatzzuweisung fur LUNs

Modus fir
Speicherplatzreservierung; ,none“
(Thin) oder ,Volume® (Thick)

Die Snapshot-Richtlinie zu
verwenden

QoS-Richtliniengruppe zur
Zuweisung fir erstellte Volumes

Wahlen Sie eine der qosPolicy oder

adaptiveQosPolicy pro Storage-
Pool oder Backend. Fur die
Verwendung von QoS-
Richtliniengruppen mit Trident ist

ONTAP 9 8 oder hoher erforderlich.

Sie sollten eine nicht gemeinsam
genutzte QoS-Richtliniengruppe

verwenden und sicherstellen, dass

die Richtliniengruppe auf jede
Komponente einzeln angewendet
wird. Eine Shared-QoS-
Richtliniengruppe erzwingt die
Obergrenze fir den

Gesamtdurchsatz aller Workloads.

Adaptive QoS-Richtliniengruppe mit

Zuordnung fir erstellte Volumes

Wahlen Sie eine der qosPolicy oder

adaptiveQosPolicy pro Storage-
Pool oder Backend. Nicht
unterstitzt durch ontap-nas-
Okonomie

Prozentsatz des fur Snapshots
reservierten Volumes ,0“

Teilen Sie einen Klon bei der
Erstellung von seinem
Ubergeordneten Objekt auf

Aktivieren Sie NetApp Volume
Encryption (NVE) auf dem neuen
Volume, Standardeinstellung ist
false. NVE muss im Cluster
lizenziert und aktiviert sein, damit
diese Option verwendet werden

kann. Wenn auf dem Backend NAE

aktiviert ist, wird jedes in Trident
bereitgestellte Volume NAE
aktiviert. Weitere Informationen
finden Sie unter "Funktionsweise
von Trident mit NVE und NAE".

Standard

true

none

none

”

Wenn snapshotPolicy none,
else,”

false

false
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Parameter Beschreibung Standard

luksEncryption Aktivieren Sie die LUKS- L
Verschlisselung. Siehe "Linux
Unified Key Setup (LUKS)
verwenden". Nur SAN

tieringPolicy Tiering-Richtlinie fir die Nutzung
none
unixPermissions Modus fur neue Volumes. Leere S

leer fiir SMB Volumen.

securityStyle Sicherheitstyp flr neue Volumes. ~ NFS-Standard ist unix. SMB-
NFS unterstitzt mixed Und unix  Standard ist ntfs.
Sicherheitsstile. SMB unterstiitzt
mixed Und ntfs Sicherheitsstile.

Bereitstellung von SMB-Volumina

Sie kdnnen SMB-Volumes mithilfe von ... bereitstellen. ontap-nas Treiber. Bevor Sie fertigstellen Integration
von ONTAP-SAN- und NAS-Treibern Flihren Sie diese Schritte aus: "Vorbereitung zur Bereitstellung von SMB
Volumes"Die

Konfigurieren Sie eine Storage-Klasse und PVC

Konfigurieren Sie ein Kubernetes StorageClass-Objekt und erstellen Sie die Storage-
Klasse, um Trident anzuweisen, wie Volumes bereitgestellt werden. Erstellen Sie ein
PersistentVolumeClaim (PVC), das die konfigurierte Kubernetes StorageClass
verwendet, um Zugriff auf das PV anzufordern. AnschlieRend kdnnen Sie das PV an
einem Pod montieren.

Erstellen Sie eine Speicherklasse

Konfigurieren Sie ein Kubernetes StorageClass-Objekt

Der "Kubernetes StorageClass-Objekt" Das Objekt identifiziert Trident als den fir diese Klasse verwendeten
Provisioner und weist Trident an, wie ein Volume bereitgestellt wird. Verwenden Sie dieses Beispiel, um die
Speicherklasse fir Volumes mit NFS einzurichten (die vollstandige Liste der Attribute finden Sie im Abschnitt
» 1rident -Attribute“ weiter unten):

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
provisioningType: "thin"
snapshots: "true"
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Verwenden Sie dieses Beispiel, um die Speicherklasse flir Volumes mit iSCSI einzurichten:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-san"
provisioningType: "thin"
snapshots: "true"

Flgen Sie zum Bereitstellen von NFSv3 Volumes auf AWS Bottlerocket die erforderliche Storage-Klasse hinzu
mountOptions:

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: ontap-gold
provisioner: csi.trident.netapp.io
parameters:
backendType: "ontap-nas"
media: "ssd"
provisioningType: "thin"
snapshots: "true"
mountOptions:
- nfsvers=3
- nolock

Einzelheiten zur Interaktion von Storage-Klassen mit den PersistentVolumeClaim Parametern und zur
Steuerung, wie Trident Volumes provisioniert, finden Sie unter"Kubernetes und Trident Objekte".

Erstellen Sie eine Speicherklasse

Schritte

1. Verwenden Sie dieses Objekt von Kubernetes kubect1 Um sie in Kubernetes zu erstellen.

kubectl create -f storage-class-ontapnas.yaml

2. Sie sollten nun eine Basic-csi Storage-Klasse sowohl in Kubernetes als auch in Trident sehen, und Trident
hatte die Pools auf dem Backend entdeckt haben sollen.

kubectl get sc basic-csi
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NAME PROVISIONER AGE
basic-csi csi.trident.netapp.io 15h

Erstellen Sie die PVC

A "PersistentVolumeClaim" (PVC) ist eine Anforderung fir den Zugriff auf das PersistentVolume auf dem
Cluster.

Die PVC kann so konfiguriert werden, dass eine Speicherung einer bestimmten GréRRe oder eines bestimmten
Zugriffsmodus angefordert wird. Mithilfe der zugehdrigen StorageClass kann der Clusteradministrator mehr als

die GroRRe des PersistentVolume und den Zugriffsmodus steuern, z. B. die Performance oder das Service-
Level.

Nachdem Sie die PVC erstellt haben, konnen Sie das Volume in einem Pod einbinden.

Beispielmanifeste
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PersistentVolumeClaim-Beispielmanifeste

Diese Beispiele zeigen grundlegende PVC-Konfigurationsoptionen.

PVC mit RWX-Zugang

Dieses Beispiel zeigt ein einfaches PVC mit RWX-Zugriff, das mit einer StorageClass namens verknUpft
ist basic-csi.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-storage
spec:
accessModes:
- ReadWriteMany
resources:
requests:
storage: 1Gi
storageClassName: ontap-gold

PVC mit iSCSI-Beispiel

Dieses Beispiel zeigt ein grundlegendes PVC fir iSCSI mit RWO-Zugriff, das mit einer StorageClass
namens protection-gold.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: pvc-san
spec:
accessModes:

- ReadWriteOnce
resources:

requests:

storage: 1Gi

storageClassName: protection-gold

PVC erstellen

Schritte
1. Erstellen Sie die PVC.

kubectl create -f pvc.yaml
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2. Uberpriifen Sie den PVC-Status.

kubectl get pvc

NAME

STATUS VOLUME
pvc-storage Bound pv-name 2Gi

CAPACITY ACCESS MODES STORAGECLASS AGE
RWO

5m

Einzelheiten zur Interaktion von Storage-Klassen mit den PersistentVolumeClaim Parametern und zur
Steuerung, wie Trident Volumes provisioniert, finden Sie unter"Kubernetes und Trident Objekte".

Trident-Attribute

Diese Parameter bestimmen, welche in Trident gemanagten Storage Pools zur Bereitstellung von Volumes
eines bestimmten Typs verwendet werden sollten.

Attribut Typ

Medien’ Zeichenfolge

Bereitstellungsty Zeichenfolge
p

BackendType Zeichenfolge
Snapshots bool
Klone bool

Werte
hdd, Hybrid, ssd

Dlnn, dick

ontap-nas,
ontap-nas-
economy, ontap-
nas-flexgroup,
ontap-san,
solidfire-san,
azure-netapp-
files, ontap-san-
economy

Richtig, falsch

Richtig, falsch

Angebot

Pool enthalt
Medien dieser
Art. Beides
bedeutet Hybrid

Pool unterstuitzt
diese
Bereitstellungsm
ethode

Pool gehdrt zu
dieser Art von
Backend

Pool unterstitzt
Volumes mit
Snapshots

Pool unterstutzt
das Klonen von
Volumes

Anfrage

Medientyp
angegeben

Bereitstellungsm
ethode
angegeben

Back-End
angegeben

Volume mit
aktivierten
Snapshots

Volume mit
aktivierten
Klonen

Unterstiitzt von

ontap-nas,
ontap-nas-
Economy, ontap-
nas-Flexgroup,
ontap-san,
solidfire-san

Thick: All
ONTAP; Thin:
Alle ONTAP und
solidfire-san

Alle Treiber

ontap-nas,
ontap-san,
solidfire-san

ontap-nas,
ontap-san,
solidfire-san
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Attribut Werte

Typ

Verschlusselung bool Richtig, falsch

Positive
Ganzzahl

IOPS Int

' Nicht unterstiitzt von ONTAP Select-Systemen

Beispielanwendung bereitstellen

Angebot

Pool unterstutzt
verschlisselte
Volumes

Pool kann IOPS
in diesem
Bereich
garantieren

Anfrage Unterstitzt von

Volume mit
aktivierter
Verschllsselung

ontap-nas,
ontap-nas-
Economy, ontap-
nas-Flexgroups,
ontap-san

Volume hat diese solidfire-san
IOPS garantiert

Wenn die Storage-Klasse und die PVC erstellt wurden, kénnen Sie das PV an einem Pod
mounten. In diesem Abschnitt werden der Beispielbefehl und die Konfiguration zum

Anbinden des PV an einen Pod aufgefuhrt.

Schritte
1. Mounten Sie das Volume in einem Pod.

kubectl create -f pv-pod.yaml

Diese Beispiele zeigen grundlegende Konfigurationen zum Anbringen der PVC an einem POD:

Grundkonfiguration:

kind: Pod
apiVersion: vl
metadata:
name: pv-pod
spec:
volumes:
- name: pv-storage

persistentVolumeClaim:
claimName: basic
containers:
- name: pv-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath:

name: pv-storage
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(D Sie kdénnen den Fortschritt mit Gberwachen kubectl get pod --watch.

2. Vergewissern Sie sich, dass das Volume auf gemountet ist /my/mount /path.

kubectl exec -it pv-pod -- df -h /my/mount/path

Filesystem Size
Used Avail Use% Mounted on
192.168.188.78:/trident pvc aed45ed05 3ace 4e7c 9080 d2a83ae03d06 1.1G
320K 1.0G 1% /my/mount/path

Sie kdnnen den Pod jetzt I6schen. Die Pod Applikation wird nicht mehr existieren, aber das Volume bleibt
erhalten.

kubectl delete pod pv-pod

Konfigurieren Sie das Trident EKS-Add-on auf einem EKS-Cluster

NetApp Trident optimiert das Amazon FSX fur NetApp ONTAP Storage-Management in
Kubernetes, damit sich Ihre Entwickler und Administratoren voll und ganz auf den
Applikationseinsatz konzentrieren konnen. Das NetApp Trident EKS Add-on enthalt die
neuesten Sicherheitspatches und Bug Fixes. Es wurde von AWS fur die Zusammenarbeit
mit Amazon EKS validiert. Mit dem EKS-Add-on kdnnen Sie sicherstellen, dass lhre
Amazon EKS-Cluster sicher und stabil sind und den Arbeitsaufwand fur die Installation,
Konfiguration und Aktualisierung von Add-Ons verringern.

Voraussetzungen

Stellen Sie sicher, dass folgende Voraussetzungen erfillt sind, bevor Sie das Trident Add-on fir AWS EKS
konfigurieren:

* Ein Amazon EKS-Cluster-Konto mit Berechtigungen zum Arbeiten mit Add-ons. Siehe "Amazon EKS-Add-

ons".

* AWS Berechtigungen fir den AWS Marketplace:
"aws-marketplace:ViewSubscriptions",
"aws-marketplace:Subscribe",
"aws-marketplace:Unsubscribe

* AMI-Typ: Amazon Linux 2 (AL2_x86_64) oder Amazon Linux 2 Arm(AL2_ARM_64)
* Knotentyp: AMD oder ARM
* Ein bestehendes Amazon FSX fiur NetApp ONTAP-Filesystem
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Schritte

1. Erstellen Sie unbedingt eine IAM-Rolle und einen AWS Secret, damit EKS-Pods auf AWS Ressourcen
zugreifen kénnen. Anweisungen hierzu finden Sie unter "IAM-Rolle und AWS Secret erstellen”.

2. Navigieren Sie auf lnrem EKS Kubernetes-Cluster zur Registerkarte Add-ons.

3. Gehen Sie zu AWS Marketplace Add-ons und wahlen Sie die Kategorie Storage.

4. Suchen Sie NetApp Trident und aktivieren Sie das Kontrollkastchen fiir das Trident-Add-on, und klicken
Sie auf Weiter.

5. Wahlen Sie die gewlinschte Version des Add-ons aus.

6. Konfigurieren Sie die erforderlichen Add-On-Einstellungen.

7. Wenn Sie IRSA (IAM-Rollen fur Dienstkonten) verwenden, lesen Sie die zusatzlichen
Konfigurationsschritte"Hier" .

8. Wahlen Sie Erstellen.
9. Uberpriifen Sie, ob der Status des Add-ons Active lautet.

10. Fihren Sie den folgenden Befehl aus, um zu Uberprifen, ob Trident ordnungsgemaf auf dem Cluster
installiert ist:

kubectl get pods -n trident

11. Setzen Sie die Einrichtung fort und konfigurieren Sie das Storage-Back-End. Weitere Informationen finden
Sie unter "Konfigurieren Sie das Speicher-Back-End".

Installieren/deinstallieren Sie das Trident EKS-Add-On (iber CLI

Installieren Sie das NetApp Trident EKS-Add-On uiber CLI:
Der folgende Beispielbefehl installiert das Trident EKS-Add-on:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.0-eksbuild.1 (mit einer dedizierten Version)

Der folgende Beispielbefehl installiert das Trident EKS-Add-on Version 25.6.1:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.1-eksbuild.l (mit einer dedizierten Version)

Der folgende Beispielbefehl installiert das Trident EKS-Add-on Version 25.6.2:

eksctl create addon --cluster clusterName --name netapp trident-operator
--version v25.6.2-eksbuild.l (mit einer dedizierten Version)

Deinstallieren Sie das NetApp Trident EKS-Add-On uiber CLI:
Mit dem folgenden Befehl wird das Trident EKS-Add-On deinstalliert:
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eksctl delete addon --cluster K8s-arm --name netapp trident-operator

Back-Ends mit kubectl erstellen

Ein Backend definiert die Beziehung zwischen Trident und einem Storage-System. Er
erzahlt Trident, wie man mit diesem Storage-System kommuniziert und wie Trident
Volumes daraus bereitstellen sollte. Nach der Installation von Trident wird im nachsten
Schritt ein Backend erstellt. Mit der TridentBackendConfig CRD-Definition (Custom
Resource Definition) kdnnen Sie Trident Back-Ends direkt Gber die Kubernetes-
Schnittstelle erstellen und managen. Sie kdnnen dies mit kubect1 oder mit dem
entsprechenden CLI-Tool fur Ihre Kubernetes-Distribution tun.

TridentBackendConfig

TridentBackendConfig (tbc, tbconfig, tbackendconfig) Ist ein Frontend, namested CRD, das Ihnen
ermdglicht, Trident-Backends mit verwalten kubect1. Kubernetes- und Storage-Administratoren kénnen jetzt
Back-Ends direkt Gber die Kubernetes-CLI erstellen und managen(tridentctl, ohne dass ein dediziertes
Befehlszeilendienstprogramm erforderlich ist ).

Bei der Erstellung eines TridentBackendConfig Objekt, geschieht Folgendes:

» Basierend auf der von Ihnen bereitgestellten Konfiguration wird von Trident automatisch ein Backend
erstellt. Dies wird intern als (tbe, tridentbackend) CR dargestellt TridentBackend.

* Das TridentBackendConfig ist eindeutig an ein gebunden TridentBackend, das von Trident erstellt
wurde.

Beide TridentBackendConfig Pflegt eine 1:1-Zuordnung mit einem TridentBackend. Die erstere
Schnittstelle, die dem Benutzer zum Design und zur Konfiguration von Back-Ends zur Verfigung gestellt wird.
Letztere ist, wie Trident das tatsachliche Backend-Objekt darstellt.

TridentBackend CRS werden automatisch von Trident erstellt. Sie sollten diese nicht andern.
Wenn Sie Anderungen an Back-Ends vornehmen maéchten, andern Sie das
TridentBackendConfig Objekt.

Im folgenden Beispiel finden Sie Informationen zum Format des TridentBackendConfig CR:
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

Sie kdnnen sich auch die Beispiele im ansehen "trident-Installationsprogramm" Verzeichnis flr
Beispielkonfigurationen fiir die gewlinschte Speicherplattform/den gewulnschten Service.

Der spec Nimmt Back-End-spezifische Konfigurationsparameter ein. In diesem Beispiel verwendet das
Backend ontap-san Speichertreiber und verwendet die hier tabellarischen Konfigurationsparameter. Eine
Liste der Konfigurationsoptionen flr den gewlinschten Speichertreiber finden Sie im "Back-End-
Konfigurationsinformationen fir lhren Speichertreiber".

Der spec Abschnitt enthalt auch credentials Und deletionPolicy Felder, die neu in den eingeflihrt
werden TridentBackendConfig CR:

* credentials: Dieser Parameter ist ein Pflichtfeld und enthalt die Anmeldeinformationen, die zur
Authentifizierung mit dem Speichersystem/Service verwendet werden. Dies ist auf ein vom Benutzer
erstelltes Kubernetes Secret festgelegt. Die Anmeldeinformationen kdnnen nicht im Klartext weitergegeben
werden und flhren zu einem Fehler.

* deletionPolicy: Dieses Feld definiert, was passieren soll, wenn der TridentBackendConfig Wird
geldscht. Es kann einen von zwei moglichen Werten annehmen:

° delete: Dies fuhrt zur Loschung beider TridentBackendConfig CR und das zugehdrige Backend.
Dies ist der Standardwert.

° retain: Wenn a TridentBackendConfig CR wird geldscht, die Backend-Definition ist weiterhin
vorhanden und kann mit verwaltet werden tridentctl. Einstellen der Léschrichtlinie auf retain
Benutzer kdnnen ein Downgrade auf eine frihere Version (vor 21.04) durchfihren und die erstellten
Back-Ends behalten. Der Wert fiir dieses Feld kann nach einem aktualisiert werden
TridentBackendConfig Wird erstellt.

Der Name eines Backend wird mit festgelegt spec.backendName. Wenn nicht angegeben,

@ wird der Name des Backend auf den Namen des gesetzt TridentBackendConfig Objekt
(metadata.name). Es wird empfohlen, mit explizit Back-End-Namen festzulegen
spec.backendName.
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Back-Ends, die mit erstellt wurden tridentctl, haben kein zugeordnetes
TridentBackendConfig Objekt. Sie kdnnen diese Back-Ends mit verwalten kubect1, indem

Sie ein CR erstellen TridentBackendConfig. Es ist darauf zu achten, identische
Konfigurationsparameter anzugeben (z. B. spec.backendName, , spec.storagePrefix
spec.storageDriverName und so weiter). Trident bindet das neu erstellte mit dem bereits
vorhandenen Backend automatisch TridentBackendConfig.

Schritte im Uberblick
Um ein neues Backend mit zu erstellen kubect1, Sie sollten Folgendes tun:

1. Erstellen Sie ein "Kubernetes Secret". das Geheimnis enthalt die Anmeldeinformationen, die Trident
bendtigt, um mit dem Speicher-Cluster/Service zu kommunizieren.

2. Erstellen Sie ein TridentBackendConfig Objekt: Dies enthalt Angaben zum Storage-Cluster/Service
und verweist auf das im vorherigen Schritt erstellte Geheimnis.

Nachdem Sie ein Backend erstellt haben, kdnnen Sie den Status mit beobachten kubectl get tbc <tbc-
name> -n <trident-namespace> Und sammeln Sie weitere Details.

Schritt: Ein Kubernetes Secret erstellen

Erstellen Sie einen geheimen Schllssel, der die Anmeldedaten flr den Zugriff fir das Backend enthalt. Dies ist
nur bei jedem Storage Service/jeder Plattform moglich. Hier ein Beispiel:

kubectl -n trident create -f backend-tbc-ontap-san-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: backend-tbc-ontap-san-secret
type: Opaque
stringData:
username: cluster-admin

password: password

In dieser Tabelle sind die Felder zusammengefasst, die fiir jede Speicherplattform im Secret enthalten sein
mussen:

Beschreibung der geheimen Geheim Feldbeschreibung
Felder der Speicherplattform

Azure NetApp Dateien Client-ID Die Client-ID aus einer App-
Registrierung

Element (NetApp HCI/SolidFire) Endpunkt MVIP flr den SolidFire-Cluster mit
Mandanten-Anmeldedaten
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Beschreibung der geheimen
Felder der Speicherplattform

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

ONTAP

Geheim

Benutzername

Passwort

KundenPrivateKey

ChapUsername

ChaplnitiatorSecret

ChapTargetBenutzername

ChapTargetlnitiatorSecret

Feldbeschreibung

Benutzername fur die Verbindung
mit dem Cluster/SVM. Wird fir die
Anmeldeinformationsbasierte
Authentifizierung verwendet

Passwort fiir die Verbindung mit
dem Cluster/SVM Wird fir die
Anmeldeinformationsbasierte
Authentifizierung verwendet

Base64-kodierte Wert des privaten
Client-Schlissels. Wird fir die
zertifikatbasierte Authentifizierung
verwendet

Eingehender Benutzername.
Erforderlich, wenn usCHAP=true
verwendet wird. FUr ontap-san
Und ontap-san-economy

CHAP-Initiatorschlissel.
Erforderlich, wenn usCHAP=true
verwendet wird. FUr ontap-san
Und ontap-san-economy

Zielbenutzername. Erforderlich,
wenn usCHAP=true verwendet
wird. Flr ontap-san Und ontap-
san—economy

Schlissel fir CHAP-Zielinitiator.
Erforderlich, wenn usCHAP=true
verwendet wird. FUr ontap-san
Und ontap-san-economy

Auf das in diesem Schritt erstellte Geheimnis wird im verwiesen spec.credentials Feld von

TridentBackendConfig Objekt, das im nachsten Schritt erstellt wird.

Schritt 2: Erstellen Sie die TridentBackendConfig CR

Sie sind jetzt bereit, Ihre zu erstellen TridentBackendConfig CR. In diesem Beispiel wird ein Backend
verwendet, das den verwendet ontap-san Treiber wird mithilfe des erstellt TridentBackendConfig Unten

gezeigte Objekte:

kubectl -n trident create -f backend-tbc-ontap-san.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:

name: backend-tbc-ontap-san
spec:

version: 1

backendName: ontap-san-backend

storageDriverName: ontap-san

managementLIF: 10.0.0.1

datalLIF: 10.0.0.2

svin: trident svm

credentials:

name: backend-tbc-ontap-san-secret

Schritt 3: Uberpriifen Sie den Status des TridentBackendConfig CR

Nun, da Sie die erstellt haben TridentBackendConfig CR, Sie kdnnen den Status Gberprifen. Das
folgende Beispiel zeigt:

kubectl -n trident get tbc backend-tbc-ontap-san

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-

bab2699%e6ab8 Bound Success

Ein Back-End wurde erfolgreich erstellt und an das gebunden TridentBackendConfig CR.
Die Phase kann einen der folgenden Werte annehmen:

* Bound: Das TridentBackendConfig CR ist mit einem Backend verkntpft, und dieses Backend enthalt
configRef Auf einstellen TridentBackendConfig CR-UID.

* Unbound: Dargestellt mit "". Der TridentBackendConfig Objekt ist nicht an ein Backend gebunden.
Neu erstellt TridentBackendConfig CRS befinden sich standardmafig in dieser Phase. Wenn die
Phase sich andert, kann sie nicht wieder auf Unbound zurtickgesetzt werden.

* Deleting: Das TridentBackendConfig CR deletionPolicy Wurde auf Loschen festgelegt. Wenn
der TridentBackendConfig CR wird geldéscht und wechselt in den Léschzustand.

o Wenn auf dem Backend keine Persistent Volume Claims (PVCs) vorhanden sind, fuhrt das Léschen
des TridentBackendConfig dazu, dass Trident das Backend sowie den CR I6scht
TridentBackendConfig.

> Wenn ein oder mehrere VES im Backend vorhanden sind, wechselt es in den Léschzustand. Der
TridentBackendConfig Anschlieflend wechselt CR in die Loschphase. Das Backend und
TridentBackendConfig Werden erst geléscht, nachdem alle PVCs geldscht wurden.

* Lost: Das Backend, das mit dem verbunden ist TridentBackendConfig CR wurde versehentlich oder
absichtlich geléscht und das TridentBackendConfig CR hat noch einen Verweis auf das geldschte
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Backend. Der TridentBackendConfig CR kann weiterhin unabhangig vom geléscht werden
deletionPolicy Wert:

* Unknown: Trident kann den Status oder die Existenz des mit dem CR verknUpften Backends nicht
bestimmen TridentBackendConfig. Beispiel: Wenn der API-Server nicht reagiert oder die
tridentbackends.trident.netapp.io CRD fehlt. Dies kann Eingriffe erfordern.

In dieser Phase wird erfolgreich ein Backend erstellt! Es gibt mehrere Operationen, die zusatzlich gehandhabt
werden kdnnen, wie z. B. "Back-End-Updates und Léschungen am Back-End".

(Optional) Schritt 4: Weitere Informationen

Sie kdnnen den folgenden Befehl ausfiihren, um weitere Informationen Uber Ihr Backend zu erhalten:

kubectl -n trident get tbc backend-tbc-ontap-san -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8d24fce7-6£60-4d4a-8ef6-
bab2699e6ab8 Bound Success ontap-san delete

Zusatzlich kdnnen Sie auch einen YAML/JSON Dump von erhalten TridentBackendConfig.

kubectl -n trident get tbc backend-tbc-ontap-san -o yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
creationTimestamp: 2021-04-21T20:45:11%
finalizers:
- trident.netapp.io
generation: 1
name: backend-tbc-ontap-san

namespace: trident

resourceVersion: "947143"
uid: 35b9d777-109f-43d5-8077-c74a4559d09c
spec:

backendName: ontap-san-backend
credentials:
name: backend-tbc-ontap-san-secret
managementLIF: 10.0.0.1
datalLIF: 10.0.0.2
storageDriverName: ontap-san
svim: trident svm
version: 1
status:
backendInfo:
backendName: ontap-san-backend
backendUUID: 8d24fce7-6f60-4d4a-8ef6-bab2699e6ab8
deletionPolicy: delete
lastOperationStatus: Success
message: Backend 'ontap-san-backend' created
phase: Bound

backendInfo Enthalt die backendName und die backendUUID des Backends, das als Antwort auf den CR
erstellt wurde TridentBackendConfig. Das lastOperationStatus Feld stellt den Status des letzten
Vorgangs des CR dar TridentBackendConfig, der vom Benutzer ausgeldst werden kann (z. B. Benutzer
hat etwas in gedndert spec) oder durch Trident ausgeldst (z. B. beim Neustart von Trident). Es kann entweder
erfolgreich oder fehlgeschlagen sein. phase Stellt den Status der Beziehung zwischen dem CR und dem
Backend dar TridentBackendConfig. Im obigen Beispiel phase hat der Wert gebunden, was bedeutet,
dass der TridentBackendConfig CR mit dem Backend verknlpft ist.

Sie kdnnen die ausfihren kubectl -n trident describe tbc <tbc-cr-name> Befehl, um Details zu
den Ereignisprotokollen zu erhalten.

Sie kdnnen ein Back-End, das einen zugeordneten enthalt, nicht aktualisieren oder 16schen

@ TridentBackendConfig Objekt wird verwendet tridentctl. Um die Schritte zu verstehen,
die mit dem Wechsel zwischen verbunden sind tridentctl Und TridentBackendConfig,
"Sehen Sie hier".
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Back-Ends managen

Fuhren Sie das Back-End-Management mit kubectl durch

Erfahren Sie, wie Sie mit Backend-Management-Operationen durchfuhren kubect1.

Loschen Sie ein Back-End

Durch das Loschen eines TridentBackendConfig, weisen Sie Trident an, Back-Ends zu I6schen/zu
behalten (basierend auf deletionPolicy). Um ein Backend zu I6schen, stellen Sie sicher, dass
deletionPolicy es auf ,Loschen® gesetzt ist. Um nur die zu I6schen TridentBackendConfig, stellen Sie
sicher, dass deletionPolicy auf beibehalten gesetzt ist. Dadurch wird sichergestellt, dass das Backend
noch vorhanden ist und mit verwaltet werden kann tridentctl.

Fihren Sie den folgenden Befehl aus:

kubectl delete tbc <tbc-name> -n trident

Trident 16scht die Kubernetes-Geheimnisse nicht, die von verwendet wurden TridentBackendConfig. Der
Kubernetes-Benutzer ist fir die Bereinigung von Geheimnissen verantwortlich. Beim Léschen von
Geheimnissen ist Vorsicht zu nehmen. Sie sollten Geheimnisse nur I6schen, wenn sie nicht von den Back-
Ends verwendet werden.

Zeigen Sie die vorhandenen Back-Ends an

Fihren Sie den folgenden Befehl aus:

kubectl get tbc -n trident

Sie kbnnen auch ausflihren tridentctl get backend -n trident Oder tridentctl get backend
-o yaml -n trident Um eine Liste aller vorhandenen Back-Ends zu erhalten. Diese Liste umfasst auch
Back-Ends, die mit erstellt wurden tridentctl.

Aktualisieren Sie ein Backend

Es gibt mehrere Griinde fur die Aktualisierung eines Backend:

* Die Anmeldeinformationen fiir das Speichersystem wurden geandert. Zum Aktualisieren der Zugangsdaten
muss der im Objekt verwendete Kubernetes Secret TridentBackendConfig aktualisiert werden. Trident
aktualisiert das Backend automatisch mit den neuesten Anmeldeinformationen. Fihren Sie den folgenden
Befehl aus, um den Kubernetes Secret zu aktualisieren:

kubectl apply -f <updated-secret-file.yaml> -n trident

» Parameter (wie der Name der verwendeten ONTAP-SVM) mussen aktualisiert werden.

° Sie kdnnen aktualisieren TridentBackendConfig Objekte kdnnen direkt iber Kubernetes mit dem
folgenden Befehl abgerufen werden:
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kubectl apply -f <updated-backend-file.yaml>

° Alternativ kénnen Sie Anderungen an der vorhandenen vornehmen TridentBackendConfig CR mit
folgendem Befehl:

kubectl edit tbc <tbc-name> -n trident

» Wenn ein Backend-Update fehlschlagt, bleibt das Backend in seiner letzten bekannten
Konfiguration erhalten. Sie kénnen die Protokolle anzeigen, um die Ursache durch
Ausfihren zu bestimmen kubectl get tbc <tbc-name> -o yaml -n trident Oder
(:) kubectl describe tbc <tbc-name> -n trident.

* Nachdem Sie das Problem mit der Konfigurationsdatei erkannt und behoben haben, kbnnen
Sie den Befehl Update erneut ausfiihren.

Back-End-Management mit tridentctl

Erfahren Sie, wie Sie mit Backend-Management-Operationen durchfuhren tridentctl.

Erstellen Sie ein Backend

Nachdem Sie ein erstellt haben "Back-End-Konfigurationsdatei", Ausfiihren des folgenden Befehls:
tridentctl create backend -f <backend-file> -n trident

Wenn die Back-End-Erstellung fehlschlagt, ist mit der Back-End-Konfiguration ein Fehler aufgetreten. Sie
koénnen die Protokolle zur Bestimmung der Ursache anzeigen, indem Sie den folgenden Befehl ausfihren:

tridentctl logs -n trident

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und behoben haben, kdnnen Sie einfach die
ausflihren create Befehl erneut.

Loschen Sie ein Back-End

Gehen Sie folgendermalen vor, um ein Backend aus Trident zu I6schen:

1. Abrufen des Back-End-Namens:

tridentctl get backend -n trident

2. Back-End loschen:
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tridentctl delete backend <backend-name> -n trident

Wenn Trident Volumes und Snapshots von diesem Backend bereitgestellt hat, die noch
vorhanden sind, verhindert das Loschen des Backends, dass neue Volumes bereitgestellt
werden. Das Backend existiert weiterhin im Zustand ,Loschen®.

Zeigen Sie die vorhandenen Back-Ends an

Gehen Sie zum Anzeigen der von Trident verwendeten Back-Ends wie folgt vor:

* FUhren Sie den folgenden Befehl aus, um eine Zusammenfassung anzuzeigen:

tridentctl get backend -n trident

* Um alle Details anzuzeigen, fuhren Sie den folgenden Befehl aus:

tridentctl get backend -o json -n trident

Aktualisieren Sie ein Backend

Flhren Sie nach dem Erstellen einer neuen Backend-Konfigurationsdatei den folgenden Befehl aus:

tridentctl update backend <backend-name> -f <backend-file> -n trident

Wenn das Backend-Update fehlschlagt, ist bei der Backend-Konfiguration ein Fehler aufgetreten oder Sie
haben ein ungultiges Update versucht. Sie kdnnen die Protokolle zur Bestimmung der Ursache anzeigen,
indem Sie den folgenden Befehl ausfiihren:

tridentctl logs -n trident

Nachdem Sie das Problem mit der Konfigurationsdatei identifiziert und behoben haben, kdnnen Sie einfach die
ausflhren update Befehl erneut.

Identifizieren Sie die Storage-Klassen, die ein Backend nutzen

Dies ist ein Beispiel fir die Art von Fragen, die Sie mit der JSON beantworten kénnen tridentctl Ausgange
fur Backend-Objekte. Dazu wird der verwendet jg Dienstprogramm, das Sie installieren missen.

tridentctl get backend -o json | Jjg '[.items[] | {backend: .name,
storageClasses: [.storage[].storageClasses] |unique}]"’

Dies gilt auch fir Back-Ends, die mit erstellt wurden TridentBackendConfig.
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Wechseln Sie zwischen den Back-End-Managementoptionen

Erfahren Sie mehr Uber die verschiedenen Maglichkeiten fur das Management von Back-
Ends in Trident.

Optionen fiir das Management von Back-Ends

Mit der Einflhrung von TridentBackendConfig, Administratoren haben jetzt zwei unterschiedliche Arten
von Back-Ends zu verwalten. Dies stellt die folgenden Fragen:

* Mit kdnnen Back-Ends erstellt werden tridentctl Gemanagt werden mit TridentBackendConfig?

* Mit kdnnen Back-Ends erstellt werden TridentBackendConfig Gemanagt werden mit tridentctl1?

Managen tridentctl Back-Ends mit TridentBackendConfig

In diesem Abschnitt werden die Schritte aufgefiihrt, die fir das Management von Back-Ends erforderlich sind,
die mit erstellt wurden tridentctl Erstellen Sie direkt Uber die Kubernetes Schnittstelle
TridentBackendConfig Objekte:

Dies gilt fir die folgenden Szenarien:

* Bereits vorhandene Back-Ends, die keine haben TridentBackendConfig Weil sie mit erstellt wurden
tridentctl.

* Neue Back-Ends, mit denen erstellt wurden tridentctl, Wahrend andere TridentBackendConfig
Objekte sind vorhanden.

In beiden Szenarien sind Back-Ends weiterhin vorhanden, wobei Trident Volumes terminiert und darauf
ausgefihrt werden. Administratoren kénnen hier eine von zwei Moéglichkeiten wahlen:

* Fahren Sie mit der Verwendung fort tridentctl Um Back-Ends zu managen, die mit ihr erstellt wurden.

* Back-Ends werden mit erstellt tridentctl Zu einer neuen TridentBackendConfig Objekt: Dies
wurde bedeuten, dass die Back-Ends mit gemanagt werden kubectl Und nicht tridentctl.

Um ein bereits vorhandenes Backend mit zu verwalten kubect1, Sie mussen ein erstellen
TridentBackendConfig Das bindet an das vorhandene Backend. Hier eine Ubersicht tiber die
Funktionsweise:

1. Kubernetes Secret erstellen: Das Geheimnis enthéalt die Anmeldeinformationen, die Trident zur
Kommunikation mit dem Storage-Cluster/Service bendtigt.

2. Erstellen Sie ein TridentBackendConfig Objekt: Dies enthalt Angaben zum Storage-Cluster/Service
und verweist auf das im vorherigen Schritt erstellte Geheimnis. Es muss sorgfaltig darauf achten,
identische Konfigurationsparameter festzulegen (z. B. spec.backendName, spec.storagePrefix,
spec.storageDriverName, Und so weiter). spec.backendName Muss auf den Namen des
vorhandenen Backend eingestellt werden.

Schritt 0: Identifizieren Sie das Backend
Um ein zu erstellen TridentBackendConfig Die an ein vorhandenes Backend bindet, missen Sie die

Backend-Konfiguration abrufen. In diesem Beispiel nehmen wir an, dass ein Backend mithilfe der folgenden
JSON-Definition erstellt wurde:
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tridentctl get backend ontap-nas-backend -n trident

e o o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

o o

e et e t-—— to—m - +

| ontap-nas-backend | ontap-nas | 52f2ebl0-edc6-4160-99fc-
96b3bebab5d7 | online | 25 |

o Fom e

Rt et et F————— o +

cat ontap-nas-backend.json
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"version": 1,

"storageDriverName": "ontap-nas",

"managementLIF": "10.10.10.1",
"dataLIF": "10.10.10.2",

"backendName": "ontap-nas-backend",

"svm": "trident svm",

"username": "cluster-admin",
"password": "admin-password",
"defaults": {
"spaceReserve": "none",
"encryption": "false"
by
"labels": {

"store": "nas store"
by
"region": "us east 1",
"storage": [
{
"labels": {
"app": "msoffice",
"cost": "100"
}I
"zone": "us east la",
"defaults": {
"spaceReserve": "volume",
"encryption": "true",

"unixPermissions": "0755"

"labels": {
"app": "mysgldb",
"cost": "25"
by
"zone": "us east 14",
"defaults": {
"spaceReserve": "volume",
"encryption": "false",

"unixPermissions": "0775"
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Schritt: Ein Kubernetes Secret erstellen

Erstellen Sie einen geheimen Schllssel, der die Anmeldeinformationen fliir das Backend enthalt, wie in diesem
Beispiel gezeigt:

cat tbc-ontap-nas-backend-secret.yaml

apiVersion: vl
kind: Secret
metadata:
name: ontap-nas-backend-secret
type: Opaque
stringData:
username: cluster-admin

password: admin-password

kubectl create -f tbc-ontap-nas-backend-secret.yaml -n trident
secret/backend-tbc-ontap-san-secret created

Schritt 2: Erstellen Sie ein TridentBackendConfig CR

Im nachsten Schritt wird ein erstellt TridentBackendConfig CR, das automatisch an die bereits
vorhandene bindet ontap-nas-backend (Wie in diesem Beispiel). Stellen Sie sicher, dass folgende
Anforderungen erfullt sind:

* Der gleiche Backend-Name wird in definiert spec.backendName.
+ Die Konfigurationsparameter sind mit dem urspringlichen Back-End identisch.
* Virtuelle Pools (falls vorhanden) miissen dieselbe Reihenfolge wie im urspriinglichen Backend beibehalten.

» Anmeldedaten werden bei einem Kubernetes Secret und nicht im Klartext bereitgestellt.

In diesem Fall die TridentBackendConfig Wird so aussehen:

cat backend-tbc-ontap-nas.yaml
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apiVersion: trident.netapp.io/vl
kind: TridentBackendConfig
metadata:
name: tbc-ontap-nas-backend
spec:
version: 1
storageDriverName: ontap-nas
managementLIF: 10.10.10.1
datalLIF: 10.10.10.2
backendName: ontap-nas-backend
svm: trident svm
credentials:
name: mysecret
defaults:
spaceReserve: none
encryption: 'false'
labels:
store: nas store
region: us_east 1
storage:
- labels:
app: msoffice
cost: '100'
zone: us_east la
defaults:
spaceReserve: volume
encryption: 'true'
unixPermissions: '0755"'
- labels:
app: mysqgldb
cost: '25'
zone: us_east 1d
defaults:
spaceReserve: volume
encryption: 'false'

unixPermissions: '0775"

kubectl create -f backend-tbc-ontap-nas.yaml -n trident
tridentbackendconfig.trident.netapp.io/tbc-ontap-nas-backend created

Schritt 3: Uberpriifen Sie den Status des TridentBackendConfig CR

Nach dem TridentBackendConfig Wurde erstellt, seine Phase muss sein Bound. Sie sollte auRerdem den
gleichen Backend-Namen und die gleiche UUID wie das vorhandene Backend widerspiegeln.
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kubectl get tbc tbc-ontap-nas-backend -n trident

NAME BACKEND NAME BACKEND UUID
PHASE STATUS
tbc-ontap-nas-backend ontap-nas-backend 52f2ebl10-e4c6-4160-99fc-

96b3beb5ab5d7 Bound Success

#confirm that no new backends were created (i.e., TridentBackendConfig did
not end up creating a new backend)
tridentctl get backend -n trident

fmm e fom e
Rt ettt F—————— o — +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

et e T o

e - e b +

| ontap-nas-backend | ontap-nas | 52f2ebl0-ed4c6-4160-99fc—-
96b3bebab5d7 | online | 25 |

e o
e - +————— +

Das Backend wird nun vollstandig mit dem verwaltet tbc-ontap-nas-backend TridentBackendConfig
Objekt:

Managen TridentBackendConfig Back-Ends mit tridentctl

“tridentctl® Kann zur Auflistung von Back-Ends verwendet werden, die mit
erstellt wurden "TridentBackendConfig® . Dariliber hinaus kodnnen
Administratoren solche Back-Ends mithilfe von auch vollstandig managen
“tridentctl® Durch Loschen "TridentBackendConfig®™ Mit Sicherheit
"spec.deletionPolicy” Ist auf festgelegt "retain’.

Schritt 0: Identifizieren Sie das Backend

Nehmen wir beispielsweise an, dass das folgende Backend mit erstellt wurde TridentBackendConfig:
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kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ach5£f82 Bound Success ontap-san delete

tridentctl get backend ontap-san-backend -n trident

P memssesem== P m===
R Fommomome Fomomomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

Fommmmmmmmemeoeoeoos Fommmmmmomeomomm=
et Fom—————— fom——————— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49%bb-b606-
0a5315ac5f82 | online | 33 |

Fommmmcmemcmsosmsmss Fommmmmmsmemsmse=
B e o= Pommmmmm== +

Von der Ausgabe, ist es gesehen, dass TridentBackendConfig Wurde erfolgreich erstellt und ist an ein
Backend gebunden [UUID des Backends beobachten].

Schritt 1: Bestédtigen deletionPolicy Ist auf festgelegt retain

Lassen Sie uns einen Blick auf den Wert von deletionPolicy. Dies muss auf eingestellt werden retain.
Dadurch wird sichergestellt, dass beim Loschen eines TridentBackendConfig CR die Backend-Definition
weiterhin vorhanden ist und mit verwaltet werden kann tridentctl.

kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0a5315ac5£82 Bound Success ontap-san delete

# Patch value of deletionPolicy to retain
kubectl patch tbc backend-tbc-ontap-san --type=merge -p
'"{"spec":{"deletionPolicy":"retain"}}' -n trident

tridentbackendconfig.trident.netapp.io/backend-tbc-ontap-san patched

#Confirm the value of deletionPolicy
kubectl get tbc backend-tbc-ontap-san -n trident -o wide

NAME BACKEND NAME BACKEND UUID

PHASE STATUS STORAGE DRIVER DELETION POLICY
backend-tbc-ontap-san ontap-san-backend 8labcb27-ea63-49bb-b606-
0ab5315ac5£f82 Bound Success ontap-san retain
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@ Fahren Sie nur mit dem nachsten Schritt fort deletionPolicy Ist auf festgelegt retain.

Schritt 2: Loschen Sie den TridentBackendConfig CR

Der letzte Schritt besteht darin, den zu I6schen TridentBackendConfig CR. Nach Bestatigung des
deletionPolicy Ist auf festgelegt retain, Sie kdnnen mit der Léschung fortfahren:

kubectl delete tbc backend-tbc-ontap-san -n trident
tridentbackendconfig.trident.netapp.io "backend-tbc-ontap-san" deleted

tridentctl get backend ontap-san-backend -n trident

fom - fom e
Rt b t——————— o — +

| NAME | STORAGE DRIVER | UuID

| STATE | VOLUMES |

o o

e it ittt e P - o —— +

| ontap-san-backend | ontap-san | 8labcb27-ea63-49bb-b606-
0a5315ac5f82 | online | 33 |

e o
o - +—————— +

Beim Loschen des TridentBackendConfig Objekts entfernt Trident es einfach, ohne das Backend selbst zu
[6schen.
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