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Konzepte

Bereitstellung

Die Bereitstellung in Trident hat zwei primare Phasen. In der ersten Phase wird eine
Speicherklasse mit einem Satz geeigneter Back-End-Speicherpools verknupft. Diese
werden vor der Bereitstellung als notwendig vorbereitet. Die zweite Phase umfasst die
Volume-Erstellung selbst und erfordert die Auswahl eines Speicherpools aus denen, die
mit der Storage-Klasse des ausstehenden Volumes verknupft sind.

Storage-Klassen-Zuordnung

Die Zuordnung von Back-End-Speicherpools zu einer Storage-Klasse basiert sowohl auf den angeforderten
Attributen der Storage-Klasse als auch auf den entsprechenden storagePools,
additionalStoragePools und excludeStoragePools-Listen. Wenn Sie eine Storage-Klasse erstellen,
vergleicht Trident die von jedem seiner Back-Ends angebotenen Attribute und Pools mit den von der Storage-
Klasse angeforderten Attributen. Stimmen Attribute und Name eines Storage-Pools mit allen angeforderten
Attributen und Poolnamen Uberein, flgt Trident diesen Storage-Pool den entsprechenden Storage-Pools flr
diese Storage-Klasse hinzu. Daruber hinaus fugt Trident allen in der Liste aufgefuhrten Storage-Pools zu
diesem Set hinzu additionalStoragePools, selbst wenn ihre Attribute nicht alle angeforderten Attribute
der Storage-Klasse erflllen. Sie sollten die Liste verwenden excludeStoragePools, um Speicherpools fir
eine Speicherklasse zu Uberschreiben und aus der Verwendung zu entfernen. Trident fihrt jedes Mal, wenn
Sie ein neues Back-End hinzufligen, einen ahnlichen Prozess durch. Dabei wird Uberprtift, ob seine Storage-
Pools die vorhandenen Storage-Klassen erfillen, und alle als ausgeschlossen markierten werden entfernt.

Volume-Erstellung

Trident verwendet dann die Zuordnungen zwischen Storage-Klassen und Storage-Pools, um zu bestimmen,
wo Volumes bereitgestellt werden sollen. Bei der Erstellung eines Volumes erhalt Trident zunachst die Gruppe
von Storage-Pools fir die Storage-Klasse des Volumes. Wenn Sie ein Protokoll fir das Volume angeben,
entfernt Trident die Storage-Pools, die das angeforderte Protokoll nicht bereitstellen kdnnen (ein NetApp
HCI/SolidFire-Backend kann z. B. kein dateibasiertes Volume bereitstellen, wahrend ein ONTAP-NAS-Backend
kein blockbasiertes Volume bereitstellen kann). Trident randomisiert die Reihenfolge dieses resultierenden
Satzes, um eine gleichmafige Verteilung der Volumes zu ermoglichen. Anschlie3end iteriert es durch und
versucht, das Volume nacheinander auf den einzelnen Storage-Pools bereitzustellen. Wenn sie erfolgreich ist,
wird sie erfolgreich zurlickgegeben, und es werden alle Fehler protokolliert, die im Prozess aufgetreten sind.
Trident gibt einen Fehler zurlick nur wenn es nicht auf allen Speicherpools zur Verfiigung stellt, die fir die
angeforderte Speicherklasse und das Protokoll verfligbar sind.

Volume Snapshots

Erfahren Sie mehr dartber, wie Trident mit der Erstellung von Volume-Snapshots flr
seine Treiber umgeht.

Erfahren Sie mehr Uber die Erstellung von Volume Snapshots

* Fir die ontap-nas, ontap-san, Und azure-netapp-£files Treiber, jedes Persistent Volume (PV)
wird einem FlexVol volume zugeordnet. Dadurch werden Volume-Snapshots als NetApp Snapshots
erstellt. Die Snapshot-Technologie von NetApp bietet mehr Stabilitat, Skalierbarkeit, Wiederherstellbarkeit
und Leistung als konkurrierende Snapshot-Technologien. Diese Snapshot-Kopien sind sowohl hinsichtlich



der Erstellungszeit als auch des Speicherplatzes aulerst effizient.

* Fir das ontap-nas-flexgroup Treiber: Jedes Persistent Volume (PV) ist einem FlexGroup zugeordnet.
Im Ergebnis werden Volume Snapshots als NetApp FlexGroup Snapshots erstellt. NetApp Snapshots
liefern weitaus mehr Stabilitat, Skalierbarkeit, Wiederherstellbarkeit und Performance als vergleichbare
Systeme. Diese Snapshot-Kopien sind aulierst schnell und platzsparend, da sie erstellt und gespeichert
werden mussen.

* FUr den ontap-san-economy Treiber ordnen PVS LUNs zu, die auf gemeinsam genutzten FlexVol
Volumes erstellt wurden VolumeSnapshots von PVs werden durch das Ausfiihren von FlexClones der
zugehdrigen LUN erreicht. Mit der ONTAP FlexClone Technologie ist es nahezu sofort moglich, Kopien
selbst von grolten Datensatzen zu erstellen. Kopien nutzen Datenblécke gemeinsam mit ihren Eltern und
verbrauchen somit keinen Storage, auler was flir Metadaten erforderlich ist.

* Flrdas solidfire-san Treiber: Jedes PV wird einer auf der NetApp Element Software/dem NetApp HCI
Cluster erstellten LUN zugeordnet. VolumeSnapshots werden durch Element Snapshots der zugrunde
liegenden LUN dargestellt. Diese Snapshots sind zeitpunktgenaue Kopien, die nur eine kleine Menge an
Systemressourcen und Platz beanspruchen.

* Bei der Arbeit mit den ontap-nas Treibern und sind ONTAP Snapshots zeitpunktgenaue Kopien der
FlexVol und ontap-san belegen Speicherplatz auf der FlexVol selbst. Das kann dazu fiihren, dass der
beschreibbare Speicherplatz auf dem Volume mit der Zeit verkirzt wird, wenn Snapshots erstellt/geplant
werden. Eine einfache Moglichkeit dieser Bewaltigung ist, das Volumen durch die Anpassung Gber
Kubernetes zu vergréfRern. Eine weitere Option ist das Loschen von nicht mehr bendtigten Snapshots.
Wenn ein Uber Kubernetes erstellter VolumeSnapshot geldscht wird, I6scht Trident den zugehérigen
ONTAP-Snapshot. ONTAP Snapshots, die nicht Uber Kubernetes erstellt wurden, kénnen auch geldscht
werden.

Mit Trident kdnnen Sie VolumeSnapshots verwenden, um daraus neue PVs zu erstellen. Die Erstellung von
PVs aus diesen Snapshots erfolgt mithilfe der FlexClone -Technologie fur unterstiitzte ONTAP Backends. Beim
Erstellen eines PV aus einem Snapshot ist das zugrundeliegende Volume ein FlexClone des Uibergeordneten
Volumes des Snapshots. Der solidfire-san Der Treiber verwendet Element Software-Volume-Klone, um
PVs aus Snapshots zu erstellen. Hier wird ein Klon aus dem Element-Snapshot erstellt.

Virtuelle Pools

Virtuelle Pools bieten eine Abstraktionsebene zwischen Trident Storage Back-Ends und
Kubernetes StorageClasses. Sie ermoglichen es einem Administrator, Aspekte wie
Standort, Performance und Schutz fir jedes Back-End auf eine gemeinsame, Backend-
unabhangige Weise zu definieren, ohne festzulegen, welches physische Backend
StorageClass, Backend-Pool oder Backend-Typ verwendet werden soll, um die
gewulnschten Kriterien zu erfullen.

Erfahren Sie mehr uber virtuelle Pools

Der Storage-Administrator kann virtuelle Pools auf jedem beliebigen Trident Back-End in einer JSON- oder
YAML-Definitionsdatei definieren.
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Jeder aullerhalb der Liste der virtuellen Pools angegebene Aspekt ist global fiir das Backend und gilt fir alle
virtuellen Pools, wahrend jeder virtuelle Pool einen oder mehrere Aspekte einzeln angeben kann (alle
Backend-globalen Aspekte aul3er Kraft setzen).

» Versuchen Sie beim Definieren virtueller Pools nicht, die Reihenfolge vorhandener virtueller
@ Pools in einer Backend-Definition neu anzuordnen.

» Wir empfehlen, Attribute fir einen vorhandenen virtuellen Pool zu andern. Sie sollten einen
neuen virtuellen Pool definieren, um Anderungen vorzunehmen.

Die meisten Aspekte werden Backend-spezifisch angegeben. Entscheidend ist, dass die Aspect-Werte nicht
aulerhalb des Back-End-Treibers angezeigt werden und nicht fir die Abstimmung in verfiigbar sind
StorageClasses. Stattdessen definiert der Administrator eine oder mehrere Labels fir jeden virtuellen Pool.
Jedes Etikett ist ein Schlussel:Wert-Paar, und Etiketten kdonnen haufig tber eindeutige Back-Ends hinweg
verwendet werden. Wie Aspekte kdnnen auch Labels pro Pool oder global zum Backend angegeben werden.
Im Gegensatz zu Aspekten, die vordefinierte Namen und Werte haben, hat der Administrator volle
Entscheidungsbefugnis, Beschriftungsschliissel und -Werte nach Bedarf zu definieren. Storage-
Administratoren kénnen Labels je virtuellen Pool definieren und Volumes nach Label gruppieren.

Die Bezeichnungen des virtuellen Pools kdnnen mit diesen Zeichen definiert werden:

* GroRbuchstaben A-7
* Kleinbuchstaben a-z
* Zahlen 0-9

* Unterstriche

* Bindestriche -



A storageClass ldentifiziert den virtuellen Pool, der verwendet werden soll, indem auf die Beschriftungen in
einem Auswahlparameter Bezug gesetzt wird. Virtuelle Pool-Selektoren unterstiitzen folgende Operatoren:

Operator Beispiel Der Wert fiir die Bezeichnung eines Pools muss:
= Performance=Premium Ubereinstimmung

1= Performance!=extrem Keine Ubereinstimmung

in Lage in (Osten, Westen) Werden Sie im Satz von Werten

notin Performance-Dose (Silber, Bronze) Nicht im Wertungsset sein

<key> Darstellt Mit einem beliebigen Wert existieren

I<key> ISchutz Nicht vorhanden

Volume-Zugriffsgruppen

Erfahren Sie mehr Uber die Verwendung von Trident "Volume-Zugriffsgruppen” .

Ignorieren Sie diesen Abschnitt, wenn Sie CHAP verwenden. Dies wird empfohlen, um die

@ Verwaltung zu vereinfachen und die unten beschriebene Skalierungsgrenze zu vermeiden.
Wenn Sie Trident im CSI-Modus verwenden, kénnen Sie diesen Abschnitt ignorieren. Trident
verwendet CHAP, wenn es als erweiterte CSl-bereitstellung installiert ist.

Erfahren Sie mehr uber Volume Access Groups

Trident kann mithilfe von Volume-Zugriffsgruppen den Zugriff auf die von ihm bereitstehenden Volumes
steuern. Wenn CHAP deaktiviert ist, erwartet es, dass eine Zugriffsgruppe mit dem Namen gefunden trident
wird, es sei denn, Sie geben eine oder mehrere Zugriffsgruppen-IDs in der Konfiguration an.

Trident ordnet zwar neue Volumes den konfigurierten Zugriffsgruppen zu, erstellt oder verwaltet jedoch keine
Zugriffsgruppen selbst. Die Zugriffsgruppen missen vorhanden sein, bevor das Storage-Back-End zu Trident
hinzugefiigt wird. Sie missen die iISCSI-IQNs von jedem Node im Kubernetes-Cluster enthalten, der die Gber
dieses Back-End bereitgestellten Volumes mounten kann. In den meisten Installationen umfasst dies alle
Worker Nodes im Cluster.

Bei Kubernetes-Clustern mit mehr als 64 Nodes sollten Sie mehrere Zugriffsgruppen verwenden. Jede
Zugriffsgruppe kann bis zu 64 IQNs enthalten, und jedes Volume kann zu vier Zugriffsgruppen gehdren. Bei
maximal vier Zugriffsgruppen kann jeder Node in einem Cluster mit einer Grof3e von bis zu 256 Nodes auf
beliebige Volumes zugreifen. Die neuesten Grenzwerte fir Volume-Zugriffsgruppen finden Sie unter "Hier".

Wenn Sie die Konfiguration von einer Konfiguration andern, die den Standard verwendet trident
Zugriffsgruppe fiir eine Gruppe, die auch andere verwendet, geben Sie die ID fir die ein trident
Zugriffsgruppe in der Liste.
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