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Management von Cluster-Hardware und
virtuellen Netzwerken

Ubersicht liber Cluster-Hardware und virtuelle Netzwerke
managen

Uber die Registerkarte Cluster im Plug-in-Erweiterungspunkt kénnen Sie die
Einstellungen fur den gesamten Cluster anzeigen und andern und Cluster-spezifische
Aufgaben fur Laufwerke, Nodes und VLANs ausfihren.

Optionen
* "Hinzufigen und Verwalten von Laufwerken"

» "Hinzufugen und Managen von Nodes"

 "Erstellen und managen Sie virtuelle Netzwerke"

Hinzufugen und Verwalten von Laufwerken

Mit dem Plug-in-Erweiterungspunkt konnen Sie einem Cluster Laufwerke hinzuflgen,
vorhandene Laufwerke anzeigen und Laufwerke entfernen.

* Flgen Sie einem Cluster verfugbare Laufwerke hinzu
+ Zeigen Sie Laufwerkdetails an

« Entfernen Sie ein Laufwerk

Fugen Sie einem Cluster verfiigbare Laufwerke hinzu

Mit dem Plug-in-Erweiterungspunkt konnen Sie einem Cluster Laufwerke hinzufiigen. Wenn Sie dem Cluster
einen Node hinzufligen oder neue Laufwerke in einem vorhandenen Node installieren, werden die Laufwerke
automatisch als registriert Available. Sie missen die Laufwerke dem Cluster hinzufligen, bevor jedes
Laufwerk am Cluster teilnehmen kann.

Uber diese Aufgabe
Laufwerke werden nicht in der Liste verfligbar angezeigt, wenn die folgenden Bedingungen vorliegen:

* Laufwerke befinden sich in einem Active, Removing, Erasing, Oder Failed Bundesland.
* Der Knoten, in dem das Laufwerk ein Teil ist, befindet sich Pending Bundesland.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.



@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fir die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wahlen Sie auf der Unterregisterkarte Laufwerke aus der Dropdown-Liste die Option verfugbar aus, um
die Liste der verfugbaren Laufwerke anzuzeigen.

3. Laufwerke wie folgt hinzufligen:
a. Aktivieren Sie das Kontrollkastchen fur jedes Laufwerk, das Sie hinzufligen méchten.
b. Klicken Sie Auf Laufwerke Hinzufiigen.

4. Uberprifen Sie die Details der Laufwerke, die hinzugefligt werden sollen, und bestétigen Sie die Aktion.

Zeigen Sie Laufwerkdetails an

Uber die Plug-in-Erweiterung kénnen Sie eine Liste der aktiven Laufwerke im Cluster mithilfe der Ansicht aktiv
auf der Seite Laufwerke der Registerkarte Cluster anzeigen. Sie kdnnen die Ansicht andern, indem Sie die
verfugbaren Optionen mithilfe des Dropdown-Filters auswahlen.

Uber diese Aufgabe

Beim ersten Initialisieren eines Clusters ist die Liste der aktiven Laufwerke leer. Sie kbnnen Laufwerke
hinzufligen, die einem Cluster nicht zugewiesen sind und auf der Registerkarte verfiigbar aufgefihrt sind,
nachdem ein neues Cluster erstellt wurde.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:
> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.
o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >

Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefligt werden, stellen Sie sicher, dass der Cluster, den
Sie fir die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wahlen Sie die Unterregisterkarte Laufwerke aus.
3. Wahlen Sie die Ansicht aktiv aus.

4. Zeigen Sie Details zu den Laufwerken an, die aktuell im System aktiv sind.

Sie kénnen Informationen wie Laufwerk-IDs, die Kapazitat und den Status jedes Laufwerks sowie
Informationen zum Node anzeigen, in dem sich das Laufwerk befindet.

Entfernen Sie ein Laufwerk

Mit dem Plug-in-Erweiterungspunkt kdnnen Sie ein Laufwerk aus einem Cluster entfernen. Dies kénnen Sie
tun, wenn Sie die Cluster-Kapazitat reduzieren oder sich darauf vorbereiten, Laufwerke auszutauschen, die
sich dem Ende ihrer Lebensdauer nahern. Durch das Entfernen eines Laufwerks kann das Laufwerk offline
geschaltet werden. Alle Daten auf dem Laufwerk werden entfernt und auf andere Laufwerke im Cluster
migriert, bevor das Laufwerk aus dem Cluster entfernt wird. Die Datenmigration auf andere aktive Laufwerke
im System kann abhangig von Kapazitatsauslastung und aktiver I/O im Cluster einige Minuten bis eine Stunde
dauern.

Uber diese Aufgabe



Wenn Sie ein Laufwerk in einem entfernen Failed Status: Das Laufwerk wird nicht zu zurtickgegeben
Available Oder Active staaten. Stattdessen ist das Laufwerk nicht zur Verwendung im Cluster verfiigbar.

Schritte
1. Offnen Sie in Ihrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wabhlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wahlen Sie in der Dropdown-Liste * All* aus, um die komplette Liste der Laufwerke anzuzeigen.
3. Entfernen Sie Laufwerke wie folgt:

a. Aktivieren Sie das Kontrollkastchen fur jedes Laufwerk, das Sie entfernen mochten.

b. Klicken Sie Auf Laufwerke Entfernen.
4. Bestatigen Sie die Aktion.

Falls nicht genligend Kapazitat zum Entfernen aktiver Laufwerke vor dem Entfernen eines
@ Node vorhanden ist, wird beim Bestatigen des Entfernens des Laufwerks eine
Fehlermeldung angezeigt.

Weitere Informationen

* "NetApp HCI-Dokumentation”

» "Seite ,SolidFire und Element Ressourcen®"

Hinzufugen und Managen von Nodes

Uber das Plug-in kénnen Sie hinzufligen "Storage-Nodes" Wenn ein Cluster erstellt wird
oder mehr Storage bendtigt wird. Sie kdnnen auch Storage-Nodes hinzufligen, auf denen
die Element Software ausgefuhrt wird. Aufderhalb des Plug-in in vSphere mussen NetApp
HCI Computing-Nodes hinzugeflgt werden.

* Flgen Sie einem Cluster einen Node hinzu
+ Zeigen Sie Node-Details an

+ Starten Sie einen Node neu

» Fahren Sie einen Node herunter

» Entfernen eines Node aus einem Cluster

Fugen Sie einem Cluster einen Node hinzu
Mit dem vCenter Plug-in kdnnen Sie lhrem Cluster Storage Nodes hinzuflgen.

Was Sie bendtigen


https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation
https://docs.netapp.com/us-en/hci/docs/concept_hci_nodes.html#storage-nodes

* Der Node, den Sie hinzufligen, wurde eingerichtet, eingeschaltet und konfiguriert.

* Die Major- oder Minor-Versionsnummern der Software auf jedem Knoten eines Clusters missen mit der
Kompatibilitdt der Software Ubereinstimmen. Beispielsweise ist Element 9.0 nicht mit Version 9.1
kompatibel.

Wenn der dem hinzuzufliigenden Node eine andere gréRere oder kleinere Version der NetApp
Element-Software als die Version auf dem Cluster hat, aktualisiert das Cluster den Node

@ asynchron auf die Version der NetApp Element-Software, die auf dem Cluster-Master
ausgefuhrt wird. Nach der Aktualisierung des Node wird er sich automatisch dem Cluster

hinzugeflgt. Wahrend dieses asynchronen Prozesses liegt der Node in einem pendingActive
Bundesland.

Uber diese Aufgabe

Nodes mussen die Erstkonfiguration erfordern, wenn sie zum ersten Mal eingeschaltet sind. Wenn der Knoten
eingerichtet und konfiguriert wurde, registriert er sich auf dem Cluster, der identifiziert wurde, wenn der Knoten
konfiguriert wurde, und erscheint in der Liste der ausstehenden Knoten auf der Seite Cluster > Knoten des
Plugin Erweiterungspunkts.

Sie kénnen einem vorhandenen Cluster Nodes mit kleineren oder grolieren Kapazitaten hinzufiigen.

Das Verfahren ist identisch mit dem Hinzufligen von FC Nodes oder Storage-Nodes, auf denen die NetApp
Element Software ausgefuhrt wird.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdchten, in der Navigationsleiste ausgewahlt ist.

2. Klicken Sie auf die Unterregisterkarte Knoten.
3. Wahlen Sie in der Dropdown-Liste * Ausstehend* aus, um die Liste der Knoten anzuzeigen.
4. So fugen Sie einen oder mehrere Knoten hinzu:

a. Aktivieren Sie das Kontrollkastchen fur jeden Knoten, den Sie hinzufiigen méchten.

b. Klicken Sie Auf Knoten Hinzufiigen.

5. Uberpriifen Sie die Details der Knoten, die Sie hinzufiigen méchten, und bestétigen Sie die Aktion.

Nach Abschluss der Aktion wird der Node in der Liste der aktiven Nodes fir das Cluster angezeigt.

Zeigen Sie Node-Details an

Vom Plug-in-Erweiterungspunkt kénnen Sie eine Liste der Nodes im Cluster auf der Seite Nodes der
Registerkarte Cluster anzeigen. Sie missen die Ansicht ,aktiv‘ auswahlen, um die Liste der aktiven Nodes
anzuzeigen. Sie kénnen die Ansicht andern, indem Sie auswahlen Pending, PendingActive, und A11
Optionen mit dem Dropdown-Filter.



Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdchten, in der Navigationsleiste ausgewahlt ist.

2. Wabhlen Sie die Unterregisterkarte Nodes aus.
3. Wahlen Sie die Ansicht aktiv aus.
4. Details zu den Nodes im Storage-Cluster anzeigen
Sie kdnnen Informationen wie Node-IDs, den Namen und Status jedes Nodes, die konfigurierten IOPS, den

Node-Typ, die Anzahl der aktiven Laufwerke pro Node und Netzwerkinformationen zu den einzelnen
Nodes anzeigen.

Starten Sie einen Node neu

Mit dem Plug-in-Erweiterungspunkt kdnnen Sie einen oder mehrere aktive Knoten in einem Cluster neu
starten.

Was Sie bendtigen

Sie haben I/0O gestoppt und alle iSCSI-Sitzungen getrennt, wenn Sie mehr als einen Knoten gleichzeitig neu
starten.

Uber diese Aufgabe
Zum Neustart des Clusters konnen Sie alle Cluster-Nodes auswahlen und einen Neustart durchfiihren.

@ Mit dieser Methode werden alle Netzwerkdienste auf einem Node neu gestartet, was zu einem
vorubergehenden Verlust der Netzwerkverbindung flhrt.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wabhlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >

Cluster aus.
@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wabhlen Sie die Unterregisterkarte Nodes aus.

a. Aktivieren Sie in der Active-Ansicht das Kontrollkastchen fir jeden Knoten, den Sie neu starten
mochten.

b. Klicken Sie Auf Aktionen.



c. Wahlen Sie Neustart.
3. Bestatigen Sie die Aktion.

Fahren Sie einen Node herunter

Mit dem Plug-in-Erweiterungspunkt kénnen Sie einen oder mehrere aktive Knoten in einem Cluster
herunterfahren. Zum Herunterfahren des Clusters konnen Sie alle Cluster-Nodes auswahlen und gleichzeitig
das Herunterfahren durchfiihren.

Was Sie bendtigen

Sie haben I/0O gestoppt und alle iSCSI-Sitzungen getrennt, wenn Sie mehr als einen Knoten gleichzeitig neu
starten.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefligt werden, stellen Sie sicher, dass der Cluster, den
Sie fir die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wahlen Sie die Unterregisterkarte Nodes aus.

a. Aktivieren Sie in der Active-Ansicht das Kontrollkastchen flr jeden Knoten, den Sie herunterfahren
mochten.

b. Klicken Sie Auf Aktionen.
c. Wahlen Sie Herunterfahren.

3. Bestatigen Sie die Aktion.

Wenn ein Node unter jeder Art von Herunterfahren langer als 5.5 Minuten ausgefallen ist,
bestimmt die NetApp Element Software, dass der Node nicht wieder dem Cluster beitreten wird.

@ Bei der Double Helix Datensicherung wird das Schreiben einzelner replizierter Blocke auf einem
anderen Node zum Replizieren der Daten gestartet. Je nach Lange des Herunterfahrens eines
Node mussen dessen Laufwerke méglicherweise wieder dem Cluster hinzugefugt werden,
nachdem der Node wieder in den Online-Modus versetzt wurde.

Entfernen eines Node aus einem Cluster

Sie kdnnen Nodes aus einem Cluster ohne Serviceunterbrechungen entfernen, wenn ihr Storage nicht mehr
benétigt wird oder Wartungsmafinahmen erforderlich sind.

Was Sie bendétigen

Sie haben alle Laufwerke im Node aus dem Cluster entfernt. Sie kdnnen den Node bis zum nicht entfernen
RemoveDrives Der Prozess ist abgeschlossen, und alle Daten wurden vom Node migriert.

Uber diese Aufgabe

Mindestens zwei FC Nodes sind fiir FC-Konnektivitat in einem NetApp Element Cluster erforderlich. Wenn nur
ein FC-Node verbunden ist, 16st das System im Ereignisprotokoll Warnmeldungen aus, bis Sie dem Cluster



weitere FC-Node hinzufligen, obwohl der gesamte FC-Netzwerk-Traffic weiterhin mit nur einem FC-Node
ausgefuhrt wird.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wabhlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >

Cluster aus.
@ Wenn zwei oder mehr Cluster hinzugefligt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wabhlen Sie die Unterregisterkarte Nodes aus.
3. So entfernen Sie einen oder mehrere Knoten:

a. Aktivieren Sie in der Active-Ansicht das Kontrollkastchen fir jeden Knoten, den Sie entfernen
mochten.

b. Klicken Sie Auf Aktionen.
c. Wahlen Sie Entfernen.
4. Bestatigen Sie die Aktion.

Alle aus einem Cluster entfernten Nodes werden in der Liste der ausstehenden Nodes angezeigt.

Weitere Informationen

* "NetApp HCI-Dokumentation"

w“wn

» "Seite ,SolidFire und Element Ressourcen

Erstellen und managen Sie virtuelle Netzwerke

Sie kdnnen einer Cluster-Konfiguration ein neues virtuelles Netzwerk hinzufigen, um
eine mandantenfahige Umgebungsverbindung zu einem Cluster mit NetApp Element
Software zu ermdglichen und das virtuelle Netzwerk mit dem vCenter Plug-in zu
managen.

« Erstellen Sie ein virtuelles Netzwerk
* Details zum virtuellen Netzwerk anzeigen
« Bearbeiten eines virtuellen Netzwerks

» Loschen Sie ein virtuelles Netzwerk

Erstellen Sie ein virtuelles Netzwerk
Sie kdnnen einem neuen virtuellen Netzwerk zu einer Cluster-Konfiguration hinzufligen.

Was Sie bendétigen
« ESXi Hosts verfiigen Uber einen einzelnen iSCSI-Software-Adapter.


https://docs.netapp.com/us-en/hci/index.html
https://www.netapp.com/data-storage/solidfire/documentation

* Hosts oder Switches sind fur das VLAN konfiguriert.

» Sie haben den Block von IP-Adressen identifiziert, der den virtuellen Netzwerken auf den Clusterknoten
zugewiesen wird.

 Sie haben eine SVIP-Adresse (Storage-Netzwerk-IP-Adresse) identifiziert, die als Endpunkt fir den
gesamten NetApp Element-Datenverkehr verwendet wird.

Bei dieser Konfiguration sollten die folgenden Kriterien beriicksichtigt werden:
* VRF kann nur zum Zeitpunkt der Erstellung eines VLANSs aktiviert werden. Wenn Sie wieder
zu nicht-VRF wechseln mochten, missen Sie das VLAN loschen und neu erstellen.

@ » Bei VLANS, die nicht VRF-aktiviert sind, mUssen sich Initiatoren in demselben Subnetz wie
das SVIP befinden.

* VLANSs, die VRF-aktiviert sind, missen sich keine Initiatoren in demselben Subnetz wie die
SVIP befinden und Routing wird untersttitzt.

Uber diese Aufgabe
Wenn ein virtuelles Netzwerk hinzugefligt wird, wird fiir jeden Node eine Schnittstelle erstellt und jeder bendtigt
eine virtuelle Netzwerk-IP-Adresse. Die Anzahl der IP-Adressen, die Sie beim Erstellen eines neuen virtuellen
Netzwerks angeben, muss der Anzahl der Nodes im Cluster entsprechen oder grof3er sein. Virtuelle
Netzwerkadressen werden von einzelnen Nodes automatisch bereitgestellt und ihnen zugewiesen. Sie missen
den Nodes im Cluster keine virtuellen Netzwerkadressen manuell zuweisen.
Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:
> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.
o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdchten, in der Navigationsleiste ausgewahlt ist.

Wahlen Sie die Unterregisterkarte Netzwerk aus.

Wahlen Sie VLAN erstellen.

Geben Sie im Dialogfeld VLAN erstellen einen Namen fir das VLAN ein.
Geben Sie eine ganze Zahl fur das VLAN-Tag ein.

Geben Sie die Storage Virtual IP (SVIP)-Adresse fur den Storage-Cluster ein.

N o g k&~ 0 DN

Passen Sie die Netzmaske nach Bedarf an.

Die Standardeinstellung lautet 255.255.255.0.

o]

. Optional: Geben Sie eine Beschreibung fiir das VLAN ein.

[<e]

. Optional: Aktivieren Sie das Kontrollkastchen Virtuelles Routing und Weiterleitung aktivieren.

Virtuelles Routing und Forwarding (VRF) ermoglicht es, mehrere Instanzen einer Routing-
Tabelle in einem Router zu existieren und gleichzeitig zu arbeiten. Diese Funktion ist nur fur
Speichernetzwerke verfiigbar.



a. Geben Sie eine IP-Adresse eines Gateways des virtuellen Netzwerks ein.

10. Wahlen Sie die Hosts aus, die Sie in das VLAN aufnehmen mochten.

@ Hinweis: Wenn Sie den vCenter Linked Mode verwenden, konnen Sie nur Hosts auswéhlen,
die dem vCenter Server zur Verfigung stehen, dem das Cluster zugewiesen ist.

11. Konfigurieren Sie die IP-Adressblocke fiir die Storage-Nodes wie folgt:
@ Hinweis: Es muss mindestens ein IP-Adressblock erstellt werden.

a. Klicken Sie Auf Block Erstellen.
b. Geben Sie die Startadresse fiir den IP-Bereich ein.
c. Geben Sie die Anzahl der IP-Adressen ein, die in den Adressblock einbezogen werden sollen.
@ Die Gesamtzahl der IP-Adressen muss mit der Anzahl der Nodes im Storage-Cluster
Ubereinstimmen.

d. Klicken Sie aulerhalb des Eintrags, um die Werte zu akzeptieren.
12. Klicken Sie auf OK, um das VLAN zu erstellen.

Details zum virtuellen Netzwerk anzeigen

Sie kdnnen Netzwerkinformationen fir VLANs auf der Registerkarte Netzwerk der Registerkarte Cluster vom
Plug-in-Erweiterungspunkt anzeigen.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wabhlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >

Cluster aus.
@ Wenn zwei oder mehr Cluster hinzugefligt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wabhlen Sie die Unterregisterkarte Nodes aus.
3. Wahlen Sie die Ansicht aktiv aus.

4. Details zu den Nodes im Storage-Cluster anzeigen
Sie kénnen Informationen anzeigen, wie z. B. die ID und den Namen jedes VLANSs, die mit jedem VLAN
verknupften Tag, die SVIP, die jedem VLAN zugewiesen wurden, und den fir jedes VLAN verwendeten IP-
Bereich.

Bearbeiten eines virtuellen Netzwerks

Sie konnen VLAN-Attribute wie VLAN-Name, Netzmaske und Grof3e der IP-Adressblocke andern.

Uber diese Aufgabe



VLAN-Tag und SVIP kénnen fur ein VLAN nicht gedndert werden. Das Gateway-Attribut kann nur fur VRF-
VLANs geandert werden. Wenn iSCSI-, Remote-Replikation- oder andere Netzwerksitzungen vorhanden sind,
kann die Anderung fehlschlagen.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

> Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wahlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >
Cluster aus.

@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fir die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

Wahlen Sie die Unterregisterkarte Netzwerk aus.

Aktivieren Sie das Kontrollkdstchen fur das VLAN, das Sie bearbeiten mdchten.
Klicken Sie Auf Aktionen.

Klicken Sie im Menu Ergebnis auf Bearbeiten.

Geben Sie im Meni Ergebnis die neuen Attribute fir das VLAN ein.

N o gk~ 0 DN

Klicken Sie auf Block erstellen, um einen nicht kontinuierlichen Block von IP-Adressen fir das virtuelle
Netzwerk hinzuzuflgen.

8. Klicken Sie auf OK.

Loschen Sie ein virtuelles Netzwerk

Sie kdnnen ein VLAN-Objekt und seinen Block von IPs dauerhaft I6schen. Adressblocke, die dem VLAN
zugewiesen wurden, werden dem virtuellen Netzwerk nicht zugeordnet und kénnen einem anderen virtuellen
Netzwerk neu zugewiesen werden.

Schritte
1. Offnen Sie in Inrem vSphere Web Client die Registerkarte Cluster:

o Ab Element vCenter Plug-in 5.0 wahlen Sie NetApp Element Remote Plugin > Verwaltung >
Cluster.

o Wabhlen Sie fur Element vCenter Plug-in 4.10 und friher die Option NetApp Element-Verwaltung >

Cluster aus.
@ Wenn zwei oder mehr Cluster hinzugefiigt werden, stellen Sie sicher, dass der Cluster, den
Sie fur die Aufgabe verwenden mdéchten, in der Navigationsleiste ausgewahlt ist.

2. Wabhlen Sie die Unterregisterkarte Netzwerk aus.

3. Aktivieren Sie das Kontrollkastchen fur das VLAN, das Sie I16schen méchten.
4. Klicken Sie Auf Aktionen.

5. Klicken Sie im Menu Ergebnis auf Loschen.

6

. Bestatigen Sie die Aktion.

10



Copyright-Informationen

Copyright © 2025 NetApp. Alle Rechte vorbehalten. Gedruckt in den USA. Dieses urheberrechtlich geschiitzte
Dokument darf ohne die vorherige schriftiche Genehmigung des Urheberrechtsinhabers in keiner Form und
durch keine Mittel — weder grafische noch elektronische oder mechanische, einschliel3lich Fotokopieren,
Aufnehmen oder Speichern in einem elektronischen Abrufsystem — auch nicht in Teilen, vervielfaltigt werden.

Software, die von urheberrechtlich geschitztem NetApp Material abgeleitet wird, unterliegt der folgenden
Lizenz und dem folgenden Haftungsausschluss:

DIE VORLIEGENDE SOFTWARE WIRD IN DER VORLIEGENDEN FORM VON NETAPP ZUR VERFUGUNG
GESTELLT, D. H. OHNE JEGLICHE EXPLIZITE ODER IMPLIZITE GEWAHRLEISTUNG, EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE STILLSCHWEIGENDE GEWAHRLEISTUNG DER
MARKTGANGIGKEIT UND EIGNUNG FUR EINEN BESTIMMTEN ZWECK, DIE HIERMIT
AUSGESCHLOSSEN WERDEN. NETAPP UBERNIMMT KEINERLEI HAFTUNG FUR DIREKTE, INDIREKTE,
ZUFALLIGE, BESONDERE, BEISPIELHAFTE SCHADEN ODER FOLGESCHADEN (EINSCHLIESSLICH,
JEDOCH NICHT BESCHRANKT AUF DIE BESCHAFFUNG VON ERSATZWAREN ODER
-DIENSTLEISTUNGEN, NUTZUNGS-, DATEN- ODER GEWINNVERLUSTE ODER UNTERBRECHUNG DES
GESCHAFTSBETRIEBS), UNABHANGIG DAVON, WIE SIE VERURSACHT WURDEN UND AUF WELCHER
HAFTUNGSTHEORIE SIE BERUHEN, OB AUS VERTRAGLICH FESTGELEGTER HAFTUNG,
VERSCHULDENSUNABHANGIGER HAFTUNG ODER DELIKTSHAFTUNG (EINSCHLIESSLICH
FAHRLASSIGKEIT ODER AUF ANDEREM WEGE), DIE IN IRGENDEINER WEISE AUS DER NUTZUNG
DIESER SOFTWARE RESULTIEREN, SELBST WENN AUF DIE MOGLICHKEIT DERARTIGER SCHADEN
HINGEWIESEN WURDE.

NetApp behalt sich das Recht vor, die hierin beschriebenen Produkte jederzeit und ohne Vorankindigung zu
andern. NetApp Ubernimmt keine Verantwortung oder Haftung, die sich aus der Verwendung der hier
beschriebenen Produkte ergibt, es sei denn, NetApp hat dem ausdrticklich in schriftlicher Form zugestimmit.
Die Verwendung oder der Erwerb dieses Produkts stellt keine Lizenzierung im Rahmen eines Patentrechts,
Markenrechts oder eines anderen Rechts an geistigem Eigentum von NetApp dar.

Das in diesem Dokument beschriebene Produkt kann durch ein oder mehrere US-amerikanische Patente,
auslandische Patente oder anhangige Patentanmeldungen geschutzt sein.

ERLAUTERUNG ZU ,RESTRICTED RIGHTS*: Nutzung, Vervielfaltigung oder Offenlegung durch die US-
Regierung unterliegt den Einschrankungen gemaf Unterabschnitt (b)(3) der Klausel ,Rights in Technical Data
— Noncommercial ltems* in DFARS 252.227-7013 (Februar 2014) und FAR 52.227-19 (Dezember 2007).

Die hierin enthaltenen Daten beziehen sich auf ein kommerzielles Produkt und/oder einen kommerziellen
Service (wie in FAR 2.101 definiert) und sind Eigentum von NetApp, Inc. Alle technischen Daten und die
Computersoftware von NetApp, die unter diesem Vertrag bereitgestellt werden, sind gewerblicher Natur und
wurden ausschlie3lich unter Verwendung privater Mittel entwickelt. Die US-Regierung besitzt eine nicht
ausschlieBliche, nicht Gbertragbare, nicht unterlizenzierbare, weltweite, limitierte unwiderrufliche Lizenz zur
Nutzung der Daten nur in Verbindung mit und zur Unterstitzung des Vertrags der US-Regierung, unter dem
die Daten bereitgestellt wurden. Sofern in den vorliegenden Bedingungen nicht anders angegeben, durfen die
Daten ohne vorherige schriftliche Genehmigung von NetApp, Inc. nicht verwendet, offengelegt, vervielfaltigt,
geandert, aufgefiihrt oder angezeigt werden. Die Lizenzrechte der US-Regierung fir das US-
Verteidigungsministerium sind auf die in DFARS-Klausel 252.227-7015(b) (Februar 2014) genannten Rechte
beschrankt.

Markeninformationen

NETAPP, das NETAPP Logo und die unter http://www.netapp.com/TM aufgefihrten Marken sind Marken von
NetApp, Inc. Andere Firmen und Produktnamen kénnen Marken der jeweiligen Eigentiimer sein.
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