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Managen

Workflow zur Konfiguration der virtuellen Appliance fur
VSC, VASA Provider und SRA
Zum Konfigurieren der Virtual Machine fur VSC, VASA Provider und SRA mussen die

Storage-Systeme konfiguriert, ein Storage-Funktionsprofil erstellt, der Datastore
bereitgestellt und SRA optional fur die Disaster Recovery konfiguriert werden.



Before you begin: Deploy the virtual
appliance for VSC, VASA Provider, and
SRA.

v

Configure storage systems.

v

Optional: Configure storage alarm
thresholds.

v

Create storage capability profiles.
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Monitor datastore provisioning

Monitor datastore provisioning
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for traditional datastores.
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Optional: Configure disaster recovery
by using
Storage Replication Adapter.

Konfiguration der Storage-Systeme fur VSC, VASA Provider
und SRA

Sie sollten Storage-Systeme zur virtuellen Appliance hinzufigen und bei Bedarf Uber die
VSC Schnittstelle Standard-Anmeldedaten festlegen.



Fugen Sie Storage-Systeme zur VSC hinzu
Sie konnen Storage-System manuell zur Virtual Storage Console (VSC) hinzufugen.

Uber diese Aufgabe

Jedes Mal, wenn Sie die Virtual Storage Console (VSC) starten oder die ALLE Option WIEDERENTDECKEN,
erkennt VSC die verfligbaren Speichersysteme automatisch.

Schritte
1. Flgen Sie zur VSC ein Storage-System Uber die VSC Startseite hinzu:

o Klicken Sie auf MenU:Speichersysteme[Hinzufligen].

- Klicken Sie auf Meni:Ubersicht[erste Schritte] und dann auf die Schaltfliche HINZUFUGEN unter
Speichersystem hinzufiigen.

2. Geben Sie im Dialogfeld Storage-System hinzufiigen die Management-IP-Adresse und die
Anmeldeinformationen fiir dieses Speichersystem ein.

Sie kénnen auch Storage-Systeme mit der IPv6-Adresse des Clusters oder der SVM hinzufligen. In diesem
Dialogfeld kénnen Sie aufierdem die Standardwerte fir TLS und die Portnummer andern.

Wenn Sie Speicher von der VSC Storage System Seite hinzufligen, missen Sie auch die vCenter Server
Instanz angeben, wo sich der Speicher befindet. Das Dialogfeld Storage-System hinzufligen enthalt eine
Dropdown-Liste der verfigbaren vCenter Server-Instanzen. Die VSC zeigt diese Option nicht an, wenn Sie
einem Rechenzentrum Storage hinzufligen, das bereits einer vCenter Server-Instanz zugeordnet ist.

3. Klicken Sie auf OK, nachdem Sie alle erforderlichen Informationen hinzugefiigt haben.

Legen Sie die Standardanmeldeinformationen fiir Speichersysteme fest

Sie kdnnen die virtuelle Speicherkonsole fur VMware vSphere verwenden, um
Standardanmeldeinformationen fur ein Speichersystem in Inrem vCenter Server
festzulegen.

Bevor Sie beginnen

Sie mussen den vCenter Server ausgewahlt haben, den Sie zum Erstellen von Standardanmeldeinformationen
verwenden moéchten.

Uber diese Aufgabe

Wenn Sie Standardanmeldedaten fir Storage-Systeme einrichten, verwendet die Virtual Storage Console
(VSC) diese Anmeldedaten fir die Anmeldung bei einem Storage-System, das die VSC gerade erkannt hat.
Wenn die Standardanmeldeinformationen nicht funktionieren, miissen Sie sich manuell beim Speichersystem
anmelden. VSC und SRA unterstlitzen das Hinzufiigen von Anmeldeinformationen des Storage-Systems auf
Cluster-Ebene oder SVM-Ebene. Vasa Provider kann aber nur mit Anmeldedaten auf Cluster-Ebene arbeiten.

Schritte

1. Klicken Sie auf der VSC Home Seite auf MenU:Einstellungen[Administratoreinstellungen >
Standardanmeldedaten flr Storage-System konfigurieren].

2. Geben Sie im Dialogfeld Speichersystemstandard-Anmeldeinformationen den Benutzernamen und das
Kennwort fir das Speichersystem ein.

Storage Controller-Anmeldedaten werden in ONTAP basierend auf dem Benutzernamen und dem
Passwort-Paar zugewiesen. Die Zugangsdaten fur den Storage Controller kdnnen entweder das



Administratorkonto oder ein benutzerdefiniertes Konto, das die rollenbasierte Zugriffssteuerung verwendet.

Sie kdnnen die Rollen, die dem Benutzernamen und Passwort des Storage Controllers zugeordnet sind,
nicht mit VSC andern. Zum Andern oder Erstellen einer neuen ONTAP Benutzerrolle zur Verwendung mit
der virtuellen Appliance fur VSC, VASA Provider und SRA kdnnen Sie System Manager verwenden.

Weitere Informationen finden Sie im Abschnitt ,Konfigurieren von Benutzerrollen und
-Berechtigungen®im Handbuch ,Virtual Storage Console, VASA Provider und Storage Replication
Adapter flir VMware® vSphere Deployment and Setup Guide for 9.7 Release.

3. Klicken Sie auf OK, um die Standardanmeldeinformationen zu speichern.

Nachdem Sie fertig sind

Wenn Sie die Anmeldedaten des Speichersystems aktualisiert haben, weil ein Speichersystem den Status
L2Authentifizierungsfehler” gemeldet hat, klicken Sie auf die Option ALLE WIEDERERKENNEN auf
der Seite * Speichersysteme®. Ist dies der Fall, versucht die VSC mithilfe der neuen Zugangsdaten, sich mit
dem Storage-System zu verbinden.

Konfigurieren der Alarmschwellenwerte

Sie kdnnen VSC verwenden, um Alarme einzustellen, um Sie zu benachrichtigen, wenn
die Volumenschwellenwerte und Aggregat-Schwellenwerte die festgelegten Grenzwerte
erreichen.

Schritte
1. Klicken Sie auf der Seite Virtual Storage Console Home auf Einstellungen.

2. Klicken Sie Auf Einstellungen Fiir Unified Appliance.

3. Geben Sie die Prozentwerte fir das Feld beinahe volle Schwelle (%) und das Feld Vollschwellenwert
(%) sowohl fur die Lautstarkeralarmschwellenwerte als auch fur die aggregierten Alarmschwellenwerte an.
Beim Festlegen der Werte mussen Sie die folgenden Informationen berlcksichtigen:

> Durch Klicken auf Zuriicksetzen werden die Schwellenwerte auf die vorherigen Werte zurlickgesetzt.

Durch Klicken auf Zuriicksetzen werden die Schwellenwerte nicht auf die Standardwerte von 80
Prozent fir ,nahezu voll®und 90 Prozent fir ,vol1“ zuriickgesetzt.

o Es gibt zwei Méglichkeiten, die Werte festzulegen:

= Mithilfe der nach-oben- und nach-unten-Pfeile neben den Werten konnen Sie die Schwellenwerte
anpassen.

= Sie kdnnen die Pfeile auf der Trackleiste unterhalb der Werte verschieben, um die Schwellenwerte
anzupassen.

> Der niedrigste Wert, den Sie fur das Feld Full Threshold (%) fur Volumen und Aggregate einstellen
kénnen, betragt 6 Prozent.

4. Klicken Sie nach der Angabe der erforderlichen Werte auf Anwenden.

Sie mussen fir Lautstarkeralarm und Aggregat-Alarm auf Apply klicken.



Erstellung von Storage-Funktionsprofilen

MIT VASA Provider for ONTAP kdnnen Sie Storage-Funktionsprofile erstellen und diesen
Ihrem Storage zuordnen. Auf diese Weise kdnnen Sie die Konsistenz im gesamten
Storage gewahrleisten. Mit VASA Provider konnen Sie auch die Compliance zwischen
dem Storage und den Storage-Funktionsprofilen prifen.

Welche Storage-Funktionen sind verfiigbar

Eine Storage-Funktion ist eine Reihe von Attributen von Storage-Systemen. Dadurch wird
ein bestimmter Level an Storage-Performance, Storage-Effizienz und anderen
Funktionen identifiziert, wie z. B. die Verschllsselung fur das Storage-Objekt.

Bei herkdmmlichen Datastores konnen Sie ein Storage-Funktionsprofil verwenden, um Datastores mit
gangigen Attributen zu konsistent zu erstellen und ihnen QoS-Richtlinien zuzuweisen. Wahrend der
Bereitstellung werden mit VSC Cluster, SVMs und Aggregate angezeigt, die dem Storage-Funktionsprofil
entsprechen. Mit der Option GLOBAL AUTO-GENERATE PROFILES aus dem Menu Storage Mapping
kénnen Sie aus bestehenden herkdmmlichen Datastores ein Profil der Speicherfahigkeit generieren. Nach der
Erstellung des Profils kdnnen Sie mit VSC die Compliance von Datastores mit dem Profil iberwachen.

Bei Verwendung mit VVol Datastores kann der Bereitstellungsassistent mehrere Storage-Funktionsprofile
verwenden, um verschiedene FlexVol Volumes im Datastore zu erstellen. Sie kdnnen die VM Storage-
Richtlinie verwenden, um VVols automatisch fir eine Virtual Machine in entsprechenden FlexVol Volumes
gemal Definition zu erstellen. Sie kdnnen beispielsweise Profile fur allgemeine Storage-Klassen erstellen
(beispielsweise fur Performance-Limits und andere Funktionen wie Verschlisselung oder FabricPool). Sie
kdnnen spater VM Storage-Richtlinien in vCenter Server erstellen, die Business-Klassen von Virtual Machines
darstellen und diese mit dem entsprechenden Storage-Funktionsprofil nach Name verknipfen (z. B.
Produktion, Test, HR).

Bei Verwendung mit VVols wird auch das Storage-Funktionsprofil verwendet, um die Storage-Performance flr
die individuelle Virtual Machine festzulegen und sie auf dem FlexVol Volume im vVol Datastore abzulegen, der
die Performance-Anforderungen am besten erflllt. Sie kdnnen eine QoS-Richtlinie mit minimalen und/oder
maximalen IOPS fir die Performance festlegen. Die Standardrichtlinien kdnnen verwendet werden, wenn Sie
eine Virtual Machine bereitstellen oder lhre VM Storage-Richtlinie spater andern, wenn sich Ihre
Geschaftsanforderungen andern.

Der vCenter Server ordnet dann die Storage-Fahigkeit einer LUN oder eines Volumes dem Datenspeicher zu,
der auf dieser LUN oder diesem Volume bereitgestellt ist. Damit kdnnen Sie eine Virtual Machine in einem
Datenspeicher bereitstellen, der dem Storage-Profil der Virtual Machine entspricht, und es kénnen
sichergestellt werden, dass alle Datenspeicher in einem Datastore-Cluster dieselben Storage Service Levels
aufweisen.

Mit der virtuellen Appliance fir Virtual Storage Console (VSC), VASA Provider und Storage Replication
Adapter (SRA) kdnnen Sie jeden Datenspeicher eines virtuellen Volumes (VVol) mit einem neuen Storage-
Funktionsprofil konfigurieren, das die Bereitstellung von Virtual Machines mit wechselnden IOPS-
Anforderungen auf demselben vVol Datastore unterstitzt. Wahrend Sie den VM Provisioning Workflow mit
IOPS-Anforderung ausfiuihren, werden alle VVol Datastores in der Liste kompatibler Datastores aufgefihrt.



Wenn Sie versuchen, virtuelle Maschinen fiir vCenter Server vor 6.5 bereitzustellen oder zu
andern, werden in der Liste kompatibler Datastores nur die vVol Datastores mit
SpeicherFunktionsprofilen mit Performance-Einstellung ,MAX T0PS* aufgefiihrt. Die

@ verbleibenden vVol-Datenspeicher sind in der Liste mit inkompatiblen Datenspeichern

aufgelistet. Sie kdnnen diese Klassifizierung ignorieren und einen beliebigen vVol Datastore aus
der Liste inkompatibler Datenspeicher auswahlen, um die virtuelle Maschine bereitzustellen
oder zu andern.

Uberlegungen beim Erstellen und Bearbeiten von Storage-Funktionsprofilen

Beachten Sie bei der Erstellung und Bearbeitung von Storage-Funktionsprofilen die
Uberlegungen.

Sie kdnnen Minimum-IOPS nur fur AFF Systeme konfigurieren.
Sie kdnnen QoS-Kennzahlen auf Datastore-Ebene eines virtuellen Volumes (VVVol) konfigurieren.

Diese Funktion bietet groRere Flexibilitat bei der Zuweisung unterschiedlicher QoS-Metriken fur
unterschiedliche VMDKSs derselben Virtual Machine, die in einem virtuellen Datastore bereitgestellt wird.

Sie kénnen Storage-Funktionsprofile fir FAS- und AFF-Datastores konfigurieren.

Bei FAS-Systemen kdnnen Sie die Platzreservierung fir Thick oder Thin Provisioning konfigurieren. Bei
AFF Systemen kann die Platzreserve nur mit Thin Provisioning konfiguriert werden.

Sie kénnen Storage-Funktionsprofile zur Verschlisselung Ihrer Datenspeicher nutzen.

Vorhandene Storage-Funktionsprofile kénnen nach einem Upgrade von einer friiheren Version der
virtuellen Appliance fir Virtual Storage Console (VSC), VASA Provider und Storage Replication Adapter
(SRA) auf die aktuelle Version der virtuellen Appliance fur VSC, VASA Provider und SRA nicht mehr
geandert werden.

Die Profile der alteren Storage-Funktionen werden zur Rickwartskompatibilitat aufbewahrt. Wenn die
Standardvorlagen nicht verwendet werden, dann wahrend des Upgrades auf die aktuelle Version der
virtuellen Appliance fir VSC, VASA Provider und SRA, werden die vorhandenen Vorlagen tUberschrieben,
um die neuen QoS-Kennzahlen zur Performance der Storage-Funktionsprofile wiederzugeben.

Sie kdnnen die alten Storage-Funktionsprofile nicht andern oder verwenden, um neue virtuelle Datastores
oder VM Storage-Richtlinien bereitzustellen.

Sie mussen fir alle neuen Datenspeicher neue Storage-Funktionsprofile verwenden.

Storage-Funktionsprofile konfigurieren

Mit VSC kénnen Sie manuell Storage-Funktionsprofile erstellen, anhand der Funktionen
eines Datastores automatisch ein Profil erstellen oder ein Profil entsprechend den
Anforderungen andern.

Bevor Sie beginnen

Sie mussen lhre VASA Provider Instanz auf der Virtual Storage Console fir VMware vSphere registriert haben.

Uber diese Aufgabe

Nachdem Sie ein Profil eingerichtet haben, kdnnen Sie das Profil nach Bedarf bearbeiten.



Schritte
1. Klicken Sie auf der Virtual Storage Console (VSC) Startseite-Seite auf Storage Capability Profiles.

2. Erstellen Sie ein Profil oder bearbeiten Sie ein vorhandenes Profil, falls erforderlich:

lhr Ziel ist Tun Sie das...
Erstellen Sie ein Profil -
“REATE
Klicken Sie Auf )
Bearbeiten Sie ein vorhandenes Profil Klicken Sie auf das Profil, das Sie andern mochten,

auf der Seite Storage Capability Profiles auf die
Profile, die auf der Seite Storage Capability Profiles
aufgefihrt sind.

Um die Werte anzuzeigen, die einem vorhandenen Profil zugeordnet sind, kdnnen Sie auf
der Seite Storage Capabilities Profile auf den Profilnamen klicken. VASA Provider zeigt

@ dann die Ubersichtsseite fiir dieses Profil an. - Vorhandene Storage-Funktionsprofile, die vor
der 9.6 virtuellen Appliance fur VSC, VASA Provider und SRA erstellt wurden, kdnnen nicht
geandert werden.

3. Fullen Sie die Seiten im Assistenten * Storage Capability Profile erstellen* aus, um ein Profil einzurichten
oder Werte zu bearbeiten, um ein vorhandenes Profil zu andern.

Die meisten Felder in diesem Assistenten sind selbsterklarend. In der folgenden Tabelle werden einige der
Felder beschrieben, fir die Sie mdglicherweise eine Anleitung bendtigen.

Feld Erklarung

Identifizierung mehrerer Profile Sie kénnen den Zweck des Storage-Capability-
Profils mithilfe des Feldes DESCRIPTION auf der
Registerkarte Name und Beschreibung
beschreiben. Eine gute Beschreibung ist nutzlich,
da es sich bei der Einrichtung verschiedener Profile
auf der Grundlage der verwendeten Anwendungen
empfiehlt.

So erfordert eine geschéaftskritische Applikation
beispielsweise ein Profil mit Funktionen, die eine
héhere Performance unterstiitzen, beispielsweise
eine AFF Plattform. Ein Datenspeicher, der zu Test-
oder Schulungszwecken verwendet wird, kann ein
Profil mit einer FAS Plattform mit geringerer
Performance verwenden und alle Storage-
Effizienzfunktionen und das Tiering zur
Kostenkontrolle nutzen.

Wenn Sie den Modus ,Linked” fir lhre vCenter
Server aktiviert haben, missen Sie den vCenter
Server auswabhlen, fur den Sie das Storage-
Funktionsprofil erstellen.



Feld
Plattform

Leistung

Erklarung

Sie kénnen Ihr Storage-System entweder flr den
Plattformtyp AFF oder FAS auswahlen. Die
Optionen auf den nachfolgenden Bildschirmen
werden basierend auf Ihrer Auswahl des
Speichersystems aktualisiert.

Uber die Registerkarte Performance kénnen Sie
herkdmmliche QoS-Richtlinien fir Ihr Storage-
System festlegen.

Wenn Sie Keine auswahlen, wird eine QoS-
Richtlinie ohne Limit (unendlich) auf ein Daten
VVol angewendet.

Wenn Sie QoS Policy Group auswahlen, wird
auf ein VVol eine herkdmmliche QoS-Richtlinie
angewendet.

Sie kdnnen den Wert fir Max IOPS und Min
IOPS festlegen, wodurch Sie die QoS-
Funktionalitat nutzen kdnnen. Wenn Sie Infinite
IOPS auswahlen, wird das Feld Max IOPS
deaktiviert. Bei der Anwendung auf einen
herkdmmlichen Datenspeicher wird eine QoS-
Richtlinie mit Wert ,Max 10PS* erstellt und
einem FlexVol Volume zugewiesen. In
Kombination mit einem VVol Datastore wird fiir
jedes Daten VVol eine QoS-Richtlinie mit
maximalen IOPS- und IOPS-Minimal-Werten
erstellt.

o Maximale IOPS und minimale
IOPS kdnnen auch auf das
FlexVol Volume fir einen
herkdmmlichen
Datenspeicher angewendet
werden.

@ o Sie mussen sicherstellen,

dass die Performance-
Kennzahlen nicht auch auf
Storage Virtual Machine
\(SVM\)-Ebene, auf
Aggregatebene oder auf
FlexVol-Volume-Ebene
separat festgelegt werden.



Feld Erklarung

Storage-Attribute Die Storage-Attribute, die Sie in dieser
Registerkarte aktivieren kdnnen, hangen vom
Storage-Typ ab, den Sie in der Registerkarte
Personality auswahlen.

 Bei der Auswahl von FAS Storage kénnen Sie
die Speicherplatzreserve (Thick oder Thin
Provisioning) konfigurieren, die Deduplizierung,
Komprimierung und Verschliisselung aktivieren.

Das Tiering-Attribut ist deaktiviert, da dieses
Attribut fir den FAS Storage nicht anwendbar
ist.

» Wenn Sie sich fir AFF Storage entscheiden,
kdnnen Sie Verschlisselung und Tiering
aktivieren.

Die Deduplizierung und Komprimierung sind fur
AFF Storage standardmaRig aktiviert und
koénnen nicht deaktiviert werden. Die
Platzreserve ist als Thin Provisioning
konfiguriert und kann nicht auf Thick
Provisioning geandert werden (Thin ist fur die
Aggregat-Effizienz und das Tiering erforderlich).

Das Tiering-Attribut ermdglicht die Nutzung von
Volumes, die zu einem FabricPool-fahigen
Aggregat gehdren (unterstitzt von VASA
Provider fur AFF Systeme mit ONTAP 9.4 und
hdher). Fur das Tiering-Attribut kbnnen Sie eine
der folgenden Richtlinien konfigurieren:

 Beliebig: Ermoglicht die Nutzung dieses
Storage-Funktionsprofils mit jedem FlexVol
Volume unabhangig davon, ob Fabric Pool
verwendet wird oder nicht

» Keine: Verhindert, dass Volume-Daten in die
Kapazitats-Tier verschoben werden

* Nur Snapshot: Verschiebt Benutzerdatenbldcke
von Volume Snapshot Kopien, die nicht dem
aktiven File-System zugeordnet sind, auf
Kapazitats-Tier

» Auto: Verschiebt selten genutzte Datenblocke in
den Snapshot Kopien und dem aktiven
Filesystem auf die Kapazitats-Tier

4. Uberpriifen Sie Ihre Auswahl auf der Seite Zusammenfassung, und klicken Sie dann auf OK.

Nachdem Sie ein Profil erstellt haben, kdnnen Sie zur Seite Storage Mapping zurlickkehren, um
anzuzeigen, welche Profile mit welchen Datastores tibereinstimmen.



Konfiguration herkommlicher Datastores und Virtual
Machines

Mit Virtual Storage Console (VSC) konnen Sie Datastores und Virtual Machines in lhrem
vCenter Server konfigurieren. Die von VSC bereitgestellten Datastores und Virtual
Machines werden im Dashboard von VSC angezeigt. So kdnnen Sie diese Datenspeicher
und Virtual Machines einfach uberwachen und managen.

Bereitstellung von Datenspeichern

Bei der Bereitstellung eines Datenspeichers wird ein logischer Container fur lhre Virtual
Machines und deren Virtual Machine Disks (VMDKs) erstellt. Sie kdnnen einen
Datenspeicher bereitstellen und dann den Datenspeicher an einen einzelnen Host, an
alle Hosts in einem Cluster oder an alle Hosts im Datacenter anschliel3en.

Bevor Sie beginnen

* Um einen Datastore auf einer SVM bereitzustellen, die direkt mit der Virtual Storage Console (VSC)
verbunden ist, muss die SVM zur VSC hinzugefligt werden. Dabei muss ein Benutzerkonto mit den
entsprechenden Rechten, nicht jedoch das vsadmin Standardbenutzerkonto oder die vsadmin Rolle,
verwendet werden.

Sie kénnen auch einen Datastore durch Hinzufligen eines Clusters bereitstellen.

» Sie mussen sicherstellen, dass die Subnetzdetails aller Netzwerke, mit denen der ESXi-gehostete
verbunden ist, in eingegeben werden kaminoprefs.xml.

Siehe Abschnitt ,Aktivieren des Mounten von Datastores Uber verschiedene Subnetze” in VSC 9.6
Implementierungs- und Setup-Leitfaden.

» Wenn Sie NFS oder iSCSI verwenden und das Subnetz zwischen Ihren ESXi Hosts und Ihrem
Speichersystem unterschiedlich ist, dann die NFS- oder iSCSI-Einstellungen im kaminoprefs Die
Preferences-Datei muss ESXi-Host-Subnetzmasken enthalten.

Diese Voreinstellungsdatei gilt auch fir die Erstellung von VVol Datastores. Virtual Storage Console, VASA
Provider und Storage Replication Adapter — Bereitstellungs- und Setup-Leitfaden fiir Version 9.6 enthalt
weitere Informationen zur Praferenzdatei und ermdglicht das Mounten von Datenspeichern in
verschiedenen Subnetzen.

* Wenn Sie VASA Provider aktiviert haben und Storage-Funktionsprofile fiir hre NFS-Datastores oder
VMFS-Datastores angeben mdchten, missen Sie ein oder mehrere Storage-Funktionsprofile erstellt
haben.

* Um einen NFSv4.1-Datastore zu erstellen, muss NFSv4.1 auf SVM-Ebene aktiviert sein.

Uber diese Aufgabe

Mit der Option Provision Datastore kdnnen Sie ein Speicherfahigkeit-Profil fir den Datastore angeben.
Storage-Funktionsprofile unterstiitzen die Festlegung konsistenter Service Level Objectives (SLOs) und
vereinfachen den Provisionierungsprozess. Sie kdbnnen nur ein Storage-Funktionsprofil angeben, wenn Sie
VASA Provider aktiviert haben. Die virtuelle Appliance fir VSC, VASA Provider und SRA unterstiitzt folgende
Protokolle:

* NFSv3 und NFSv4.1
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* VMFS5 und VMFS6
VSC kann einen Datastore entweder auf einem NFS Volume oder auf einer LUN erstellen:

» Fur einen NFS-Datastore erstellt VSC ein NFS-Volume auf dem Storage-System und aktualisiert dann die
Exportrichtlinien.

* FUr einen VMFS-Datenspeicher erstellt die VSC ein neues Volume (oder verwendet ein vorhandenes
Volume, wenn Sie diese Option ausgewahlt haben) und erstellt dann eine LUN und eine Initiatorgruppe.

@ VMware unterstitzt NFSv4.1 mit Datastore-Clustern nicht.

Wenn ein Storage-Funktionsprofil wahrend der Bereitstellung nicht angegeben wird, kénnen Sie es spater auf
der Seite Storage Mapping verwenden, um einen Datenspeicher einem Storage-Funktionsprofil zuzuordnen.

Schritte
1. Sie koénnen Uber eine der folgenden Methoden auf den Assistenten zur Bereitstellung von Datenspeichern
zugreifen:
Wenn Sie wéhlen aus ... Fiihren Sie folgende Schritte durch...
VSphere Client Startseite a. Klicken Sie auf Hosts und Cluster.

b. Wahlen Sie im Navigationsbereich das
Rechenzentrum aus, auf dem Sie den Datastore
bereitstellen mochten.

c. Informationen zum Festlegen der Hosts fir das
Mounten des Datastores finden Sie im nachsten
Schritt.

Virtual Storage Console Startseite Klicken Sie Auf Ubersicht.

o 9

Klicken Sie auf die Registerkarte erste Schritte.

3]

Klicken Sie auf die Schaltflache Bereitstellung.

d. Klicken Sie auf Durchsuchen, um das Ziel fir
die Bereitstellung des Datenspeichers wie im
nachsten Schritt auszuwahlen.

2. Geben Sie die Hosts an, auf denen der Datastore gemountet werden soll.

So stellen Sie den Datenspeicher zur Verfiigung: Tun Sie das...

Alle Hosts in einem Datacenter Klicken Sie mit der rechten Maustaste auf ein
Datencenter und wahlen Sie dann MENU:NetApp
VSCJProvision Datastore].

Alle Hosts in einem Cluster Klicken Sie mit der rechten Maustaste auf einen
Host Cluster und wahlen Sie dann Menu:NetApp
VSCJProvision Datastore].
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So stellen Sie den Datenspeicher zur Verfiigung: Tun Sie das...

Einem einzelnen Host aus

Klicken Sie mit der rechten Maustaste auf einen
Host und wahlen Sie MENU:NetApp VSC[Provision
Datastore].

3. Fullen Sie die Felder im Dialogfeld New Datastore aus, um den Datenspeicher zu erstellen.

Die meisten Felder im Dialogfeld sind selbsterklarend. In der folgenden Tabelle werden einige der Felder
beschrieben, flir die Sie mdglicherweise eine Anleitung bendtigen.

Abschnitt

Allgemein

Storage-System

Storage-Attribute

Zusammenfassung

Beschreibung

Im Abschnitt Allgemein des Dialogfelds New
Datastore Provisioning stehen Optionen zur
Eingabe von Ziel, Name, Grofde, Typ und Protokoll
fir den neuen Datastore zur Verfligung. Sie kdnnen
NFS oder VMFS Protokoll auswahlen, um einen
herkdmmlichen Datenspeicher zu konfigurieren. Der
VVol Datastore-Typ wird zur Konfiguration eines
VVol Datastore verwendet. Wenn VASA Provider
aktiviert ist, kdnnen Sie auch entscheiden, ob Sie
die Storage-Funktionsprofile verwenden moéchten.
Die Option Datastore Cluster ist nur fur
traditionelle Datenspeicher verflgbar. Sie sollten die
Option Advanced verwenden, um das Dateisystem
VMFS5 oder VMFS6 anzugeben.

Sie kdnnen eines der aufgelisteten Storage-
Funktionsprofile auswahlen, wenn Sie die Option im
Abschnitt Allgemein ausgewahlt haben. Die vom
System empfohlenen Werte flir das Storage-System
und die Storage Virtual Machine werden problemlos
befillt. Sie konnen die Werte jedoch bei Bedarf
andern.

StandardmaRig fullt VSC die empfohlenen Werte fur
Aggregate- und Volumen-Optionen aus. Sie
kénnen die Werte entsprechend Ihren
Anforderungen anpassen. Die Option Space
Reserve, die im Menu Advanced verfiigbar ist, wird
ebenfalls ausgeflllt, um optimale Ergebnisse zu
erzielen.

Sie kénnen die Zusammenfassung der Parameter,
die Sie fur den neuen Datastore angegeben haben,
Uberprtfen.

4. Klicken Sie im Abschnitt Zusammenfassung auf Fertig stellen.
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Zuordnen von Datastores zu Storage-Funktionsprofilen

Sie kdonnen die Datastores, die VASA Provider fur ONTAP zugeordnet sind, den Storage-
Funktionsprofilen zuordnen. Sie kdnnen einem Datenspeicher, der nicht einem Storage-
Funktionsprofil zugeordnet ist, ein Profil zuweisen.

Bevor Sie beginnen

» Sie mussen lhre VASA Provider Instanz auf der Virtual Storage Console flir VMware vSphere registriert
haben.

« Virtual Storage Console (VSC) muss lhren Storage bereits erkannt haben.

Uber diese Aufgabe

Sie kdnnen herkdmmlichen Datenspeicher einem Storage-Funktionsprofil zuordnen oder das Storage-
Funktionsprofil, das einem Datenspeicher zugeordnet ist, &ndern. VASA Provider zeigt auf der Seite Storage
Mappings alle Datastores des virtuellen Volumes (VVol) an. Alle Datastores, auf die in dieser Aufgabe
verwiesen wird, sind herkdmmliche Datastores.

Schritte
1. Klicken Sie auf der VSC Startseite Seite auf Storage Mapping.

Auf der Seite Storage Mapping kénnen Sie folgende Informationen ermitteln:

o Der vCenter Server, der dem Datastore zugeordnet ist
o Wie viele Profile passen zum Datenspeicher

Auf der Seite Storage Mapping werden nur traditionelle Datenspeicher angezeigt. Auf dieser Seite
werden keine VVol Datastores oder gtree Datastores angezeigt.

o Gibt an, ob der Datenspeicher derzeit einem Profil zugeordnet ist

Ein Datastore kann mehrere Profile angleichen. Ein Datastore kann jedoch nur einem Profil zugeordnet
werden.
o Gibt an, ob der Datenspeicher mit dem ihm zugeordneten Profil kompatibel ist
2. Wenn Sie ein Storage-Funktionsprofil einem Datenspeicher zuordnen oder das vorhandene Profil eines
Datastores andern mochten, wahlen Sie den Datenspeicher aus.

Um bestimmte Datenspeicher oder andere Informationen auf der Seite Speicherzuordnung zu finden,
kénnen Sie einen Namen oder einen Teilstring in das Suchfeld eingeben. VSC zeigt die Suchergebnisse in
einem Dialogfeld an. Um zur vollstandigen Anzeige zuriickzukehren, sollten Sie den Text aus dem
Suchfeld entfernen und dann auf Enter klicken.

3. Wahlen Sie im Menl Aktionen die Option libereinstimmendes Profil zuweisen.

4. Wahlen Sie das Profil aus, das Sie dem Datastore zuordnen mochten, aus der Liste der
Ubereinstimmenden Profile aus, die im Dialogfeld Profil dem Datastore zuweisen angegeben ist, und
klicken Sie dann auf OK, um das ausgewahlte Profil dem Datastore zuzuordnen.

5. Aktualisieren Sie den Bildschirm, um die neue Aufgabe zu Uberprifen.
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Uberpriifen Sie die Datastore-Compliance mit dem zugeordneten Storage-
Funktionsprofil

Sie kdonnen schnell Uberprufen, ob Ihre Datenspeicher den Storage-Funktionsprofilen
entsprechen, die den Datastores zugeordnet sind.

Bevor Sie beginnen
» Sie mussen lhre VASA Provider Instanz Uber Virtual Storage Console fir VMware vSphere (VSC)
registriert haben.

* VSC muss lhren Storage erkannt haben.

Schritte
1. Klicken Sie auf der VSC Startseite Seite auf Storage Mapping.

2. Uberpriifen Sie die Informationen in der Spalte Compliance Status, um nicht konforme Datastores zu
identifizieren und die Warnungen aus Griinden der Nichteinhaltung zu prifen.

@ Wenn Sie auf die COMPLIANCE-PRUFUNG-Schaltflache klicken, fiihrt VSC eine erneute
Bestandsaufnahme flir den gesamten Storage durch, was einige Minuten dauern kann.

Wenn ein Datastore nicht mehr mit seinem Profil kompatibel ist, wird in der Spalte Compliance Status
eine Warnmeldung angezeigt, die den Grund fir die Nichteinhaltung angibt. Beispielsweise kann fir ein
Profil eine Komprimierung erforderlich sein. Wenn sich diese Einstellung fur den Storage geandert hat, wird
Komprimierung nicht mehr verwendet und der Datenspeicher ist nicht kompatibel.

Nachdem Sie fertig sind

Wenn Sie einen Datenspeicher feststellen, der nicht mit seinem Profil kompatibel ist, kdnnen Sie die
Einstellungen auf dem Volume fiir den Datastore andern, um den Datastore kompatibel zu machen. Alternativ
kénnen Sie dem Datenspeicher ein neues Profil zuweisen.

Sie kénnen die Einstellungen auf der Seite Storage Capability Profile andern.

Uberwachen Sie Datastores und Virtual Machines mit dem herkdmmlichen
Dashboard

Mithilfe des herkdmmlichen Dashboards der virtuellen Appliance fir Virtual Storage
Console, VASA Provider und Storage Replication Adapter kdnnen Sie die herkdbmmlichen
Datastores und Virtual Machines Uberwachen. Mit den Dashboard-Daten kénnen Sie die
Datenspeicherauslastung analysieren und KorrekturmafRnahmen ergreifen, um zu
verhindern, dass die Virtual Machines mit speicherbezogenen Einschrankungen
umgehen.

Bevor Sie beginnen

Wahlen Sie im Dialogfeld Storage-1/O-Steuerung konfigurieren die Option Storage-l/O-Steuerung aktivieren
und Statistiken sammeln oder Storage-l/O-Steuerung deaktivieren, aber Statistiksammlung aktivieren
aus. Sie kdnnen Storage 1/0O Control nur aktivieren, wenn Sie Uber die Enterprise Plus Lizenz von VMware
verflgen.

"Dokumentation zu VMware vSphere: Storage 1/0 Control ermdglichen”

Uber diese Aufgabe
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Im VSC Dashboard werden IOPS, der genutzte Speicherplatz, die Latenz und die engagierte Kapazitat, die
Uber den vCenter Server bezogen werden, angezeigt. ONTAP bietet im VSC Dashboard Metriken zur
Speicherersparnis auf dem Volume. Mit diesen Performance-Parametern kénnen Sie Performance-Engpasse
in der virtuellen Umgebung identifizieren und KorrekturmafRnahmen ergreifen, um die Probleme zu beheben.

Im herkdmmlichen Dashboard der virtuellen Appliance fur VSC, VASA Provider und SRA kénnen Sie entweder
NFS-Datastores oder VMFS-Datastores anzeigen. Sie kdnnen auf einen Datastore klicken, um zur
Detailansicht des Datastores zu navigieren, die von der vCenter Server-Instanz bereitgestellt wird, um
Probleme mit den Datastores in Ihrem vCenter Server anzuzeigen und zu beheben.

Schritte
1. Klicken Sie auf der vSphere Client-Startseite auf Virtual Storage Console.

2. Wahlen Sie den gewinschten vCenter Server aus, indem Sie das Dropdown-MenU vCenter Server
verwenden, um die Datenspeicher anzuzeigen.

3. Klicken Sie Auf Traditionelles Dashboard.
Das Portlet Datastores enthéalt folgende Details:
o Die Anzahl herkdommlicher Datastores mit ihren Performance-Metriken, die von VSC in lhrer vCenter

Server Instanz gemanagt werden

> Die funf wichtigsten Datastores basierend auf Ressourcennutzung und Performance-Parametern, die
geandert werden kdénnen. Sie kénnen bei Bedarf die Liste der Datenspeicher basierend auf dem
genutzten Speicherplatz, den IOPS oder der Latenz und der erforderlichen Reihenfolge andern.

Das Portlet Virtual Machines enthalt folgende Details:

o Anzahl der Virtual Machines, die NetApp Datastores in Ihrem vCenter Server verwenden

o Die funf wichtigsten Virtual Machines, basierend auf hoher Kapazitat, Latenz und Uptime

Bearbeiten Sie die ESXi Hosteinstellungen fur VSC, VASA Provider und SRA

Uber das Dashboard der virtuellen Appliance fiir Virtual Storage Console (VSC), VASA
Provider und Storage Replication Adapter (SRA) kdnnen Sie die ESXi Host-Einstellungen
bearbeiten.

Bevor Sie beginnen
Sie mussen ein ESXi-Hostsystem fiir lhre vCenter-Serverinstanz konfiguriert haben.

Uber diese Aufgabe

Wenn ein Problem mit lhren ESXi-Hosteinstellungen auftritt, wird das Problem im Portlet ESXi Hostsysteme
des Dashboards angezeigt. Sie kdnnen auf das Problem klicken, um den Hostnamen oder die IP-Adresse des
ESXi-Hosts anzuzeigen, der das Problem hat.

Schritte
1. Klicken Sie auf der Seite vSphere Client Home auf Virtual Storage Console.

2. Bearbeiten Sie die ESXi-Hosteinstellungen.
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Wenn Sie die ESXi-Hosteinstellungen von
bearbeiten méchten...

Es werden Probleme angezeigt

Startseite von vSphere Client

Portlet ,ESXi Host Systems*

Tun Sie das...

. Klicken Sie im Portlet ,ESXi Host Systems* auf

das Problem.

. Klicken Sie auf die ESXi-Hostnamen, fir die Sie

die Einstellungen andern mochten.

. Klicken Sie mit der rechten Maustaste auf den

ESXi Host-Namen und klicken Sie auf NetApp
VSC » Set Recommended Values.

. Andern Sie die gewiinschten Einstellungen, und

klicken Sie dann auf OK.

. Klicken Sie auf Menl:Meni[Hosts und Cluster].

. Klicken Sie mit der rechten Maustaste auf den

erforderlichen ESXi Host und wahlen Sie
MENU:NetApp VSC[Set Recommended Value].

. Klicken Sie auf OK.

. Klicken Sie auf die Registerkarte Traditionelles

Dashboard im Abschnitt Ubersicht der VSC.

. Klicken Sie auf ESXi Host-Einstellungen

bearbeiten.

. Wahlen Sie auf der Registerkarte Host-

Einstellungen und Status den ESXi-Hostnamen
aus, fur den Sie die Einstellungen andern
mochten, und klicken Sie auf WEITER.

. Wahlen Sie auf der Registerkarte Empfohlene

Hosteinstellungen die gewilinschten
Einstellungen aus, und klicken Sie dann auf
Weiter.

. Uberpriifen Sie Ihre Auswahl auf der

Registerkarte Zusammenfassung und klicken
Sie dann auf FERTIG stellen.

Konfigurieren Sie VVols Datastores

Uber den VASA Provider fir ONTAP lassen sich VMware Virtual Volumes (VVols)
erstellen und managen. Sie kdnnen einen VVols-Datastore bereitstellen, bearbeiten,
mounten und I6schen. Sie kdnnen auch dem VVols-Datastore Storage hinzufigen oder
aus dem VVols-Datastore Storage entfernen. Fur eine hdhere Flexibilitat. Sie kdnnen
jede Virtual Machine und die zugehorige VMDK bereitstellen und managen.

Ein VVols-Datastore besteht aus einem oder mehreren FlexVol-Volumes innerhalb eines Storage-Containers
(auch ,hinter Storage® genannt). Eine Virtual Machine kann auf einen VVols oder mehrere VVVols

Datastores verteilt werden.
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Sie kdnnen einen VVols-Datastore mit mehreren FlexVol Volumes erstellen, jedoch missen alle FlexVol
Volumes im Storage Container dasselbe Protokoll (NFS, iSCSI oder FCP) und dieselben Storage Virtual
Machines (SVMs) verwenden.

Sie bendtigen keine detaillierten Informationen zum zugrunde liegenden Storage. Sie mussen z. B. kein
bestimmtes FlexVol Volume identifizieren, das den Storage enthalt. Nachdem Sie dem VVols-Datastore
FlexVol-Volumes hinzugefiigt haben, managt der Storage-Container die Storage-Anforderungen und verhindert

maogliche Situationen bei der VM-Bereitstellung, bei denen VMauf einem zugrunde liegende Volume ohne
Kapazitat bereitgestellt werden.

Daher empfiehlt es sich, mehrere FlexVol Volumes in einen VVVols-Datastore einzubeziehen, um

@ die Performance und Flexibilitdt zu steigern. Da bei FlexVol Volumes die Anzahl der LUNs
beschrankt ist, die die Anzahl der Virtual Machines, einschliel3lich mehrerer FlexVol Volumes,
einschranken, kénnen Sie mehr Virtual Machines im VVols Datastore speichern.

Im Rahmen der Einrichtung missen Sie ein Storage-Funktionsprofil fur den von |hnen erstellten VVols
Datastore angeben. Sie kdnnen ein oder mehrere VASA Provider Storage-Funktionsprofile fir einen VVols
Datastore auswahlen. Zudem konnen Sie fiir alle VVols-Datastores, die automatisch in diesem Storage
Container erstellt werden, ein Standard-Storage-Funktionsprofil festlegen.

VASA Provider erstellt je nach Bedarf verschiedene VVols wahrend der Bereitstellung von Virtual Machines
oder der Erstellung von VMDK.

» Konfig
VMware vSphere verwendet diesen VVols-Datastore, um Konfigurationsinformationen zu speichern.
In SAN-Implementierungen (Block) ist der Storage eine 4-GB-LUN.

In einer NFS-Implementierung ist dies ein Verzeichnis, das VM-Konfigurationsdateien wie die vmx-Datei
enthalt, und Zeiger auf andere VVols-Datastores.

* * Daten*
Diese VVols enthélt Betriebssysteminformationen und Benutzerdateien.
Bei SAN-Implementierungen ist dies eine LUN, die die GroRe der virtuellen Festplatte hat.

In einer NFS-Implementierung handelt es sich hierbei um eine Datei, die die Grofde des virtuellen
Laufwerks hat.

* Tausch

Diese VVols werden erstellt, wenn die Virtual Machine eingeschaltet ist und beim Ausschalten der Virtual
Machine geléscht wird.

Bei SAN-Implementierungen ist dies eine LUN, die die Grole des virtuellen Speichers ist.

In einer NFS-Implementierung handelt es sich hierbei um eine Datei mit der Gro3e des virtuellen
Speichers.

» Speicher

Diese VVols werden erstellt, wenn die Option Speicher-Snapshots bei der Erstellung eines VM-Snapshots
ausgewahlt ist.
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Bei SAN-Implementierungen ist dies eine LUN, die die Grdlke des virtuellen Speichers ist.

In einer NFS-Implementierung handelt es sich hierbei um eine Datei mit der GroRRe des virtuellen
Speichers.

Konfiguration der Replizierung fiir VVols Datastore

Die Replizierung fur Ihren VVols-Datastore kann Gber die virtuelle Appliance fur VSC,
VASA Provider und SRA konfiguriert werden. Hauptziel der VVVols Replizierung ist die
Sicherung kritischer Virtual Machines wahrend des Disaster Recovery mit VMware Site
Recovery Manager (SRM).

Um die VVols Replizierung fur lhre virtuelle Appliance fiir VSC, VASA Provider und SRA zu konfigurieren,
mussen die VASA Provider-Funktion und die VVols Replizierung aktiviert sein. VASA Provider ist
standardmalig in der virtuellen Appliance fir VSC, VASA Provider und SRA aktiviert. Die Array-basierte
Replikation wird auf FlexVol-Ebene durchgefiihrt. Jeder VVols Datastore wird einem Storage-Container
zugewiesen, der aus einem oder mehreren FlexVol-Volumes besteht. Die FlexVol Volumes sollten mit
SnapMirror von ONTAP vorkonfiguriert sein.

Es sollten keine Kombination aus geschutzten und ungesicherten Virtual Machines in einem

@ einzigen VVols Datastore konfiguriert werden. Ein erneuter Schutz nach einem Failover flhrt
zum Ldschen ungesicherter Virtual Machines. Stellen Sie sicher, dass alle Virtual Machines in
einem VVols Datastore bei der Replizierung gesichert sind.

Replizierungsgruppen werden wahrend der Erstellung des VVVols-Datastores fir jedes FlexVol Volume erstellt.
Um die VVols Replizierung zu verwenden, missen VM Storage-Richtlinien erstellt werden, die den
Replizierungsstatus und Zeitplan sowie das Storage-Funktionsprofil beinhalten. Eine Replikationsgruppe
umfasst Virtual Machines, die als Teil der Disaster Recovery auf den Zielstandort repliziert werden.
Replizierungsgruppen kénnen Uber die SRM-Konsole fir DR-Workflows mit Sicherungsgruppen und Recovery-
Planen konfiguriert werden.

Wenn Sie Disaster Recovery fir VVols Datastores verwenden, missen Sie den Storage
Replication Adapter (SRA) nicht separat konfigurieren, da die VASA Provider-Funktion erweitert
wird und VVols-Replizierung ermdglicht.
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Configure ONTAP storage systems:

®  (Cluster peering
e SVM peering
e FlexVols with SnapMirror configured

v

* Configure VM storage Policies

* (Configure vwWols datastores at
primary site

* Configure wWols datastore on
secondary site using SnapMirror
destination volumes

v

Configure virtual machine and select the
configured VM Storage policy and
replication group.

v

Configure protection group and select a
recovery plan.

Bereitstellung von VVols Datastores

Sie konnen einen VVols-Datastore nur mit dem Provision Datastore -Assistenten
bereitstellen, wenn VASA Provider in |hrer virtuellen Appliance fur VSC, VASA Provider
und SRA aktiviert ist.

Bevor Sie beginnen

« Sie sollten sicherstellen, dass die Subnetzdetails aller Netzwerke, mit denen der ESXi-gehostete
verbunden ist, in eingegeben werden Kaminoprefs.xml.

Siehe Aktivieren der Datastore-Montage iiber verschiedene Subnetze Abschnitt in VSC 9.7
Bereitstellungs- und Setup-Handbuch.

« Sie sollten eine ahnliche Replizierungsrichtlinie konfigurieren und fir die Datastores am Quell- und
Zielspeicherort planen, damit die umgekehrte Replizierung erfolgreich durchgefihrt werden kann.
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Uber diese Aufgabe

Uber das Menii Provisioner Datastore kdnnen Sie ein Storage-Funktionsprofil fiir den Datastore angeben.
Dadurch kénnen Sie konsistente Service Level Objectives (SLOs) festlegen und den Provisionierungsprozess
vereinfachen. Sie kdnnen nur ein Storage-Funktionsprofil angeben, wenn Sie VASA Provider aktiviert haben.

FlexVol Volumes, die als Storage gesichert werden, werden auf dem vVol Dashboard nur angezeigt, wenn sie
ONTAP 9.5 oder hoher ausfiihren. Sie sollten den vCenter Server New Datastore Wizard zur Bereitstellung
von VVols-Datastores nicht verwenden.

» Zum Erstellen von VVols-Datastores missen Sie die Cluster-Anmeldedaten verwenden.
Sie konnen SVM-Anmeldedaten nicht zum Erstellen von VVVols-Datastores verwenden.
* VASA Provider unterstitzt nicht das Klonen einer Virtual Machine, die sich auf dem VVols Datastore eines

Protokolls fur einen anderen Datastore mit einem anderen Protokoll befindet.

« Sie sollten die Paarung des Clusters und die SVM-Kopplung am Quell- und Zielstandort abgeschlossen
haben.

Schritte
1. Klicken Sie auf der vSphere Client-Startseite auf Hosts und Cluster.

2. Wahlen Sie im Navigationsbereich das Rechenzentrum aus, auf dem Sie den Datastore bereitstellen
mochten.

3. Geben Sie die Hosts an, auf denen der Datastore gemountet werden soll.

So stellen Sie den Datenspeicher zur Verfigung: Tun Sie das...

Alle Hosts in einem Datacenter Klicken Sie mit der rechten Maustaste auf ein
Datencenter und wahlen Sie dann MENU:NetApp
VSC[Provision Datastore].

Alle Hosts in einem Cluster Klicken Sie mit der rechten Maustaste auf einen
Cluster und wahlen Sie dann Menu:NetApp
VSC[Provision Datastore].

Einem einzelnen Host aus Klicken Sie mit der rechten Maustaste auf einen
Host und wahlen Sie dann Meni:NetApp
VSC[Provision Datastore].

4. Fullen Sie die Felder im Dialogfeld New Datastore aus, um den Datenspeicher zu erstellen.

Die meisten Felder im Dialogfeld sind selbsterklarend. In der folgenden Tabelle werden einige der Felder
beschrieben, fir die Sie méglicherweise eine Anleitung bendtigen.
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Abschnitt

Allgemein

Storage-System

Beschreibung

Der Abschnitt Allgemein des Dialogfelds Neuer
Datastore bietet Optionen zum Eingeben von
Speicherort, Name, Beschreibung, Typ und
Protokoll fiir den neuen Datenspeicher. Der VVVols-
Datastore-Typ wird zur Konfiguration eines VVols-
Datastores verwendet.

Wenn Sie iSCSI VVols-Datastore flr
die VVols-Replizierung bereitstellen,
@ mussen Sie vor der Erstellung des
VVols-Datastores am Zielstandort
SnapMirror Update und Cluster-
Neuerkennung durchfiihren.

In diesem Abschnitt kdnnen Sie auswahlen, ob die
Replizierung im VVols-Datastore aktiviert oder
deaktiviert werden soll. Fir diesen Release ist nur
ein Replizierungsprofil vom asynchronen Typ
zuldssig. Anschlieliend kdnnen Sie ein oder
mehrere Storage-Funktionsprofile auswahlen. Die
vom System empfohlenen Werte von gepaarten
Storage System und Storage VM werden
automatisch ausgefillt. Die empfohlenen Werte
werden nur dann ausgeflllt, wenn sie in ONTAP
gekoppelt sind. Sie kdnnen diese Werte bei Bedarf
andern.

Beim Erstellen von FlexVol Volumes
in ONTAP sollten Sie sicherstellen,
dass Sie diese mit den Attributen
@ erstellen, die Sie im Storage-
Funktionsprofil auswahlen mochten.
Sowohl Lese-Schreib- als auch
Datenschutz FlexVol-Volumes sollten
ahnliche Attribute aufweisen.

Nachdem FlexVol Volumes erstellt und SnapMirror
in ONTAP initialisiert wurde, sollten Sie eine
Storage-Neuerkennung in der VSC ausfiihren,
damit Sie die neuen Volumes sehen kdnnen.
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Abschnitt Beschreibung

Storage-Attribute Sie sollten den Zeitplan flir SnapMirror und das
erforderliche FlexVol Volume aus der vorhandenen
Liste auswahlen. Dieser Zeitplan sollte dem Zeitplan
ahneln, der auf der Seite VM Storage Policies
ausgewahlt wurde. Der Benutzer sollte FlexVol
Volumes auf ONTAP mit SnapMirror erstellt haben,
die aufgefuhrt sind. Sie kdnnen das Standard-
Storage-Funktionsprofil auswahlen, das fir die
Erstellung von VVols verwendet werden soll.
Verwenden Sie dazu die Option Default Storage
Capability Profile.

5. Klicken Sie im Abschnitt Zusammenfassung auf Fertig stellen.

Bei der Konfiguration eines VVols-Datastores wird im Back-End eine Replizierungsgruppe erstellt.

Verwandte Informationen

VVol Dashboard — Datenanforderungen

Uberwachen Sie VVols Datastores und Virtual Machines iiber das vVol Dashboard

Sie kdnnen die Performance Uberwachen und die flinf wichtigsten Datastores von SAN
VMware Virtual Volumes (VVols) in Ihrem vCenter Server anhand der Parameter
anzeigen, die Sie mithilfe des vVol Dashboards der virtuellen Appliance fur Virtual
Storage Console (VSC), VASA Provider und Storage Replication Adapter (SRA)
auswahlen.

Bevor Sie beginnen

» Sie sollten OnCommand API Services 2.1 oder hoher aktiviert haben, wenn Sie ONTAP 9.6 oder alter
verwenden.

Sie mussen OnCommand API Services beim VASA Provider nicht registrieren, um sich die Details zum
SAN VVols Datastore oder dem SAN VVols VM Datastore-Bericht flir ONTAP 9.7 ansehen zu kdnnen.

"NetApp Support"
« Sie sollten ONTAP 9.3 oder hoher fur lhr Storage-System verwenden.
"VVol Dashboard — Datenanforderungen”

Uber diese Aufgabe

Die von ONTAP bereitgestellten IOPS-Daten werden abgerundet und auf dem vVol Dashboard angezeigt. Es
koénnte einen Unterschied zwischen dem tatsachlichen IOPS-Wert geben, der von ONTAP bereitgestellt wird,
und dem IOPS-Wert, der auf dem vVol Dashboard angezeigt wird.

22


https://mysupport.netapp.com/site/

* Wenn Sie OnCommand API Services zum ersten Mal registrieren, konnen Sie alle
Performance-Metriken fiir SAN VVols Datastores auf dem vVol Dashboard nur nach 15 bis
30 Minuten anzeigen.

* Die vVol Dashboard-Daten werden regelmafig in einem Intervall von 10 Minuten
aktualisiert.

» Wenn Sie ein Storage-System Uber lhre vCenter Server Instanz hinzugefiigt, gedndert oder
geldscht haben, werden diese moglicherweise bereits seit einiger Zeit nicht mehr geandert.

@ Dies liegt daran, dass OnCommand API Services Zeit bendtigt, um aktualisierte Metriken

von ONTAP zu erhalten.

« Der Wert fiir IOPS insgesamt, der im Portlet Ubersicht des vVol Dashboards angezeigt
wird, stellt keinen kumulativen Wert des Werts flir Lese-IOPS und Schreib-IOPS dar.

Lese-IOPS, Schreib-IOPS und IOPS insgesamt sind separate Metriken, die von
OnCommand API Services bereitgestellt werden. Wenn der IOPS-Wert insgesamt und der
durch die OnCommand API Services bereitgestellte kumulative IOPS-Wert (IOPS-Wert flr
Lesen + IOPS-Schreiben-Wert) sich unterscheiden, wird derselbe Unterschied in den IOPS-
Werten auf dem vVol Dashboard beobachtet.

Schritte

1.
2.

Klicken Sie auf der vSphere Client-Startseite auf Virtual Storage Console.

Wabhlen Sie den gewtinschten vCenter Server aus, indem Sie das Dropdown-Menu vCenter Server
verwenden, um die Datenspeicher anzuzeigen.

Klicken Sie auf vVol Dashboard.
Das Portlet Datastores enthalt folgende Details:
> Die Anzahl der VVols-Datastores, die Uber VASA Provider in der vCenter Server Instanz gemanagt

werden

o Die flnf wichtigsten VVols-Datastores basierend auf Ressourcenauslastung und Performance-
Parametern. Sie kdnnen die Liste der Datastores basierend auf dem genutzten Speicherplatz, der
IOPS oder der Latenz und in der erforderlichen Reihenfolge andern.

Zeigen Sie die Details der virtuellen Maschinen mithilfe des Portlets * Virtuelle Maschinen* an.
Das Portlet Virtual Machines enthalt folgende Details:

o Anzahl der Virtual Machines, die ONTAP Datastores in lhrem vCenter Server verwenden

o Die funf wichtigsten Virtual Machines basieren auf IOPS, Latenz, Durchsatz, engagierter Kapazitat,
Uptime Und logischer Speicherplatz, den Sie anpassen kdnnen, wie die finf wichtigsten Virtual
Machines im vVol Dashboard angezeigt werden.

VVol Dashboard — Datenanforderungen

Sie mussen einige wichtige Anforderungen der vVol Konsole Uberprifen, um dynamische
Details der VMware Virtual Volumes (VVols) Datenspeicher und der Virtual Machines
anzuzeigen.

Die folgende Tabelle bietet einen Uberblick dariiber, was Sie tiberpriifen sollten, ob das vVol Dashboard nicht
die Performance-Metriken fir die bereitgestellten SAN VVols Datastores und Virtual Machines anzeigt.
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Uberlegungen Beschreibung

Erstmalige Implementierung von OnCommand API * Wenn Sie ONTAP Cluster 9.6 oder friher haben,
Services dann verwenden Sie OnCommand API Services
2.1 oder hoéher.

Sie mussen bei VASA Provider keine
Registrierung von OnCommand API Services
durchfiihren, wenn Sie ONTAP 9.7 oder hoher
verwenden.

* Nach dem Herunterladen und Installieren der
OnCommand API Services von der NetApp
Support-Website missen Sie die
Installationsanweisungen befolgen, die Sie im
Installations- und Setup-Leitfaden , OnCommand
API Services Installation and Setup” erhalten
haben.

Jede VASA Provider-Instanz muss Uber eine
dedizierte OnCommand API Services Instanz
verfligen.

OnCommand API Services dirfen nicht zwischen
mehreren VASA Provider-Instanzen oder vCenter
Servern gemeinsam genutzt werden.

* OnCommand API Services wird ausgefuhrt und
ist zuganglich.

Storage-System Sie verwenden ONTAP 9.3 oder hoher.

+ Sie verwenden die entsprechenden
Anmeldedaten fur das Speichersystem.

Das Storage-System ist aktiv und kann
aufgerufen werden.

* Die ausgewahlte virtuelle Maschine muss
mindestens einen VVols-Datastore verwenden,
und 1/0-Vorgange werden auf der Festplatte der
virtuellen Maschine ausgeflhrt.

Managen Sie die Disaster Recovery-Einrichtung mit Site
Recovery Manager

Sie kénnen die Disaster Recovery-Einrichtung in vCenter Server mithilfe von Site
Recovery Manager (SRM) und VMware Site Recovery Manager (SRM) erstellen und
managen.

Diese Version von VASA Provider ist nun in die Funktionen des Storage RepliAction Adapter (SRA) integriert.
Wenn Sie VVols Datastores in lhrem Datacenter konfiguriert haben, missen Sie SRA fur die Wiederherstellung
von VVols Datastores nicht separat installieren, um das Disaster Recovery zu ermdglichen. Im Site Recovery
Manager (SRM) missen die geschiitzten und die Recovery-Standorte gekoppelt werden. Nach dem Pairing
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des Standorts muss im nachsten Teil der SRM-Konfiguration ein Array-Paar eingerichtet werden, das es dem
SRM ermdoglicht, mit dem Speichersystem zu kommunizieren, um Gerate und die Geratereplizierung zu
erkennen. Bevor Sie das Array-Paar konfigurieren kdnnen, missen Sie zuerst ein Standortpaar in SRM
erstellen.

Konfiguration von VM Storage Policies

Sie sollten VM-Storage-Richtlinien konfigurieren, um Virtual Machines zu managen, die
auf VVols Datastores konfiguriert sind, und um Services wie die Replizierung fur die
virtuellen Festplatten zu aktivieren. Bei herkdbmmlichen Datenspeichern kann optional
diese VM Storage-Richtlinien verwendet werden.

Uber diese Aufgabe

Der vSphere Web-Client bietet Standard-Storage-Richtlinien. Sie konnen jedoch Richtlinien erstellen und sie
den Virtual Machines zuweisen.

Schritte
1. Klicken Sie auf der Seite vSphere Client auf Meni:Menu[Richtlinien und Profile].

2. Klicken Sie auf Menl:VM Storage Policies[Create VM Storage Policy].
3. Geben Sie auf der Seite Create VM Storage Policy folgende Details ein:
a. Geben Sie einen Namen und eine Beschreibung fur die VM-Speicherrichtlinie ein.
b. Wahlen Sie * Enable rules fur ,NetApp Clustered Data ONTAP.VP.vvol“ Storage* aus.
c. Wahlen Sie auf der Registerkarte Platzierung das gewlnschte Speicherfahigkeitsprofil aus.
d. Wahlen Sie die Option Benutzerdefiniert, um die Replikation zu aktivieren.

e. Klicken Sie auf REGEL HINZUFUGEN, um Asynchronous Replikation und erforderlich SnapMirror
Schedule auszuwahlen, und klicken Sie dann auf WEITER.

f. Uberpriifen Sie die aufgefiihrten kompatiblen Datenspeicher, und klicken Sie dann auf
Speicherkompatibilitédt auf der Registerkarte * auf Speicherkompatibilitat.

Bei VVols Datastores mit Datensicherungs-FlexVol Volumes wird eine Prifung kompatibler Datastores
nicht durchgeftihrt.

4. Uberpriifen Sie die Auswahl lhrer VM-Speicherrichtlinie auf der Registerkarte Uberpriifen und beenden
und klicken Sie dann auf Fertig stellen.

Konfigurieren Sie Schutzgruppen

Sie mussen Schutzgruppen erstellen, um eine Gruppe virtueller Maschinen auf dem
geschutzten Standort zu schutzen.

Bevor Sie beginnen
Stellen Sie sicher, dass die Quell- und Zielstandorte fur Folgendes konfiguriert sind:

 Dieselbe Version von SRM wurde installiert
* Vols Datastore, der mit aktivierter Replizierung konfiguriert ist und bei denen ein Datastore angehangt ist
+ Ahnliche Storage-Funktionsprofile

« Ahnliche VM Storage Policies mit Replizierungsfunktion, die in SRM abgebildet werden muss
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* Virtual Machines
» Gepaarte geschitzte Standorte und Recovery-Standorte

* Quell- und Ziel-Datastores sollten auf den jeweiligen Sites gemountet werden

Schritte

1. Melden Sie sich bei Ihrem vCenter Server an und klicken Sie dann auf Men(:Site Recovery[Protection
Groups].

2. Klicken Sie im Fensterbereich Schutzgruppen auf Neu.

3. Geben Sie einen Namen und eine Beschreibung flr die Schutzgruppe, Richtung an, und klicken Sie dann
auf WEITER.

4. Wahlen Sie im Feld Typ eine der folgenden Optionen aus:

Fir... Feldoption eingeben...
Traditioneller Datastore Datastore-Gruppen (Array-basierte Replizierung)
VVols Datastore Virtuelle Volumes (vVol Replizierung)

Die Fehlerdomane ist nichts anderes als SVMs mit aktivierter Replizierung. Die SVMs, deren Peering nur
implementiert wurde und keine Probleme auftreten, werden angezeigt.

5. Wahlen Sie auf der Registerkarte Replikationsgruppen entweder das aktivierte Array-Paar oder die
Replikationsgruppen aus, fiir die Sie die virtuelle Maschine konfiguriert haben, und klicken Sie dann auf
WEITER.

Alle virtuellen Maschinen in der Replikationsgruppe werden der Schutzgruppe hinzugeflgt.
6. Wahlen Sie entweder den vorhandenen Wiederherstellungsplan aus oder erstellen Sie einen neuen Plan,

indem Sie auf zu neuem Wiederherstellungsplan hinzufiigen klicken.

7. Uberpriifen Sie auf der Registerkarte Ready to Complete die Details der von lhnen erstellten
Schutzgruppe und klicken Sie dann auf Finish.

Kombinieren Sie geschitzte Standorte und Recovery-Standorte

Sie mussen die geschutzten und Recovery-Standorte, die mit lhnrem vSphere Client
erstellt wurden, kombinieren, um Storage Replication Adapter (SRA) zu aktivieren, um
die Storage-Systeme zu ermitteln.

Bevor Sie beginnen

» Sie missen Site Recovery Manager (SRM) auf den geschiitzten und Recovery-Standorten installiert
haben.

» Sie missen SRA auf den geschitzten und Recovery-Standorten installiert haben.

Uber diese Aufgabe
Bei SnapMirror Fan-out-Konfigurationen wird ein Quell-Volume auf zwei unterschiedliche Ziele repliziert. Diese
erzeugen ein Problem wahrend der Recovery, wenn SRM die Virtual Machine vom Ziel wiederherstellen muss.

@ Storage Replication Adapter (SRA) unterstitzt keine Fan-out-SnapMirror-Konfigurationen.
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Schritte

1. Doppelklicken Sie auf der Startseite des vSphere Clients auf Site Recovery und klicken Sie dann auf
Sites.

2. Klicken Sie auf MENU:Objekte[Aktionen > Standorte paaren].

3. Geben Sie im Dialogfeld Site Recovery Manager Servers die Adresse des Platform Services Controller
des geschitzten Standorts ein, und klicken Sie dann auf Next.

4. Gehen Sie im Abschnitt vCenter Server auswahlen wie folgt vor:

a. Stellen Sie sicher, dass der vCenter Server des geschitzten Standorts als Gibereinstimmender
Kandidat firr das Pairing angezeigt wird.

b. Geben Sie die SSO-Administratoranmeldedaten ein, und klicken Sie dann auf Fertig stellen.

5. Wenn Sie dazu aufgefordert werden, klicken Sie auf Ja, um die Sicherheitszertifikate zu akzeptieren.
Ergebnisse

Sowohl die geschutzten als auch die Wiederherstellungsstandorte werden im Dialogfeld Objekte angezeigt.

Konfigurieren Sie geschiitzte Ressourcen und Recovery-Standortressourcen

Sie mussen die Ressourcenzuordnungen wie VM-Netzwerke, ESXi-Hosts und Ordner auf
beiden Standorten konfigurieren, damit jede Ressource vom geschutzten Standort auf die
entsprechende Ressource am Recovery-Standort abgebildet werden kann.

Sie mussen die folgenden Ressourcenkonfigurationen durchfihren:

* Netzwerkzuordnungen
 Ordnerzuordnungen
* Ressourcen-Zuordnungen

* Platzhalter-Datenspeicher

Konfigurieren Sie die Netzwerkzuordnungen

Sie mussen Ihre Netzwerke am geschutzten Standort und am Recovery-Standort
zuordnen, um eine Kommunikation zwischen ihnen zu ermoglichen.

Bevor Sie beginnen
Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.

Schritte
1. Melden Sie sich bei Ihrem vCenter Server an und klicken Sie auf Men(:Site Recovery[Sites].

2. Wahlen Sie lhre geschutzte Seite aus, und klicken Sie dann auf Verwalten.

3. Wahlen Sie auf der Registerkarte Verwalten die Option Netzwerkzuordnungen aus.

o
Klicken Sie auf das 2 Symbol, um eine neue Netzwerkzuordnung zu erstellen.
Der Assistent ,Netzwerkzuordnung erstellen® wird angezeigt.

5. Fuhren Sie im Assistenten ,Netzwerkzuordnung erstellen“ folgende Schritte aus:
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a. Wahlen Sie Zuordnungen automatisch fiir Netzwerke mit Gibereinstimmenden Namen aus, und
klicken Sie auf Weiter.

b. Wahlen Sie die erforderlichen Rechenzentrumsobjekte flir die geschiitzten und
Wiederherstellungsstandorte aus, und klicken Sie auf Zuordnungen hinzufiigen.

c. Klicken Sie auf Weiter, nachdem Zuordnungen erfolgreich erstellt wurden.
d. Wahlen Sie das Objekt aus, das friiher zum Erstellen einer umgekehrten Zuordnung verwendet wurde,
und klicken Sie dann auf Fertig stellen.

Ergebnisse

Auf der Seite Netzwerkzuordnungen werden die geschutzten Standortressourcen und die Ressourcen des
Recovery-Standorts angezeigt. Sie kdnnen die gleichen Schritte fir andere Netzwerke in Ihrer Umgebung
befolgen.

Konfigurieren von Ordnerzuordnungen

Sie mussen |hre Ordner auf dem geschitzten Standort und dem
Wiederherstellungsstandort zuordnen, um die Kommunikation zwischen ihnen zu
ermaoglichen.

Bevor Sie beginnen

Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.

Schritte
1. Melden Sie sich bei Ihrem vCenter Server an, und klicken Sie auf das MenU:Site Recovery[Sites].
2. Wabhlen Sie lhre geschutzte Seite aus, und klicken Sie dann auf Verwalten.
3. Wahlen Sie auf der Registerkarte Verwalten die Option Ordnerzuordnungen aus.

4. Klicken Sie auf das {#7; Symbol, um eine neue Ordnerzuordnung zu erstellen.
Der Assistent zum Erstellen der Ordnerzuordnung wird angezeigt.

5. Fuhren Sie im Assistenten * Ordnerzuordnung erstellen* folgende Schritte aus:

a. Wahlen Sie Zuordnungen automatisch fiir Ordner mit iibereinstimmenden Namen vorbereiten
aus, und klicken Sie auf Weiter.

b. Wahlen Sie die erforderlichen Rechenzentrumsobjekte fir die geschitzten und
Wiederherstellungsstandorte aus, und klicken Sie auf Zuordnungen hinzufiigen.

c. Klicken Sie auf Weiter, nachdem Zuordnungen erfolgreich erstellt wurden.

d. Wahlen Sie das Objekt aus, das friiher zum Erstellen einer umgekehrten Zuordnung verwendet wurde,
und klicken Sie dann auf Fertig stellen.

Ergebnisse

Auf der Seite Ordnerzuordnungen werden die geschiitzten Site-Ressourcen und die Ressourcen des
Recovery-Standortes angezeigt. Sie kdnnen die gleichen Schritte fiir andere Netzwerke in Threr Umgebung
befolgen.

Konfigurieren von Ressourcenzuordnungen

Sie mussen Ihre Ressourcen am geschutzten Standort und am Recovery-Standort
zuordnen, damit Virtual Machines fur ein Failover zu einer oder anderen Host-Gruppe
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konfiguriert werden.

Bevor Sie beginnen
Sie mussen die geschitzten und die Recovery-Standorte miteinander verbunden haben.

Uber diese Aufgabe

[NOTE]

Im Site Recovery Manager (SRM) konnen Ressourcen in Ressourcen-Pools, ESXi
Hosts oder vSphere Clustern zusammengefasst werden.

.Schritte

Melden Sie sich bei Ihrem vCenter Server an, und klicken Sie auf das
Meni:Site Recovery[Sites].

Wahlen Sie TIhre geschiitzte Seite aus, und klicken Sie dann auf
*Verwalten*.

Wahlen Sie auf der Registerkarte Verwalten die Option
*Ressourcenzuordnungen* aus.

Klicken Sie auf das image:../media/new-resource-mappings.gif[""] Symbol
zum Erstellen einer neuen Ressourcenzuordnung.
+
Der Assistent ,Ressourcenzuordnung erstellen“ wird angezeigt.

Fihren Sie im Assistenten * Ressourcen-Mapping erstellen* folgende
Schritte aus:
+

Wahlen Sie *Zuordnungen automatisch fir Ressource vorbereiten mit
Ubereinstimmenden Namen* und klicken Sie auf *Weiter*.

Wahlen Sie die erforderlichen Rechenzentrumsobjekte flir die geschiitzten
und Wiederherstellungsstandorte aus, und klicken Sie auf *Zuordnungen
hinzufigen*.

Klicken Sie auf *Weiter*, nachdem Zuordnungen erfolgreich erstellt
wurden.

Wahlen Sie das Objekt aus, das friher zum Erstellen einer umgekehrten
Zuordnung verwendet wurde, und klicken Sie dann auf *Fertig stellen*.

.Ergebnisse

Auf der Seite Ressourcenzuordnungen werden die geschiitzten
Standortressourcen und die Ressourcen des Recovery-Standorts angezeigt.
Sie koénnen die gleichen Schritte fir andere Netzwerke in Threr Umgebung
befolgen.
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= Zuordnung von Storage-Richtlinien
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Sie sollten die Storage-Richtlinien am geschiitzten Standort den Storage-
Richtlinien am Recovery-Standort zuordnen, damit Ihre Recovery-Plane die
wiederhergestellten Virtual Machines auf den entsprechenden Datastores
basierend auf IThren Zuordnungen platzieren. Nachdem die Virtual Machine am
Recovery-Standort wiederhergestellt wurde, wird die zugeordnete VM-
Speicherrichtlinie der Virtual Machine zugewiesen.

.Schritte

Klicken Sie im vSphere-Client auf MENU:Standortwiederherstellung[Site
Recovery Offnen].

Klicken Sie auf der Registerkarte *Standortpaar* auf
Meni:Konfigurieren[Storage Policy Mappings].

Wahlen Sie die gewlinschte Site aus, und klicken Sie dann auf *Neu*, um
eine neue Zuordnung zu erstellen.

Wahlen Sie die Option *Automatische Vorbereitung von Zuordnungen fir
Speicherrichtlinien mit tbereinstimmenden Namen*, und klicken Sie dann auf
*WEITER*.

+

SRM wahlt Storage-Richtlinien am geschiitzten Standort aus, fir den eine
Storage-Richtlinie mit demselben Namen am Recovery-Standort vorhanden ist.
Wenn Sie jedoch die Option fir die manuelle Zuordnung auswahlen, kdnnen

Sie mehrere Speicherrichtlinien auswdhlen.

Klicken Sie auf *Zuordnungen hinzufigen* und klicken Sie auf *WEITER*.

Wahlen Sie im Abschnitt *Reverse Mapping* die erforderlichen
Kontrollkdstchen fiir die Zuordnung aus und klicken Sie dann auf *NEXT*.

Uberpriifen Sie im Abschnitt * Ready to Complete* Ihre Auswahl und
klicken Sie auf *FINISH*.

[[IDe25e8b6194062de9%9ef£7524829bc385ad] ]
= Platzhalter-Datastores konfigurieren
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Sie missen einen Platzhalterdatenspeicher konfigurieren, um einen Platz im
vCenter Inventar am Recovery-Standort fir die geschiitzte Virtual Machine
(VM) zu speichern. Der Platzhalter-Datenspeicher muss nicht groB sein, da
die Platzhalter-VMs klein sind und nur einige Hundert Kilobyte verwenden.

.Bevor Sie beginnen

* Sie mlUssen die geschiitzten und die Recovery-Standorte miteinander
verbunden haben.

* Sie missen Ihre Ressourcen-Zuordnungen konfiguriert haben.

.Schritte

Melden Sie sich bei Ihrem vCenter Server an, und klicken Sie auf das
Menili:Site Recovery([Sites].

Wahlen Sie TIhre geschiitzte Seite aus, und klicken Sie dann auf
*Verwalten*.

Wahlen Sie auf der Registerkarte Verwalten die Option *Platzhalter-
Datenspeicher* aus.

Klicken Sie auf das image:../media/new-placeholder-datastore.gif[""]
Symbol, um einen neuen Platzhalter-Datenspeicher zu erstellen.

Wahlen Sie den entsprechenden Datenspeicher aus, und klicken Sie dann
auf *OK*.
+
[NOTE ]

Als Platzhalter-Datenspeicher konnen lokale oder Remote-Standorte

verwendet werden und sollten nicht repliziert werden.

Wiederholen Sie die Schritte 3 bis 5, um einen Platzhalter-Datenspeicher
fir den Recovery-Standort zu konfigurieren.

[[ID3c9625ee0afbdbb456£8a350edeb0btf7] ]
= Konfigurieren Sie SRA mit Array Manager
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:icons: font
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Sie konnen Storage Replication Adapter (SRA) mithilfe des *Array Manager*-
Assistenten von Site Recovery Manager (SRM) konfigurieren, um
Interaktionen zwischen SRM und Storage Virtual Machines (SVMs) zu

ermoglichen.

.Bevor Sie beginnen

* In SRM miUssen die geschiitzten Standorte und die Recovery-Standorte
kombiniert werden.

* Sie missen Ihren Speicher konfiguriert haben, bevor Sie den Array
Manager konfigurieren.

* Sie miissen SnapMirror Beziehungen zwischen den geschiitzten Standorten
und den Recovery-Standorten konfiguriert und repliziert haben.

* Um Mandantenfédhigkeit zu ermdglichen, miissen Sie die SVM Management-LIF's

aktivieren.

.Uber diese Aufgabe

SRA unterstutzt das Management auf Cluster-Ebene und das Management der
SVM. Wenn Sie Storage auf Cluster-Ebene hinzufigen, koénnen Sie alle SVMs
im Cluster erkennen und ausfihren. Wenn Sie Storage auf SVM-Ebene
hinzufigen, konnen Sie nur die spezifische SVM managen.

[NOTE]

.Schritte

Klicken Sie in SRM auf *Array Manager* und dann auf *Array Manager
hinzufigen*.

Geben Sie die folgenden Informationen ein, um das Array in SRM zu
beschreiben:
+

Geben Sie einen Namen ein, um den Array-Manager im Feld *Anzeigename*
zu identifizieren.

Wahlen Sie im Feld *SRA Typ* *NetApp Storage Replication Adapter filr
ONTAP* aus.

Geben Sie die Informationen ein, die fir eine Verbindung zum Cluster
oder zur SVM bendtigen:
+
*** Wenn Sie eine Verbindung zu einem Cluster herstellen, sollten Sie die
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Cluster-Management-LIF eingeben.
*** Wenn Sie eine direkte Verbindung zu einer SVM herstellen, sollten Sie
die IP-Adresse der SVM Management LIF eingeben.

Bei der Konfiguration des Array-Managers miissen Sie die gleiche Verbindung
und die gleichen Anmeldeinformationen fir das Speichersystem verwenden,
das zum Hinzufigen des Speichersystems im Menl *Storage Systems* der
virtuellen Speicherkonsole verwendet wurde. Wenn beispielsweise die
Konfiguration des Array Managers auf SVM-Umfang festgelegt ist, muss der
Storage unter VSC auf SVM-Ebene hinzugefiigt werden.

Wenn Sie eine Verbindung zu einem Cluster herstellen, geben Sie den
Namen der SVM in das Feld *SVM Name* ein.
_.|_

Sie konnen dieses Feld auch leer lassen.

*Optional:* Geben Sie die Volumes ein, die im Feld * Volume include
list* entdeckt werden sollen.
+
Sie koénnen das Quell-Volume am geschiitzten Standort und das replizierte
Ziel-Volume am Recovery-Standort eingeben. Sie kodnnen entweder den
vollstandigen Volume-Namen oder den Namen des partiellen Volumes eingeben.

+
Wenn Sie zum Beispiel Volume src voll entdecken méchten, das sich in
einer SnapMirror-Beziehung zu Volume dst voll befindet, missen Sie im
Feld Protected Site src voll wund dst voll im Feld Recovery Site
angeben.

*Optional:* Geben Sie im Feld *Volume exclude list* die Volumes ein,
die von der Ermittlung ausgeschlossen werden sollen.
+
Sie konnen das Quell-Volume am geschiitzten Standort und das replizierte
Ziel-Volume am Recovery-Standort eingeben. Sie kdnnen entweder den
vollstandigen Volume-Namen oder den Namen des partiellen Volumes eingeben.

+
Wenn Sie zum Beispiel Volume src voll ausschlieRen mdéchten, das sich in
einer SnapMirror-Beziehung zu Volume dst voll befindet, missen Sie im
Feld Protected Site src voll wund im Feld Recovery Site dst voll
angeben.
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Geben Sie im Feld *Benutzername* den Benutzernamen des Kontos auf
Cluster-Ebene oder das SVM-Level-Konto ein.
Geben Sie das Passwort des Benutzerkontos im Feld *Passwort* ein.

Klicken Sie Auf *Weiter*.

Uberpriifen Sie, ob das Array erkannt und unten im Fenster *Array Manager
hinzufigen* angezeigt wird.

Klicken Sie Auf *Fertig Stellen*.

.Nachdem Sie fertig sind

Sie konnen dieselben Schritte fiir den Recovery-Standort befolgen, indem
Sie die entsprechenden SVM-Management-IP-Adressen und Anmeldedaten
verwenden. Auf dem Bildschirm *Array Pairs* aktivieren des Assistenten *
Array Manager hinzufigen* miissen Sie ilberprifen, ob das richtige Array-
Paar ausgewahlt ist und dass es als bereit fir die Aktivierung angezeigt

wird.

:leveloffset: -1
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Sie missen Uberpriifen, ob der geschiitzte Standort und der Recovery-
Standort nach der Konfiguration des Storage Replication Adapter (SRA)
erfolgreich miteinander gepaart wurden. Das replizierte Storage-System
muss sowohl vom geschiitzten als auch vom Recovery-Standort erkannt werden

konnen.

.Bevor Sie beginnen

* Sie mlissen Ihr Storage-System konfiguriert haben.

* Sie missen den geschiitzten Standort und den Recovery-Standort mit dem
SRM Array Manager gekoppelt haben.

* Bevor Sie den Test-Failover-Betrieb und den Failover-Vorgang fir SRA

durchfihren, miissen Sie die Lizenz und die SnapMirror Lizenz aktivieren.
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.Schritte

Melden Sie sich bei Threm vCenter Server an.

Navigieren Sie zum Meni:Site Recovery[Array Based Replication].

Wahlen Sie die gewlinschte SVM aus, und iberpriifen Sie die entsprechenden
Details in den *Array-Paaren*.
+
Die Speichersysteme missen am geschiitzten Standort und am Recovery-
Standort mit dem Status , Enabled Y erkannt werden.

[[IDdc1958dc03daefd79f£9510de9c0ad75]]

= Sicherung ungesicherter Virtual Machines
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Sie konnen den Schutz Threr vorhandenen ungeschiitzten Virtual Machines
konfigurieren, die mit VM Storage Policy erstellt wurden, wobei die
Replizierung deaktiviert ist. Um einen Schutz zu gewdhrleisten, sollten
Sie die VM-Storage-Richtlinie dndern und eine Replizierungsgruppe

zuweilsen.

.Uber diese Aufgabe
Wenn die SVM sowohl IPv4 als auch IPv6 LIFs hat, sollten Sie IPv6 LIFs
deaktivieren und spater Disaster-Recovery-Workflows durchfihren.

.Schritte

Klicken Sie auf die erforderliche Virtual Machine, und vergewissern Sie
sich, dass sie mit der VM-Standardspeicherrichtlinie konfiguriert ist.

Klicken Sie mit der rechten Maustaste auf die ausgewdhlte virtuelle
Maschine, und klicken Sie auf MENU:VM-Richtlinien[VM-Storage-Richtlinien
bearbeiten].

Wahlen Sie eine VM-Speicherrichtlinie aus, bei der die Replikation
aktiviert ist. Klicken Sie dazu im Dropdown-Meni *VM-Speicherrichtlinie¥*
auf.

Wahlen Sie eine Replikationsgruppe aus dem Dropdown-Meni
*Replikationsgruppe* aus und klicken Sie dann auf *OK*.

+
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Uberprifen Sie die Zusammenfassung der virtuellen Maschine, um zu
bestdtigen, dass die virtuelle Maschine geschiitzt ist.

+
[NOTE]

Diese Version der virtuellen Appliance fir VSC, VASA Provider und SRA
unterstiitzt kein Hot-Clone geschiitzter Virtual Machines. Sie sollten die
Virtual Machine ausschalten und dann den Klonvorgang ausfiihren.

:leveloffset: -1
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= Management herkdmmlicher und VVols Datastores
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Uber die VSC Schnittstelle kénnen Sie sowohl herkémmliche als auch VMware
Virtual Volumes (VVols) Datastores managen und Datastore-Vorgadnge mounten,
skalieren, bearbeiten und entfernen.

:leveloffset: +1
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= Mounten Sie Datenspeicher auf zusdtzlichen Hosts
:allow-uri-read:

:experimental:

:icons: font

:relative path: ./manage/

:imagesdir: {root path}{relative path}../media/

[role="1lead"]

Durch das Mounten eines Datenspeichers kénnen zusadatzliche Hosts auf den



Speicher zugreifen. Nachdem Sie die Hosts der VMware Umgebung hinzugefigt
haben, kdénnen Sie den Datastore auf den zusdtzlichen Hosts einbinden.

.Bevor Sie beginnen
Sie missen sicherstellen, dass die Subnetzdetails aller Netzwerke, mit
denen der ESXi-gehostete verbunden ist, in eingegeben werden

"Kaminoprefs.xml .

Siehe Aktivieren des Datastore-Mounten iber verschiedene Subnetze im
Abschnitt VSC 9.6 Deployment and Setup Guide .

.Schritte

Klicken Sie auf der Seite vSphere Client *Home* auf *Hosts und Cluster*.

Wahlen Sie im Navigationsbereich das Rechenzentrum aus, das den Host
enthalt.

Wiederholen Sie Schritt 2 fir weitere Hosts.

Klicken Sie mit der rechten Maustaste auf den Host und wahlen Sie
MENU:NetApp VSC[Mount Datastores].

Wahlen Sie die Datenspeicher aus, die Sie mounten mdchten, und klicken
Sie dann auf *OK*.

[[ID1dBaf49b2581e74540c7d15dbcdfddd2] ]

= DatenspeichergroRe &ndern
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Durch die Anpassung der GroRe eines Datenspeichers kénnen Sie den Speicher
fir die Dateien IThrer virtuellen Maschine vergrdlern oder verkleinern.
Moglicherweise miissen Sie die GroRe eines Datastores adndern, wenn sich

Ihre Infrastrukturanforderungen dndern.

.Bevor Sie beginnen

Wenn Sie moéchten, dass VSC beim Umskalieren des enthaltenen Volumes die
GroBe des VMFS-Datastore dndert, sollten Sie bei der erstmaligen
Bereitstellung des VMFS-Datastore nicht die Option *vorhandenes Volume*
verwenden* unter *Speicherattribute* verwenden, sondern es automatisch ein
neues Volume filir jeden Datastore erstellen lassen.

.Uber diese Aufgabe
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Sie kénnen einen NFS-Datenspeicher vergroBern oder verkleinern. Sie kdnnen

nur die GroBe eines VMFS-Datenspeichers erhdhen.

.Schritte

Klicken Sie auf der Seite vSphere Client *Home* auf *Hosts und Clusterx*.

Wahlen Sie im Navigationsbereich das Rechenzentrum aus, das den
Datastore enthalt.

Klicken Sie mit der rechten Maustaste auf den Datastore und wdhlen Sie
Menu:NetApp VSC[Grobke].

Geben Sie im Dialogfeld *Groble* eine neue Groble fir den Datastore an,
und klicken Sie dann auf *OK*.
+
Sie konnen im Menl *Storage Systems* die Option *RECOVER ALL* ausfihren,
um die Speicherliste unter Storage Systems und Dashboard manuell zu

aktualisieren oder auf die nadchste geplante Aktualisierung zu warten.

[[ID794035511f2d6f55f58512al66abc004]]

= Bearbeiten eines VVols-Datastores
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Sie konnen einen vorhandenen VMware Virtual Volumes (VVols)-Datastore
bearbeiten, um das Standard-Storage-Funktionsprofil zu andern. Das
Standard-Storage-Funktionsprofil wird in erster Linie fir Swap VVols

verwendet.

.Schritte
Klicken Sie auf der Seite vSphere Client auf *Hosts und Cluster*.
Klicken Sie mit der rechten Maustaste auf den Datastore und wahlen Sie
dann Meni:NetApp VSC[Edit Properties of vVol Datastore].
+
Das Dialogfeld Eigenschaften von vVol Datastore bearbeiten wird angezeigt.

Nehmen Sie die erforderlichen Anderungen vor.
+
Sie koénnen das Standard-Storage-Funktionsprofil flir den VVols-Datastore
dndern, indem Sie in der Dropdown-Liste im Dialogfeld ,vVol Datastore
bearbeiten™ ein neues Profil auswdhlen. Sie konnen auch den Namen und die



Beschreibung des VVols-Datastores &dndern.

+
[NOTE]

Sie konnen den vCenter Server nicht dndern, auf dem sich der VVols-
Datastore befindet.

Wenn Sie Ihre Anderungen vorgenommen haben, klicken Sie auf *OK*.
_I_
In einem Nachrichtenfeld wird gefragt, ob Sie den VVols-Datastore

aktualisieren mochten.

Klicken Sie auf *OK*, um Ihre Anderungen anzuwenden.
+
Es wird eine Erfolgsmeldung angezeigt, die mitgeteilt wird, dass der
VVols-Datastore aktualisiert wurde.

[[IDal7568fdd52241c68f14bfbfe0f69d1d] ]

= Figen Sie Storage zu einem VVols Datastore hinzu
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Sie konnen den verfiligbaren Speicher mit dem Assistenten *Add Storage*
erweitern, um FlexVol Volumes zu einem vorhandenen VMware Virtual Volumes

(VVols) Datastore hinzuzufiigen.

.Uber diese Aufgabe

Wenn Sie ein FlexVol Volume hinzufiigen, haben Sie auch die Moglichkeit,
das mit diesem Volume verknlUpfte Storage-Funktionsprofil zu &dndern. Sie
kénnen entweder iUber die VASA Provider-Funktion zur automatischen
Generierung ein neues Profil fir das Volume erstellen oder einem
vorhandenen Profil dem Volume zuweisen.

[NOTE]

* Beim erweitern eines VVols-Datastores mit Replizierungsfunktionen kdnnen
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Sie nicht neue FlexVol Volumes erstellen, sondern nur vorkonfigurierte
FlexVol Volumes aus der bestehenden Liste auswdhlen.

* Beim Klonen einer geschiitzten Virtual Machine, die auf einem Datastore
mit VVols-Replizierung bereitgestellt wird, aufgrund von mangelhaftdem
Speicherplatz ausfdllt, sollte die FlexVol-Volume-Grébe erhoht werden.

* Wenn ein VVols Datastore auf einem AFF Cluster erstellt wird, konnen Sie
den Datastore nicht mit einem anderen FlexVol Volume erweitern, bei dem
das Storage-Funktionsprofil automatisch generiert wird.

+

Sie konnen den VVols-Datastore mit FlexVol Volumes erweitern, die bereits
vorab erstellte Storage-Funktionsprofile erstellen.

.Schritte

Klicken Sie auf der Seite vSphere Client *Home* auf *Hosts und Cluster*.

Klicken Sie mit der rechten Maustaste auf den VVols-Datastore und wé&hlen
Sie dann Menu:NetApp VSC[Expand Storage of vVol Datastore].

Auf der Seite *Expand Storage of vVol Datastore* konnen Sie entweder ein
vorhandenes FlexVol Volume zum VVols Datastore hinzufligen oder ein neues
FlexVol Volume erstellen, das der Datenbank hinzugefiigt werden soll.

+

[cols="1a,1la"]
| ===
|

Wenn Sie die Option... | Fihren Sie folgende Schritte durch...

al
Wahlen Sie Volumes aus
al

Wahlen Sie die FlexVol Volumes aus, die Sie dem VVols Datastore
hinzufigen moéchten.

Verwenden Sie in der Spalte *Storage Capability Profiles* die Dropdown-
Liste, um entweder ein neues Profil basierend auf den FlexVol Volumes zu
erstellen, oder wadhlen Sie eines der vorhandenen Profile aus.

+

Die Funktion zum automatischen Generieren erstellt ein Profil basierend
auf den Storage-Funktionen, die diesem FlexVol Volume zugewiesen sind.
Beispiel: Festplattentyp, hohe Verfigbarkeit, Disaster Recovery,
Performance-Funktionen und Deduplizierung.

a|



Erstellen neuer Volumes
al
Geben Sie Namen, GroBRBe und Storage-Funktionsprofil fir die FlexVol ein.
+
Die Aggregate werden vom System ausgewahlt, basierend auf dem ausgewdhlten
Storage-Funktionsprofil.

Wahlen Sie die Option *Auto Grow* und geben Sie die maximale GrdoBle an.
Klicken Sie auf *ADD*, um die FlexVol zur Liste der Volumes

hinzuzufiigen.

| ===
_I_
*Erinnerung*: Alle FlexVol Volumes in einem VVols Datastore missen sich

von derselben Storage Virtual Machine (SVM, friher als Vserver bezeichnet)
befinden.

+

Nachdem Sie ein FlexVol-Volume erstellt haben, koénnen Sie es bearbeiten,
indem Sie auf die Schaltfldche *Andern* klicken. Sie k&énnen sie auch
1lo6schen.

Wahlen Sie ein Standard-Storage-Funktionsprofil aus, das bei der
Erstellung virtueller Maschinen verwendet werden soll, und klicken Sie
dann auf *Weiter*, um die Zusammenfassung des Speichers, der dem VVols
Datastore hinzugefiigt wurde, anzuzeigen.

Klicken Sie Auf *Fertig Stellen*.

+
Der Assistent fiigt den Speicher hinzu, den Sie dem VVols-Datastore

angegeben haben. Sie zeigt eine Erfolgsmeldung an, wenn sie beendet ist.

_.|_
[NOTE]

Der Assistent *Expand Storage of vVol Datastore* verarbeitet automatisch
alle ESXi-Speicher-Rescans oder andere wichtige Operationen, die
erforderlich sind. Da es sich bei einem VVols-Datastore um eine logische
Einheit handelt, die Ulber VASA-Provider gesteuert wird, missen Sie nur die
Kapazitat des Storage-Containers durch das Hinzufligen des FlexVol Volume

erweitern.
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= Entfernen Sie Storage aus einem VVols Datastore
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Wenn ein VMware Virtual Volumes (VVols) Datastore mehrere FlexVol Volumes
enthdlt, konnen Sie eine oder mehrere der FlexVol Volumes aus dem VVols-

Datastore entfernen, ohne den Datastore zu ldschen.

.Uber diese Aufgabe
Ein VVols-Datastore ist vorhanden, bis mindestens ein FlexVol-Volume auf
dem Datastore vorhanden ist.

.Schritte
Klicken Sie auf der Seite vSphere Client *Home* auf *Hosts und Cluster*.
Klicken Sie mit der rechten Maustaste auf den VVols-Datastore, den Sie

andern mochten, und wahlen Sie dann Menl:NetApp VSC[Entfernen von Storage

aus vVol Datastore].

+

Das Dialogfeld *Speicherung aus vVol Datastore* entfernen wird angezeigt.

Wahlen Sie die FlexVol-Volumes aus, die Sie aus dem VVols-Datastore
entfernen méchten, und klicken Sie auf *Entfernen*.

Klicken Sie im Bestatigungsdialogfeld auf *OK*.
_.|_
[NOTE ]

Wenn Sie alle FlexVol-Volumes auswdhlen, wird eine Fehlermeldung
angezeigt, die angibt, dass der Vorgang fehlschléagt.

[[ID3dfcef45b8aececbed954203107dfd7e] ]

= Mounten Sie einen VVols Datastore
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Mithilfe des Dialogfelds Mount vVol Datastore konnen Sie einen Datastore
flir VMware Virtual Volumes (VVols) auf einen oder mehrere zusdtzliche
Hosts einbinden. Durch das Mounten des Datenspeichers konnen zusatzliche
Hosts auf den Speicher zugreifen.

.Schritte
Klicken Sie auf der Seite vSphere Client *Home* auf *Hosts und Cluster*.
Klicken Sie mit der rechten Maustaste auf den Datenspeicher, den Sie
mounten méchten, und wdhlen Sie dann Meni:NetApp VSC[Mount vVol
Datastore].
+
Das Dialogfeld *Mount vVol Datastore* wird angezeigt. Hier finden Sie eine
Liste der im Rechenzentrum verfigbaren Hosts, in denen Sie den Datastore
mounten konnen. Die Liste enthdlt nicht die Hosts, auf denen der
Datenspeicher bereits angehdangt ist, Hosts, die ESX 5.x oder adlter
ausfihren, oder Hosts, die das Datastore-Protokoll nicht unterstitzen.
Wenn beispielsweise ein Host das FC-Protokoll nicht unterstitzt, kdnnen
Sie einen FC-Datenspeicher nicht zum Host mounten.

_I_
[NOTE]

Obwohl vSphere Client ein Mount-Dialogfeld fir vCenter Server bietet,
missen Sie flir diesen Vorgang immer das Dialogfeld VASA Provider
verwenden. VASA Provider richtet den Zugriff auf Storage-Systeme ein, auf
denen die ONTAP Software ausgefihrt wird.

Wadhlen Sie den Host aus, auf dem Sie den Datastore mounten méchten, und
klicken Sie dann auf *OK~*.

[[ID4604d7a82475ccf952a323£f9c7fcf7e7]]

= Uberlegungen bei der Migration oder dem Klonen von Virtual Machines
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Bei der Migration von virtuellen Maschinen in Ihr Rechenzentrum sollten
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Sie einige Uberlegungen beachten.

== Migrieren Sie geschiitzte Virtual Machines
Sie koénnen die geschiitzten virtuellen Maschinen migrieren in:

* Derselbe VVols-Datastore auf einem anderen ESXi-Host
* Unterschiedliche kompatible VVols-Datastores auf demselben ESXi-Host
* Unterschiedliche kompatible VVols-Datastores auf einem anderen ESXi-Host

Wird eine Virtual Machine zu einem anderen FlexVol Volume migriert, so
wird auch die jeweilige Metadatendatei mit den Informationen der
virtuellen Maschine aktualisiert. Wenn eine Virtual Machine zu einem
anderen ESXi-Host, aber demselben Storage migriert wird, wird die zugrunde
liegende FlexVol-Volume-Metadatei nicht wverdndert.

== Klonen geschiitzter Virtual Machines
Sie koénnen geschiitzte Virtual Machines folgendermafen klonen:

* Derselbe Container desselben FlexVol Volumes mithilfe der
Replizierungsgruppe

+

Die Metadatendateil dieses FlexVol Volume wird mit den geklonten Virtual
Machines aktualisiert.

* Derselbe Container eines anderen FlexVol Volumes unter Verwendung der
Replizierungsgruppe

+

Das FlexVol Volume, auf dem die geklonte Virtual Machine gespeichert wird,
wird die Metadatendatei mit den Details der geklonten Virtual Machine

aktualisiert.

* Unterschiedlicher Container oder VVols Datastore

+

Dem FlexVol Volume, auf dem die geklonte Virtual Machine gespeichert wird,
werden die Metadatendatei die Details der Virtual Machine aktualisiert.

VMware unterstiitzt derzeit keine in einer VM-Vorlage geklonte Virtual
Machine.
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Der Klon einer geschiitzten Virtual Machine wird unterstitzt.

== Snapshots von Virtual Machines

Derzeit werden nur Snapshots virtueller Maschinen ohne Speicher
unterstiitzt. Wenn auf einer virtuellen Maschine Snapshot mit
Arbeitsspeicher vorhanden ist, wird die virtuelle Maschine nicht als
Schutz betrachtet.

Sie koénnen auch nicht ungesicherte virtuelle Maschine mit Speicher-
Snapshot schiitzen. Fir diesen Release sollten Sie den Speicher-Snapshot
1l6schen, bevor Sie den Schutz fir die virtuelle Maschine aktivieren.

[[IDbed41556059386e5db4261e702a9e9del] ]

= Migrieren Sie herkémmliche Virtual Machines zu VVols Datastores
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Sie konnen Virtual Machines von herkdmmlichen Datastores zu Virtual
Volumes (VVols) Datastores migrieren, um von richtlinienbasiertem VM-
Management und anderen VVols Funktionen zu profitieren. VVols Datastores
ermdglichen es, steigende Workload-Anforderungen zu erfillen.

.Bevor Sie beginnen
Sie missen sicherstellen, dass VASA Provider nicht auf den Virtual

Machines ausgefihrt wird, die Sie migrieren mdéchten. Wenn Sie eine Virtual

Machine migrieren, auf der VASA Provider ausgefihrt wird, zu einem VVols
Datastore, koénnen Sie keine Managementvorgdnge ausfiihren. Das gilt auch
das Hochfahren der Virtual Machines auf VVols Datastores.

.Uber diese Aufgabe

Wenn Sie von einem herkdmmlichen Datenspeicher zu einem VVol Datastore
migrieren, verwendet der vCenter Server vStorage APIs for Array
Integration (VAAI)-Verschiebungen, wenn Daten aus VMFS-Datenspeichern
verschoben werden, nicht aber aus einer NFS VMDK-Datei. VAAI-Entlastung

verringert normalerweise die Last des Hosts.

.Schritte

45



Klicken Sie mit der rechten Maustaste auf die virtuelle Maschine, die
Sie migrieren mochten, und klicken Sie dann auf *Migrieren*.

Wahlen Sie *nur Speicher andern*, und klicken Sie dann auf *Weiter*.

Wahlen Sie ein virtuelles Festplattenformat, eine VM Storage Policy und
einen VVol Datastore aus, der den Funktionen des zu migrierenden
Datastores entspricht, und klicken Sie dann auf *Weiter*.

Uberpriifen Sie die Einstellungen und klicken Sie dann auf *Fertig
stellen*.

[[ID48d40fad292b5b3967ec597£372bdf13] ]

= Migration von Virtual Machines mit dlteren Storage-Funktionsprofilen
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Wenn Sie die aktuelle Version der virtuellen Appliance fir Virtual Storage
Console (VSC), VASA Provider und Storage Replication Adapter (SRA)
verwenden, AnschlieBend sollten Sie Ihre Virtual Machines, die mit den
QoS-Kennzahlen , "MaxThroughput MBPS “ oder , MaxThrughput IOPS™“
bereitgestellt werden, auf neue VVol Datastores migrieren, die mit den
QoS-Kennzahlen , "Max IOPS Y der neuesten Version der virtuellen Appliance
fir VSC, VASA Provider und SRA bereitgestellt werden.

.Uber diese Aufgabe

Bei der aktuellen Version der virtuellen Appliance fir VSC, VASA Provider
und SRA lassen sich QoS-Kennzahlen fiir jede Virtual Machine oder Virtual

Machine Disk (VMDK) konfigurieren. Die QoS-Kennzahlen wurden bereits auf

ONTAP FlexVol Volume-Ebene angewendet und von allen Virtual Machines bzw.
VMDKs genutzt, die auf diesem FlexVol Volume bereitgestellt wurden.

Ab der Version 7.2 der virtuellen Appliance fir VSC, VASA Provider und SRA
werden die QoS-Kennzahlen einer Virtual Machine nicht mit anderen Virtual
Machines gemeinsam genutzt.

[NOTE]

Sie dirfen die vorhandene VM-Speicherrichtlinie nicht &ndern, da die

virtuellen Maschinen moglicherweise nicht mehr kompatibel sind.

.Schritte



Erstellen Sie VVol Datastores mithilfe eines neuen Storage-
Funktionsprofils mit dem erforderlichen Wert , Max IOPS ™.

Erstellen Sie eine VM Storage Policy und ordnen Sie die neue VM Storage
Policy dem neuen Storage-Funktionsprofil zu.

Migrieren Sie die vorhandenen Virtual Machines mithilfe der neuen VM-
Storage-Richtlinie zu den neu erstellten VVol Datastores.

:leveloffset: -1
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= Virtual Storage Console-Berichte verstehen
:allow-uri-read:

:icons: font

:relative path: ./manage/

:imagesdir: {root path}{relative path}../media/

[role="1ead"]

Sie konnen das Menl Virtual Storage Console (VSC) *Reports* verwenden, um
vordefinierte Berichte filir alle Datenspeicher anzuzeigen, die von einer
ausgewdhlten VSC-Instanz in einem bestimmten vCenter Server verwaltet
werden. Sie kdnnen Vorgdnge wie Sortieren und Exportieren von Berichten

durchfihren.

:leveloffset: +1
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= Was Berichte tun
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Berichte enthalten detaillierte Informationen zu Datastores und Virtual
Machines, sodass Sie potenzielle Probleme bei Datastores und Virtual

Machines in Threm vCenter Server priifen und identifizieren koénnen.

Sie koénnen Berichte anzeigen, sortieren und exportieren.
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Virtual Storage Console (VSC) bietet die folgenden vordefinierten
Berichte:

* Datastore Report

* Virtual Machine Report

* VVol Datastore Report

* VVol Virtual Machine Report

[[ID25d9600b19b035476638343fal07e52361]1]

= Datastore Reports
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Die Datastore-Berichte bieten detaillierte Informationen zu herkdmmlichen
Datastores und den auf diesen Datastores erstellten Virtual Machines.

Das herkommliche Dashboard ermdglicht es Ihnen, potenzielle Probleme mit
den Datastores und Virtual Machines in IThrem vCenter Server zu prifen und
zu identifizieren. Sie konnen Berichte anzeigen, sortieren und
exportieren. Die Daten fir die Berichte zu herkdémmlichen Datastores und
Virtual Machines werden vom vCenter Server bereitgestellt.

Der Datastore bietet die folgenden vordefinierten Berichte:

* Datastore Report
* Virtual Machine Report

== Datastore Report

Das Meniu Datastore Report enthdlt Informationen zu den folgenden
Parametern fir Datenspeicher:

* Name des Datenspeichers

* Datenspeichertyp: NFS oder VMFS
* Freier Speicherplatz

* Genutzter Speicherplatz



* Gesamter Speicherplatz

* Prozentsatz des genutzten Speicherplatzes

* Prozentsatz des verfiigbaren Speicherplatzes

* TOPS

+

Der Bericht zeigt die IOPS fir den Datastore an.

* Latenz
+
Der Bericht zeigt die Latenzinformationen fiir den Datastore an.

Sie koénnen auch die Zeit ilberprifen, zu der der Bericht generiert wurde.
Das Meni Datastore Report ermdglicht es Ihnen, den Bericht nach Ihren
Anforderungen zu organisieren und dann den organisierten Bericht mit der
Schaltfldche *Export in CSV* zu exportieren. Bei den Datenspeichernamen im
Bericht handelt es sich um Links, die zur Registerkarte Uberwachung des
ausgewahlten Datastores navigieren. Dort konnen Sie die Performance-
Metriken des Datastores anzeigen.

== Virtual Machine Report

Das Meni ,Virtual Machine Report™ enthdlt die folgenden Performance-
Kennzahlen fir alle Virtual Machines, die von VSC bereitgestellte

Datenspeicher fir einen ausgewdhlten vCenter Server verwenden:

* Name der virtuellen Maschine

* Engagierte Kapazitét

+

Der Bericht zeigt den Wert fir die flir eine virtuelle Maschine bestimmte
Kapazitat an.

* Verfigbarkeit

+

Der Bericht zeigt die Zeit an, zu der die virtuelle Maschine eingeschaltet
ist und auf einem ESXi-Host verfigbar ist.

* Latenz

+

Der Bericht zeigt die Latenz fir Virtual Machines in allen Datastores an,
die den Virtual Machines zugeordnet sind.

* Stromzustand
_I_
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Der Bericht zeigt an, ob die virtuelle Maschine eingeschaltet oder
ausgeschaltet ist.

* Host

+

Der Bericht zeigt die Hostsysteme an, auf denen die virtuelle Maschine
verfigbar ist.

Jeder Name der virtuellen Maschine im Bericht ist ein Link zur
Registerkarte Uberwachung der ausgewdhlten virtuellen Maschine. Sie kénnen
den Bericht der virtuellen Maschine nach Ihren Anforderungen sortieren und
den Bericht in einem exportieren °~.CSV' Datei und speichern Sie den
Bericht auf Threm lokalen System. Der Zeitstempel des Berichts wird
ebenfalls an den gespeicherten Bericht angehdngt.

[[ID670b0b56efef24b5779fa8d951fc3d24] ]

= VVols Berichte
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VVols Berichte enthalten detaillierte Informationen zu VMware Virtual
Volumes (VVols) Datastores und den Virtual Machines, die auf diesen
Datastores erstellt werden. Das vVol Dashboard ermdglicht TIThnen,
potenzielle Probleme mit den VVols Datastores und Virtual Machines in

Threm vCenter Server zu prifen und zu identifizieren.

Sie konnen Berichte anzeigen, organisieren und exportieren. Die Daten fiir
die VVols-Datastores und den Bericht Virtual Machines werden vom ONTAP
zusammen mit den OnCommand API Services bereitgestellt.

VVols bietet die folgenden vordefinierten Berichte:

* VVol Datastore-Bericht
* VVol VM Report

== VVol Datastore-Bericht



Das Menid *vVol Datastore Report* enthdalt Informationen zu den folgenden
Parametern fir Datenspeicher:

* Name des VVols-Datastores

* Freier Speicherplatz

* Genutzter Speicherplatz

* Gesamter Speicherplatz

* Prozentsatz des genutzten Speicherplatzes

* Prozentsatz des verfigbaren Speicherplatzes
* I0PS

* Latenz

Sie koénnen auch die Zeit iberprifen, zu der der Bericht generiert wurde.
Das Meni *vVol Datastore Report* ermdglicht es Ihnen, den Bericht nach
Ihren Anforderungen zu organisieren und dann den organisierten Bericht
Uber die Schaltfldche *Export in CSV* zu exportieren. Jeder SAN VVols
Datastore-Name im Bericht ist ein Link, der zur Registerkarte *Monitor*
des ausgewdhlten SAN VVols Datastore navigiert. Dort kénnen Sie die
Performance-Kennzahlen anzeigen.

== VVols Virtual Machine Report

Das Mend *vVol Virtual Machine Summary Report* enthdlt die folgenden
Performance-Metriken fir alle Virtual Machines, die die SAN VVols-—
Datastores nutzen, die von VASA Provider fir ONTAP fiir einen ausgewdhlten
vCenter Server bereitgestellt werden:

* Name der virtuellen Maschine

* Engagierte Kapazitat

* Verfigbarkeit

* Durchsatz

+

Der Bericht zeigt an, ob die virtuelle Maschine eingeschaltet oder

ausgeschaltet ist.

* Logischer Speicherplatz

* Host

* Stromzustand

* Latenz

+

Der Bericht zeigt die Latenz fir Virtual Machines tiber alle VVols
Datastores an, die den Virtual Machines zugeordnet sind.
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Jeder Name einer virtuellen Maschine im Bericht ist ein Link zur
Registerkarte *Monitor* der ausgewdhlten virtuellen Maschine. Sie kdnnen
den Bericht der virtuellen Maschine gemdl Ihren Anforderungen organisieren
und den Bericht in exportieren °~.CSV' Formatieren Sie den Bericht und
speichern Sie ihn dann auf Threm lokalen System. Der Zeitstempel des
Berichts wird an den gespeicherten Bericht angehédngt.

:leveloffset: -1

[[IDa69eb5d426f4f054f6a95ae5bf06a346] ]

= Fehlerbehebung mit der virtuellen Appliance fir VSC, VASA Provider und
SRA
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Falls bei der Konfiguration oder beim Management der virtuellen Appliance
flir Virtual Storage Console (VSC), VASA Provider und Storage Replication
Adapter (SRA) unerwartetes Verhalten aufkommt, koénnen Sie spezifische
Fehlerbehebungsmalnahmen durchfihren, um die Ursache solcher Probleme zu

identifizieren und zu losen.

:leveloffset: +1

[ [IDdb5eb1996d6e1045118d0165dee368371]]

= Sammeln Sie die Protokolldateien
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Sie konnen Protokolldateien fiir Virtual Storage Console flir VMware vSphere
von der Option sammeln, die in der grafischen Benutzeroberfldche der VSC
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verfigbar ist. Der technische Support fordert Sie mdglicherweise auf, die
Protokolldateien zu sammeln, damit Sie Probleme beheben kodnnen.

.Uber diese Aufgabe

Wenn Sie VASA Provider-Protokolldateien bendtigen, konnen Sie iiber den
Bildschirm *Vendor Provider Control Panel* ein Supportpaket erzeugen.
Diese Seite ist Teil der VASA Provider-Wartungsmeniis, auf die Sie iber die
Konsole der virtuellen Appliance zugreifen konnen.

https://vm ip:9083[]

Sie koénnen die VSC Protokolldateien mithilfe der Funktion , VSC Logs"
exportieren™ in der VSC GUI erfassen. Wenn Sie ein VSC-Protokollpaket mit
aktiviertem VASA Provider erfassen, werden im VSC-Protokollpaket auch die
VP-Protokolle enthalten. Mit den folgenden Schritten erfahren Sie, wie Sie
die VSC Protokolldateien sammeln kdnnen:

.Schritte

Klicken Sie auf der Startseite der Virtual Storage Console auf
Meni:Konfiguration[VSC Logs exportieren].
+

Dieser Vorgang kann mehrere Minuten dauern.

Speichern Sie die Datei auf IThrem lokalen Computer, wenn Sie dazu
aufgefordert werden.
_I_

Sie konnen dann die senden " .zip Datei an technischen Support

[[IDal9927de6b54682161333fcd762clo6al]l

= Problem beim Bearbeiten von VM Storage Policies nach dem Upgrade
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Nach dem Upgrade von Version 7.0 der virtuellen Appliance fir Virtual
Storage Console (VSC), VASA Provider und Storage Replication Adapter (SRA)
auf die neueste Version der virtuellen Appliance fir VSC, VASA Provider,
Und SRA. Wenn Sie versuchen, eine vorhandene VM Storage-Richtlinie zu
bearbeiten, bevor Sie neue Storage-Funktionsprofile konfigurieren, kénnte
die folgende Fehlermeldung angezeigt werden: “There are incorrect or
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missing values below .

== Ursache

Falls Sie noch keine neuen Storage-Funktionsprofile erstellt haben, tritt
dieser Fehler moglicherweise auf.

== Korrekturmalnahme
Sie missen Folgendes durchfihren:

Beenden Sie die Bearbeitung der VM Storage Policy.
Erstellen eines neuen Storage-Funktionsprofils.
Andern Sie die erforderliche VM-Speicherrichtlinie.

[[ID602714fd9977b63e1b530da79fe90blf]]

= DER VASA Provider-Status wird in der vCenter Server-GUI als ,Offline™
angezeigt
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Nach dem Neustart des VASA Provider-Service wird der Status wvon VASA
Provider fiir ONTAP in der vCenter Server GUI unter , Offline ™ angezeigt.

== Behelfsldsung

Uberpriifen Sie den Status von VASA Provider aus der virtuellen Appliance
fir Virtual Storage Console (VSC), VASA Provider und Storage Replication
Adapter (SRA) und stellen Sie sicher, dass VASA Provider aktiv ist.

Uberpriifen Sie auf der VSC-Seite von vCenter Server, ob VASA Provider
aktiviert ist, indem Sie zum Meni:Konfiguration[Erweiterungen managen]
navigieren.

Uberpriifen Sie auf dem vCenter Server die " /var/log/vmware/vmware-



sps/sps.log’ Datei fiur alle Verbindungsfehler mit VASA Provider.

A\

Falls Fehler auftreten, starten Sie den Service , vmware-sps neu.

[ [IDaac4dadbobcb71131£8e92851£27a1401]]

= Fehler beim Zugriff auf die VSC Ubersichtsseite der virtuellen Appliance
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Die Fehlermeldung " /opt/netapp/vscserver/etc/vsc/performance.json (No such
file or directory) Moéglicherweise werden Sie angezeigt, wenn Sie
versuchen, auf die VSC Ubersichtsseite zuzugreifen, nachdem Sie die
virtuelle Appliance fir Virtual Storage Console (VSC), VASA Provider und
Storage Replication Adapter (SRA) implementiert haben.

== Beschreibung

Wenn Sie versuchen, nach der Implementierung der virtuellen Appliance fir
VSC, VASA Provider und SRA auf das VSC Dashboard zuzugreifen, kann es zu
einem Fehler kommen, da der Initialisierungsprozess des Planers nicht
abgeschlossen ist.

== Behelfslosung

Sie missen einige Sekunden nach der Bereitstellung der virtuellen
Appliance warten, bis der Initialisierungsprozess flir den Leistungsplaner
abgeschlossen ist, und klicken dann auf die image:../media/dashboard-
refresh-icon.gif[""] Um die neuesten Daten zu erhalten.

[[IDca787c8bab99%d4alcofbbc677edad3b8] ]

= Fehler beim Ldschen eines Datenspeichers nach Anderung der
Netzwerkeinstellungen

rallow-uri-read:

:experimental:

:icons: font
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== Problem

Nach dem Andern der IP-Adresse der virtuellen Appliance fiir VSC, VASA
Provider und SRA wird beim Ausfiilhren bestimmter Vorgdnge Ulber die VSC-
Schnittstelle ein Fehler angezeigt. Loschen eines Datastores oder Versuch,
auf den VASA Provider Server auf dem ESXi Host zuzugreifen.

== Ursache

Der vCenter Server verwendet die aktualisierte IP-Adresse nicht und
verwendet weiterhin die alte IP-Adresse, um Anrufe zu VASA Provider zu
tdtigen.

== KorrekturmalBnahme

Wenn sich die IP-Adresse der virtuellen Appliance fur VSC, VASA Provider
und SRA adndert, sollten Sie Folgendes durchfiihren:

Deregistrieren von VSC iber vCenter Server.

Datenzugriff ‘“https://<vcenter ip>/mob’.

Klicken Sie auf MENU:Inhalt[Extension Manager > Endung aufheben >
Registrieren Sie alle com.netapp.extensions].

Melden Sie sich beim vCenter Server als Root mit putty an.

Wechseln Sie zum Verzeichnis vsphere-Client-Serenity mit: “cd
/etc/vmware/vsphere-client/vc-packages/vsphere-client-serenity .

Beenden Sie den vSphere Client:-Dienst mit “vsphere-client stop .

Entfernen Sie die Verzeichnisse, die die UI-Erweiterungen enthalten: “rm
-rf com.netapp*’

Starten Sie den Dienst vSphere Client: Mit “vsphere-client start’ .
+
Dieser Vorgang kann einige Minuten dauern, bis der vSphere Client korrekt
neu gestartet und initialisiert wurde.

Wechseln Sie in das Verzeichnis Gelassenheit der vsphere-ui:
‘/etc/vmware/vsphere-ui/vc-packages/vsphere-client-serenity/ .

Stoppen Sie die vSphere UI Dienst mit “~vsphere-ui stop’.

Entfernen Sie die Verzeichnisse, die die UI-Erweiterungen enthalten: "rm



-rf com.netapp*’
Starten Sie vSphere UI mit den folgenden Funktionen: “service-control
--start vsphere-ui’ .

[[ID5ffabladb3903f80ac80887209fa558f]]

= Zugriff auf Datenspeicher, wenn der Status eines Volume in Offline
geandert wurde
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== Problem

Wenn ein Volume eines Datenspeichers offline geschaltet wird, ist der
Zugriff auf den Datastore moéglich. Selbst wenn das Volume online
geschaltet wird, entdeckt die VSC den Datastore nicht. Wenn Sie im vSphere
Client mit der rechten Maustaste auf den Datastore klicken, sind keine VSC
Aktionen verfiligbar.

== Ursache

Wenn das Volume vom Cluster offline geschaltet wird, wird zuerst das
Volume abgehdngt und dann offline oder eingeschrankt. Der Verbindungspfad
wird entfernt, wenn das Volume offline geschaltet wird und der
Datenspeicher nicht mehr zuganglich ist. Wenn das Volume online geschaltet
wird, ist der Verbindungspfad nicht verfigbar und nicht standardmdfig auf
der gemountet. Dies ist das Verhalten von ONTAP.

== KorrekturmalBnahme

Sie sollten das Volume online schalten und dann das Volume manuell mit
demselben Verbindungspfad wie zuvor einbinden. Sie kdénnen die Storage-
Erkennung ausfiihren, um anzuzeigen, dass der Datenspeicher erkannt wird

und Aktionen filir den Datenspeicher verfiigbar sind.

57



58

[[ID622fa3fc32746beb9d0ee3e4778bdclb] ]

= Wenn Sie ein Speichersystem mit IPv4 hinzufigen, fihrt dies zu einem
Authentifizierungsfehler mit dem IPv6-Status im Speichersystem-Grid
rallow-uri-read:
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== Problem

Das Storage-System-Grid zeigt den Authentifizierungsfehler mit der IPv6-
Adresse flir ein Speichersystem an, obwohl das Speichersystem mit einer
IPv4-Adresse hinzugefligt wurde.

== Ursache

Wenn Sie ein Dual-Stack-Storage-System mit IPv4 und IPv6 LIFs haben und
Sie ein Storage-System mit IPv4 LIF hinzufiligen, dann kann die VSC wahrend
der regelmdbigen Erkennung die IPv6 LIF auch erkennen. Diese IPv6-
Erkennung schldgt mit Authentifizierungsfehler fehl, da das IPv6-LIF nicht
explizit hinzugefigt wird. Dieser Fehler hat keine Auswirkung auf die
Vorgange, die fir das Speichersystem durchgefihrt werden.

== KorrekturmaBnahme
Sie missen Folgendes durchfiihren:

Klicken Sie auf der VSC Startseite auf *Storage Systems*.

Klicken Sie auf das Speichersystem, das den Status ,unbekannt™ mit der
IPv6-Adresse aufweist.

Andern Sie die IP-Adresse in IPv4 mit den festgelegten
Standardanmeldeinformationen.

Klicken Sie auf *Zurick zur Auflistung* und dann auf *ALLE
WIEDERENTDECKENY*.
+
Der veraltete IPv6-Eintrag aus der Liste der Speichersysteme wird geldscht
und das Speichersystem wird ohne Authentifizierungsfehler erkannt.



[[ID4e774bl226aall8226caab88716631bl]]

= Fehler bei der Dateierstellung wahrend der Bereitstellung von Virtual
Machines auf VVol Datastores
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== Problem

Es ist nicht mdglich, eine Virtual Machine mit der Standard Storage
Virtual Machine (SVM) oder einer gemischten Storage Virtual Machine (SVM)
zu erstellen, auf der IPv6- und IPv4-Daten-LIFS konfiguriert sind.

== Ursache

Das Problem tritt auf, weil die Standard-vs0 sowohl IPv6- als auch IPv4-
Daten-LIFs hat und kein reiner IPv4-Datastore ist.

== KorrekturmaBnahme

Sie konnen eine virtuelle Maschine mit vsO mit den folgenden Schritten
bereitstellen:

Verwenden Sie System Manager, um alle IPv6 LIFs zu deaktivieren.
Entdecken Sie den Cluster neu.
Stellen Sie eine Virtual Machine im VVol Datastore bereit, auf dem die
Bereitstellung gescheitert ist.
+

Die virtuelle Maschine wurde erfolgreich bereitgestellt.

[[ID6928e8217e09017bb8bfl1abd099£3854] ]
= Flr SRA in SRM wird ein falscher Status ,Failover in Bearbeitung®
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gemeldet

rallow-uri-read:

:icons: font

:relative path: ./manage/

:imagesdir: {root path}{relative path}../media/

== Problem

Der VMware Site Recovery Manager (SRM) zeigt den Status des Gerédts als

A\

» 1n Bearbeitung fiir das neu SnapMirror Geréat an.

== Ursache
Dieses Problem tritt auf, weil ein Eintrag mit dem gleichen Ger&tenamen

vorhanden ist wie das neu erstellte Gerdt im
*/opt/netapp/vpserver/conf/devices.txt  Datei:

== KorrekturmalBnahme

Sie sollten die Eintrdge, die dem Gerédt entsprechen, das Sie von beiden

Standorten (Standort A und Standort B) neu erstellt haben, manuell 1dschen

*/opt/netapp/vpserver/conf/devices.txt® Und wiederholen Sie die
Gerdteentdeckung erneut. Nach Abschluss der Ermittlung werden die Geréate
den korrekten Status anzeigen.
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