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Comprender y utilizar la pagina Node Failover
Planning

La pagina Performance/Node Failover Planning calcula el impacto en el rendimiento de
un nodo si se produce un error en el nodo de partner de alta disponibilidad (ha) del nodo.
Unified Manager basa las estimaciones en el rendimiento histérico de los nodos en la
pareja de alta disponibilidad.

Estimar el impacto en el rendimiento de una conmutacion por error le permite planificar en las siguientes
situaciones:

+ Si una conmutacion al respaldo degrada de forma consistente el rendimiento estimado del nodo de toma
de control a un nivel inaceptable, puede considerar tomar acciones correctivas para reducir el impacto en
el rendimiento debido a la conmutacion al nodo de respaldo.

* Antes de iniciar una conmutacion por error manual para realizar tareas de mantenimiento del hardware,
puede calcular como la conmutacion por error afecta al rendimiento del nodo que toma el control para
determinar cual es el mejor momento para llevar a cabo la tarea.

Uso de la pagina Planificacion de conmutacién por error de
nodos para determinar las acciones correctivas

Basandose en la informacién que se muestra en la pagina Performance/Node Failover
Planning, puede realizar acciones para garantizar que una conmutacion por error no
haga que el rendimiento de un par de alta disponibilidad caiga por debajo de un nivel
aceptable.

Por ejemplo, para reducir el impacto en el rendimiento estimado de una conmutacion al nodo de respaldo,
puede mover algunos voliumenes o LUN de un nodo del par de alta disponibilidad a otros nodos del cluster. Al
hacerlo se garantiza que el nodo primario pueda seguir ofreciendo un rendimiento aceptable tras un fallo.

Componentes de la pagina Node Failover Planning

Los componentes de la pagina Performance/Node Failover Planning se muestran en una
cuadricula y en el panel comparativo. Estas secciones le permiten evaluar el impacto de
la conmutacién por error de un nodo en el rendimiento del nodo de respaldo.

Cuadricula de estadisticas de rendimiento

La pagina Performance/Node Failover Planning muestra un grid que contiene estadisticas de latencia, IOPS,
utilizacion y capacidad de rendimiento utilizadas.

Los valores de latencia e IOPS que se muestran en esta pagina y en la pagina

@ Performance/Node Performance Explorer pueden no coincidir porque se utilizan diferentes
contadores de rendimiento para calcular los valores para predecir la conmutacion al nodo de
respaldo.

En el grid, se asigna a cada nodo uno de los siguientes roles:



e Primario

El nodo que toma el relevo al partner de alta disponibilidad cuando el partner falla. El objeto raiz siempre
es el nodo primario.

» Como partner
El nodo que falla en el escenario de conmutacion por error.
« Toma de control estimada

Igual que el nodo primario. Las estadisticas de rendimiento que se muestran para este nodo muestran el
rendimiento del nodo de toma de control después de que este asuma el control del partner que ha fallado.

Aunque la carga de trabajo del nodo de respaldo es equivalente a las cargas de trabajo
combinadas de ambos nodos después de una conmutacion al respaldo, las estadisticas del

@ nodo de respaldo estimado no son la suma de las estadisticas del nodo primario y del nodo
Partner. Por ejemplo, si la latencia del nodo primario es de 2 ms/op y la latencia del nodo
Partner es de 3 ms/op, el nodo de toma de control estimado podria tener una latencia de 4
ms/op. Este valor es un calculo que Unified Manager realiza.

Puede hacer clic en el nombre del nodo Partner si desea que se convierta en el objeto raiz. Después de que
se muestre la pagina Performance Explorer, puede hacer clic en la ficha Planificacion de conmutacién por
error para ver como cambia el rendimiento en este escenario de fallo de nodo. Por ejemplo, si Node1 es el
nodo primario y Node2 es el nodo asociado, puede hacer clic en Node2 para convertirse en el nodo primario.
De esta forma, puede ver como cambia el rendimiento estimado en funcién de qué nodo falle.

Panel de comparacion
La siguiente lista describe los componentes que se muestran en el panel comparar de forma predeterminada:
» Graficos de eventos

Se muestran con el mismo formato que los de la pagina Performance Explorer. Sélo pertenecen al nodo
principal.

* * Contrafolios™*

Muestran estadisticas histéricas del contador de rendimiento que se muestra en la cuadricula. En cada
grafico, el grafico del nodo de toma de control estimado muestra el rendimiento estimado si se habia
producido una conmutacion por error en un momento dado.

Por ejemplo, supongamos que el grafico de utilizacién muestra un 73% para el nodo de toma de control
estimado a las 11:00 EI 8 de febrero. Si se hubiera producido una conmutacién por error en ese momento,
la utilizacién del nodo de respaldo habria sido del 73%.

Las estadisticas historicas ayudan a encontrar el tiempo éptimo para iniciar una conmutacion al respaldo,
lo que minimiza la posibilidad de sobrecargar el nodo de respaldo. Solo puede programar una
conmutacion por error en momentos en los que se acepte el rendimiento previsto del nodo que toma el
control.

De forma predeterminada, las estadisticas del objeto raiz y del nodo asociado se muestran en el panel de
comparacion. A diferencia de la pagina Performance/Node Performance Explorer, esta pagina no muestra el
boton Add para que agregue objetos para la comparacion de estadisticas.



Puede personalizar el panel de comparacion de la misma manera que lo hace en la pagina Performance/Node
Performance Explorer. La siguiente lista muestra ejemplos de personalizacion de los graficos:

» Haga clic en un nombre de nodo para mostrar u ocultar las estadisticas del nodo en los graficos Contador.

» Haga clic en Zoom View para mostrar un grafico detallado de un contador en particular en una ventana
nueva.

Uso de una directiva de umbral con la pagina Planificacion
de conmutacién por error de nodos

Puede crear una politica de umbral de nodo para que se le notifique en la pagina
Performance/Node Failover Planning cuando una posible recuperacion tras fallos
degradara el rendimiento del nodo de respaldo a un nivel inaceptable.

La politica de umbral de rendimiento definida por el sistema denominada "'par ha de nodos sobreutilizado™
genera un evento de advertencia si se supera el umbral durante seis periodos de recopilacién consecutivos
(30 minutos). El umbral se considera superado si la capacidad de rendimiento combinada utilizada de los
nodos en un par de alta disponibilidad supera el 200 %.

El evento de la politica de umbral definida por el sistema le avisa de que una conmutacion al nodo de respaldo
provocara que la latencia del nodo de toma de control aumente a un nivel inaceptable. Cuando ve un evento
generado por esta politica para un nodo en particular, puede desplazarse a la pagina Performance/Node
Failover Planning de ese nodo para ver el valor de latencia previsto debido a una conmutacion por error.

Ademas de utilizar esta politica de umbral definida por el sistema, puede crear politicas de umbral utilizando el
contador «'capacidad de rendimiento utilizada - adquisicion's y, a continuacion, aplicar la politica a los nodos
seleccionados. Especificar un umbral inferior al 200 % le permite recibir un evento antes de superar el umbral
de la politica definida por el sistema. También puede especificar el periodo minimo de tiempo durante el cual
se supera el umbral a menos de 30 minutos si desea recibir una notificacion antes de generar el evento de
politica definido por el sistema.

Por ejemplo, puede definir una politica de umbral para generar un evento de advertencia si la capacidad de
rendimiento combinado utilizada de los nodos de un par de alta disponibilidad supera el 175 % durante mas
de 10 minutos. Puede aplicar esta politica a Node1 y Node2, que forman un par de alta disponibilidad.
Después de recibir una notificacién de evento de advertencia para Node1 o Node2, puede ver la pagina
Performance/Node Failover Planning para ese nodo a fin de evaluar el impacto estimado en el rendimiento en
el nodo de toma de control. Puede tomar acciones correctivas para evitar sobrecargar el nodo de toma de
control si se produce una conmutacion al respaldo. Si realiza alguna accion cuando la capacidad de
rendimiento combinado que se utiliza de los nodos es inferior al 200 %, la latencia del nodo que toma el
control no alcanza un nivel inaceptable incluso si se produce una conmutacion por error durante este tiempo.

Usar el grafico de desglose de capacidad de rendimiento
utilizada para la planificacion de conmutacién por error

El grafico detallado capacidad de rendimiento utilizada - desglose muestra la capacidad
de rendimiento utilizada para el nodo principal y el nodo del partner. También muestra la
cantidad de capacidad de rendimiento libre en el nodo de toma de control estimado. Esta
informacién le ayuda a determinar si podria tener un problema de rendimiento si falla el
nodo del partner.



Ademas de mostrar la capacidad de rendimiento total utilizada para los nodos, el grafico Breakdown los
valores para cada nodo en los protocolos de usuario y procesos en segundo plano.

* Los protocolos de usuario son las operaciones de |/o desde las aplicaciones de usuario hacia y desde el

cluster.

 Los procesos en segundo plano son los procesos internos del sistema implicados en la eficiencia del
almacenamiento, la replicacion de datos y el estado del sistema.

Este nivel adicional de detalle permite determinar si un problema de rendimiento esta provocado por la
actividad de las aplicaciones de usuario o por los procesos del sistema en segundo plano, como la
deduplicacion, la reconstruccion de RAID, el filtrado de discos y las copias SnapMirror.

Pasos

1. Vaya a la pagina Performance/Node Failover Planning para el nodo que servira como nodo de toma de

control estimado.

2. En el selector intervalo de tiempo, elija el periodo de tiempo durante el cual se muestran las estadisticas
histéricas en la cuadricula de contadores y en los graficos de contadores.

Se muestran los graficos de contadores con estadisticas del nodo principal, nodo del partner y nodo de

toma de control estimado.

3. En la lista elegir graficos, seleccione Perf. Capacidad utilizada.

4. En el campo Perf. Grafico Capacity used, seleccione Breakdown y haga clic en Zoom View.

El grafico detallado de rendimiento. Se muestra la capacidad utilizada.
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5. Mueva el cursor por el grafico detallado para ver la informacion sobre capacidad de rendimiento utilizada



en la ventana emergente.

Rendim. El porcentaje libre de capacidad es la capacidad de rendimiento disponible en el nodo de toma de
control estimado. Indica la cantidad de capacidad de rendimiento que queda en el nodo que toma el
control tras una conmutacion al respaldo. Si es 0 %, una conmutacion al nodo de respaldo provocara que
la latencia aumente hasta un nivel inaceptable en el nodo de respaldo.

. Considere tomar medidas correctivas para evitar un porcentaje libre de capacidad de rendimiento baja.

Si tiene pensado iniciar una conmutacioén al respaldo para el mantenimiento de nodos, elija una hora para
conmutar al nodo del partner cuando el porcentaje libre de capacidad de rendimiento no sea 0.
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