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Gestionar eventos

Los eventos le ayudan a identificar problemas en los clusteres que se supervisan.

¢ Qué son los eventos de la plataforma Active 1Q

Unified Manager puede mostrar eventos detectados por la plataforma Active 1Q. Estos
eventos se crean ejecutando un conjunto de reglas contra los mensajes de AutoSupport
generados desde todos los sistemas de almacenamiento que supervisa Unified Manager.

Para obtener mas informacion, consulte "Como se generan los eventos de la plataforma Active 1Q".

Unified Manager comprueba si hay un nuevo archivo de reglas automaticamente y solo descarga un archivo
nuevo cuando haya reglas mas recientes. En los sitios sin acceso a la red externa, debera cargar las reglas
manualmente desde Storage Management > Event Setup > Upload Rules.

Estos eventos de Active 1Q no se superponen con los eventos existentes de Unified Manager e identifican
incidentes o riesgos relacionados con la configuracion, el cableado, las mejores practicas y los problemas de
disponibilidad del sistema.

Para obtener mas informacién acerca de como habilitar eventos de plataforma, consulte "Habilitar los eventos
del portal de Active 1Q". Para obtener mas informacion sobre como cargar el archivo de reglas, consulte
"Carga de un nuevo archivo de reglas de Active 1Q".

Active 1Q de NetApp es un servicio basado en cloud que proporciona analisis predictivos y soporte proactivo
para optimizar las operaciones de los sistemas de almacenamiento en el cloud hibrido de NetApp. Consulte
"Active 1Q de NetApp" si quiere mas informacion.

Qué son los eventos del sistema de gestion de eventos

El sistema de gestion de eventos (EMS) recopila datos de eventos de diferentes partes
del kernel de ONTAP y proporciona mecanismos de reenvio de eventos. Estos eventos
de ONTAP pueden notificarse como eventos de EMS en Unified Manager. La supervision
y la gestion centralizadas facilita la configuracion de eventos de EMS cruciales y
notificaciones de alertas basadas en estos eventos de EMS.

La direccion de Unified Manager se afiade como destino de notificacion al cluster cuando se afiade el cluster a
Unified Manager. Un evento de EMS se informa en cuanto ocurre el evento en el cluster.

Existen dos métodos para recibir eventos de EMS en Unified Manager:

* Un cierto numero de eventos de EMS importantes se informan automaticamente.

* Puede suscribirse para recibir eventos de EMS individuales.

Los eventos de EMS generados por Unified Manager se informan de forma diferente, segun el método en el
que se genero el evento:


https://docs.netapp.com/es-es/active-iq-unified-manager/config/concept_active_iq_platform_events.html
https://docs.netapp.com/es-es/active-iq-unified-manager/config/concept_active_iq_platform_events.html
https://www.netapp.com/us/products/data-infrastructure-management/active-iq.aspx

Funcionalidad

Eventos de EMS disponibles

Nombre del mensaje EMS cuando
se activa

Mensajes recibidos

Ciclo de vida de evento

Captura eventos durante el tiempo
de inactividad de Unified Manager

Detalles del evento

Mensajes EMS automaticos

Subconjunto de eventos de EMS

Nombre de evento de Unified
Manager (convertido a partir del
nombre de evento de EMS)

Tan pronto como se haya
detectado el cluster

Igual que otros eventos de Unified
Manager: estados nuevos,
reconocidos, resueltos y obsoletos

Si, cuando el sistema se inicia, se
comunica con cada cluster para
adquirir los eventos que faltan

Las acciones correctivas sugeridas
se importan directamente de
ONTAP para proporcionar
resoluciones coherentes

Mensajes EMS suscritos

Todos los eventos de EMS

No especifico en el formato "error
EMS recibido". El mensaje
detallado proporciona el formato de
notacion de puntos del evento EMS
real

Después de afiadir cada evento de
EMS requerido a Unified Manager
y después del proximo ciclo de
sondeo de 15 minutos

El evento de EMS se hace
obsoleto una vez que se actualiza
el cluster, después de 15 minutos,
desde el momento en que se cred
el evento

No

Acciones correctivas no
disponibles en la pagina Event
Details

Algunos de los nuevos eventos de EMS automaticos son eventos informativos que indican que
se resolvié un evento anterior. Por ejemplo, el evento informativo "todos los componentes de
FlexGroup Estado del espacio correcto" indica que el evento de error "los componentes de

®

FlexGroup tienen problemas de espacio” se ha resuelto. Los eventos informativos no se pueden

gestionar utilizando el mismo ciclo de vida de evento que otros tipos de gravedad de evento; sin
embargo, el evento se vuelve obsoleto automaticamente si el mismo volumen recibe otro
evento de error "problemas de velocidad".

Eventos de EMS que se ainaden automaticamente a Unified Manager

Los siguientes eventos de EMS de ONTAP se afiaden automaticamente a Unified
Manager. Estos eventos se generaran cuando se active en cualquier cluster que Unified

Manager supervise.

Los siguientes eventos de EMS estan disponibles cuando se supervisan clusteres que ejecutan ONTAP 9.5 o

una version posterior del software:



Nombre del evento de
Unified Manager

Acceso al nivel de cloud

denegado para la

reubicacion de agregados

Acceso al nivel de cloud

denegado para la

reubicacion de agregados
durante la conmutacion al

nodo de respaldo del
almacenamiento

Se completo la
resincronizacion de
replicacién de mirroring
de FabricPool

Espacio de FabricPool
casi completo

Se inici6 el periodo de
gracia de NVMe-of

NVMe-of Grace Period
activo

NVMe-of Grace caducod

LUN destruida

MetaDataConnFail de
Cloud AWS

Cloud AWS
IAMCredsExpired

IAMCredslnvalid de Cloud

AWS

Cloud AWS
IAMCredsNotFound

IAMCredsNotlnitialized
Cloud de AWS

Nombre del evento de
EMS

arl.netra.ca.check.failed

gb.netra.ca.check.failed

wafl.ca.resync.complete

fabricpool.casi.lleno

nvmf.graceperiod.start

nvmf.graceperiod.active

nvmf.graceperiod.expired

lun.destroy

Cloud.aws.metadataConn

Fail

Cloud.aws.iamCredsExpir

ed

Cloud.aws.iamCredsInvali

d

Cloud.aws.iamCredsNotF

ound

Cloud.aws.iamNotlnitializ

ed

Recurso afectado

Agregado

Agregado

Cluster

Cluster

Cluster

Cluster

Cluster

LUN

Nodo

Nodo

Nodo

Nodo

Nodo

Gravedad de Unified
Manager

Error

Error

Error

Error

Advertencia

Advertencia

Advertencia

Informacion

Error

Error

Error

Error

Informacion



Nombre del evento de
Unified Manager

Cloud AWS
IAMRoleinvalido

Cloud AWS
IAMRoleNotFound

Organizacion de hosts de
nivel cloud sin resolver

Interfaz de red de
interconexion de cluster
de nivel cloud inactiva

La solicitud no coincide
con la firma del nivel de
cloud

Una de las agrupaciones
de NFSv4 agotadas

La memoria del monitor
QoS se encero

Memoria de monitor QoS
abated

Destruccion NVMeNS

NVMeNS en linea

NVMeNS sin conexién

NVMeNS fuera espacio

Replicacion sincrona
fuera de sincronizacion

Replicacion sincrona
restaurada

Error en la
resincronizacion
automatica de replicacion
sincrona

Nombre del evento de
EMS

Cloud.aws.iamRolelnvalid

Cloud.aws.iamRoleNotFo
und

objstore.host.no se puede
resolver

objstore.interclusterlifDow
n

osc.signaturediscordancia

Nblade.nfsV4PoolEscape

gos.monitor.memory.mutil
e

gos.monitor.memory.abat
ed

NVMeNS.destroy

NVMeNS.offline

NVMeNS.online

NVMeNS.out.of.space

sms.status.out.of.sync

sms.status.in.sync

sms.resync.intento.error

Recurso afectado

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Espacio de nombres

Espacio de nombres

Espacio de nombres

Espacio de nombres

Relacién de SnapMirror

Relacién de SnapMirror

Relacion de SnapMirror

Gravedad de Unified
Manager

Error

Error

Error

Error

Error

Critico

Error

Informacion

Informacion

Informacion

Informacion

Advertencia

Advertencia

Informacion

Error



Nombre del evento de
Unified Manager

Muchas conexiones CIFS

Se supero la conexion
CIFS méaxima

Se ha excedido el niumero

maximo de conexiones
CIFS por usuario

Conflicto con los nombres

NetBIOS de CIFS

Intentos de conexién de

recursos compartidos
CIFS no existentes

Error en la operacion de

copia de volumenes
redundantes de CIFS

Virus detectado por el
servidor AV

No hay conexion con el
servidor AV para el
analisis de virus

No hay ningun servidor
AV registrado

Conexion del servidor AV

sin respuesta

El servidor AV esta muy
ocupado para aceptar una
nueva solicitud de analisis

Un usuario no autorizado
intenta utilizar el servidor

AV

Los componentes de
FlexGroup tienen
problemas de espacio

Nombre del evento de
EMS

Nblade.cifsManyAutos

Nblade.cifsMaxOpenSam

eFile

Nblade.cifsMaxSessPerU

srConn

Nblade.cifsNbNameConfli

ct

Nblade.cifsNoPrivShare

cifs.shadowcopy.error

Nblade.vscanVirusDetect

ed

Nblade.vscanNoScanner

Conn

Nblade.vscanNoRegdSca

nner

Nblade.vscanConnlnactiv

e

Recurso afectado

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

Nblade.vscanConnBackPr SVM

essure

Nblade.vscanBadUserPriv. SVM

Access

flexgroup.constituyentes.h Volumen

ave.space.problemas

Gravedad de Unified
Manager

Error

Error

Error

Error

Critico

Error

Error

Critico

Error

Informacion

Error

Error

Error



Nombre del evento de

Nombre del evento de Recurso afectado

Gravedad de Unified

Unified Manager EMS Manager
El estado del espacio de  flexgroup.constituyentes.s Volumen Informacioén
los componentes de pace.status.all.ok

FlexGroup es correcto

Los componentes de flexgroup.constituents.hav Volumen Error
FlexGroup tienen e.inodes.issues

problemas de inodos

Los componentes de flexgroup.constituents.ino  Volumen Informacioén
FlexGroup inodos Estado des.status.all.ok

todo OK

Espacio logico del monitor.vol.nearFull.inc.sa Volumen Advertencia
volumen casi lleno \Y

Espacio logico del monitor.vol.full.inc.sav Volumen Error
volumen lleno

Espacio ldgico del monitor.vol.one.ok.inc.sav Volumen Informacioén
volumen normal

Error al ajustar el tamafio wafl.vol.autoSize fail Volumen Error
automatico del volumen

de WAFL

Se ha completado el wafl.vol.autoSize.done Volumen Informacion
tamafio automatico de

volumenes de WAFL

Tiempo de espera de wafl.readdir.expiraba Volumen Error

operacion de archivo DE
READDIR de WAFL

Suscribete a los eventos de ONTAP EMS

Puede suscribirse para recibir eventos del sistema de gestidén de eventos (EMS)
generados por sistemas instalados con el software ONTAP. Un subconjunto de eventos
de EMS se informa automaticamente a Unified Manager, pero solo se informan eventos

de EMS adicionales si se ha suscrito a estos eventos.

Antes de empezar

No suscribirse a eventos de EMS que ya se hayan afiadido a Unified Manager automaticamente, ya que esto
puede provocar confusion al recibir dos eventos por el mismo problema.

Puede suscribirse a cualquier nimero de eventos de EMS. Todos los eventos a los que se suscribe estan
validados y solo se aplican los eventos validados a los clusteres que supervisa en Unified Manager. El ONTAP



9 Catalogo de eventos EMS proporciona informacion detallada para todos los mensajes EMS de la version
especificada del software ONTAP 9. Busque la version adecuada del Catalogo de eventos EMS en la pagina
Documentacion del producto de ONTAP 9 para obtener una lista de los eventos aplicables.

"Biblioteca de productos de ONTAP 9"

Es posible configurar alertas para los eventos de EMS de ONTAP a los que se suscribe, y puede crear scripts
personalizados para su ejecucion.

Si no recibe los eventos de EMS de ONTAP a los que se ha suscrito, puede haber un problema
con la configuracion de DNS del cluster, lo que impide que el cluster llegue al servidor de

@ Unified Manager. Para resolver este problema, el administrador de cluster debe corregir la
configuracion de DNS del cluster y, a continuacion, reiniciar Unified Manager. Si lo hace, se
vacie los eventos de EMS pendientes en Unified Manager Server.

Pasos

1. En el panel de navegacion izquierdo, haga clic en Administracion de almacenamiento > Configuraciéon
de eventos.

2. Enla pagina Event Setup (Configuracion de eventos), haga clic en el boton Subscribe to EMS events
(Suscribirse a eventos EMS).

3. En el cuadro de dialogo Subscribe to EMS Events, introduzca el nombre del evento de EMS de ONTAP al
que desea suscribirse.

Para ver los nombres de los eventos de EMS a los que se puede suscribir, desde el shell del cluster de
ONTAP, puede usar la event route show (Anterior a ONTAP 9) o el event catalog show (ONTAP 9
0 posterior).

"Como configurar y recibir alertas de la suscripcion a eventos EMS de ONTAP en Active 1Q Unified
Manager"

4. Haga clic en Agregar.

El evento EMS se agrega a la lista de eventos EMS suscritos, pero la columna aplicable al cluster muestra
el estado como "'Desconocido™ para el evento EMS que ha agregado.

5. Haga clic en Guardar y cerrar para registrar la suscripcion al evento EMS con el cluster.

6. Haga clic en Subscribe to EMS events de nuevo.
El estado «'Yes'» aparece en la columna aplicable al cluster del evento EMS que ha afadido.
Si el estado no es "Yes", compruebe la ortografia del nombre del evento de EMS de ONTAP. Si el nombre

se introduce de forma incorrecta, debera eliminar el evento incorrecto y, a continuacion, volver a afadir el
evento.

Cuando se produce el evento de ONTAP EMS, el evento se muestra en la pagina Events. Es posible
seleccionar el evento para ver detalles sobre el evento de EMS en la pagina de detalles Event. También puede
gestionar la disposicion del evento o crear alertas para el evento.

Qué sucede cuando se recibe un evento

Cuando Unified Manager recibe un evento, se muestra en la pagina Dashboard, en la
pagina del inventario Event Management, en las pestafias Summary y Explorer de la


https://mysupport.netapp.com/documentation/productlibrary/index.html?productID=62286
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Infrastructure_Management/OnCommand_Suite/How_to_configure_and_receive_alerts_from_ONTAP_EMS_Event_Subscription_in_Active_IQ_Unified_Manager
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Infrastructure_Management/OnCommand_Suite/How_to_configure_and_receive_alerts_from_ONTAP_EMS_Event_Subscription_in_Active_IQ_Unified_Manager

pagina Cluster/Performance y en la pagina de inventario especifico del objeto (por
ejemplo, la pagina Volumes/Health Inventory).

Cuando Unified Manager detecta varias instancias continuas de la misma condicion de evento para el mismo
componente de cluster, trata todas las ocurrencias como un solo evento, no como eventos independientes. La
duracién del evento aumenta para indicar que el evento sigue activo.

En funcién de la configuracién de la pagina Configuracion de alertas, puede notificar a otros usuarios acerca
de estos eventos. La alerta hace que se inicien las siguientes acciones:

» Todos los usuarios administradores de Unified Manager pueden enviar un correo electrénico acerca del
evento.

 El evento se puede enviar a otros destinatarios de correo electrénico.

» Se puede enviar una captura SNMP al receptor de capturas.

» Se puede ejecutar un script personalizado para realizar una accion.

Este flujo de trabajo se muestra en el siguiente diagrama.

——Jp Collect counters from clusters

v

Evaluate counter values against
threshold settings

Have threshold values
been breached?

Generate an event and display event
in dashboard pages, event pages, and
other Ul pages

Have you configured
alerts for the event?

Send email notification




Ver eventos y detalles de eventos

Puede ver detalles sobre un evento que ha activado Unified Manager para realizar
acciones correctivas. Por ejemplo, si hay un volumen de evento de estado sin conexidn,
puede hacer clic en ese evento para ver los detalles y ejecutar acciones correctivas.

Antes de empezar

Debe tener el rol de operador, administrador de aplicaciones o administrador de almacenamiento.

Los detalles del evento incluyen informacion como el origen del evento, la causa del evento y cualquier nota
relacionada con el evento.

Pasos
1. En el panel de navegacion izquierdo, haga clic en Gestidon de eventos.
De forma predeterminada, la vista todos los eventos activos muestra los eventos nuevos y reconocidos
(activos) que se han generado durante los 7 dias anteriores que tienen un nivel de impacto de incidente o
riesgo.

2. Si desea ver una categoria concreta de eventos, por ejemplo, eventos de capacidad o eventos de
rendimiento, haga clic en Ver y seleccione en el menu de tipos de eventos.

3. Haga clic en el nombre del evento para el que desea ver los detalles.

Los detalles del evento se muestran en la pagina de detalles Event.

Ver eventos no asignados

Puede ver los eventos no asignados y, a continuacion, asignar cada uno de ellos a un
usuario que pueda resolverlos.

Antes de empezar

Debe tener el rol de operador, administrador de aplicaciones o administrador de almacenamiento.

Pasos

1. En el panel de navegacion izquierdo, haga clic en Gestidon de eventos.

De forma predeterminada, los eventos nuevos y reconocidos se muestran en la pagina de inventario
Gestion de eventos.

2. En el panel Filtros, seleccione la opcioén de filtro sin asignar en el area asignado a.

Reconocer y resolver eventos

Debe reconocer un evento antes de empezar a trabajar en el problema que genero el
evento para que no siga recibiendo notificaciones de alerta de repeticién. Después de
realizar una accion correctiva para un evento determinado, debe marcar el evento como
resuelto.

Antes de empezar



Debe tener el rol de operador, administrador de aplicaciones o administrador de almacenamiento.

Puede reconocer y resolver varios eventos al mismo tiempo.
@ No puede reconocer eventos de informacion.

Pasos
1. En el panel de navegacion izquierdo, haga clic en Gestion de eventos.

2. En la lista de eventos, realice las siguientes acciones para reconocer los eventos:

Si desea... Realice lo siguiente...
Reconozca y marque un solo evento como resuelto  a. Haga clic en el nombre del evento.

b. En la pagina de detalles Event, determine la
causa del evento.

c. Haga clic en acuse de recibo.
d. Realice la accién correctiva adecuada.

e. Haga clic en Marcar como solucionado.

Reconozca y marque varios eventos como a. Determine la causa de los eventos desde la
resueltos pagina de detalles del evento correspondiente.

b. Seleccione los eventos.
c. Haga clic en acuse de recibo.
d. Realice las acciones correctivas necesarias.

e. Haga clic en Marcar como solucionado.

Una vez que se Marca Resolved el evento, este se mueve a la lista de eventos resueltos.

3. Opcional: En el area Notas y actualizaciones, afiada una nota sobre como abordé el evento y, a
continuacion, haga clic en Post.

Asignar eventos a usuarios especificos

Puede asignar eventos sin asignar a usted mismo o a otros usuarios, incluidos los
usuarios remotos. Puede reasignar eventos asignados a otro usuario, si es necesario.
Por ejemplo, cuando ocurren problemas frecuentes en un objeto de almacenamiento,
puede asignar los eventos para estos problemas al usuario que gestiona ese objeto.

Antes de empezar
* El nombre del usuario y el ID de correo electrénico deben estar configurados correctamente.

* Debe tener el rol de operador, administrador de aplicaciones o administrador de almacenamiento.

Pasos

1. En el panel de navegacion izquierdo, haga clic en Gestidon de eventos.

2. En la pagina de inventario Event Management, seleccione uno o mas eventos que desee asignar.
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3. Asigne el evento seleccionando una de las siguientes opciones:

Si desea asignar el evento a... Realice lo siguiente...
Usted mismo Haga clic en asignar a > Me.
Otro usuario a. Haga clic en asignar a > otro usuario.

b. En el cuadro de dialogo asignar propietario,
introduzca el nombre de usuario o seleccione
un usuario de la lista desplegable.

c. Haga clic en asignar.

Se envia una notificacion por correo electronico
al usuario.

Si no introduce un nombre de
usuario o selecciona un usuario

@ de la lista desplegable y hace clic
en asignar, el evento permanece
sin asignar.

Deshabilitar eventos no deseados

Todos los eventos estan habilitados de forma predeterminada. Es posible deshabilitar
eventos globalmente para evitar la generacidén de notificaciones para eventos que no
tienen importancia en el entorno. Puede habilitar eventos deshabilitados cuando se
desea reanudar la recepcién de notificaciones.

Antes de empezar
Debe tener el rol de administrador de aplicaciones o de administrador del almacenamiento.

Si deshabilita eventos, los eventos generados previamente en el sistema se marcan como obsoletos, y no se
activan las alertas configuradas para estos eventos. Cuando se habilitan eventos que estan deshabilitados, las
notificaciones para estos eventos se generan a partir del proximo ciclo de supervision.

Cuando se deshabilita un evento para un objeto (por ejemplo, el vol offline Evento), y posteriormente,
usted habilita el evento, Unified Manager no genera nuevos eventos para los objetos que quedan sin conexion
cuando el evento estaba en estado deshabilitado. Unified Manager genera un evento nuevo solo cuando hay
un cambio en el estado del objeto después de que se rehabilito el evento.

Pasos

1. En el panel de navegacion izquierdo, haga clic en Administraciéon de almacenamiento > Configuracion
de eventos.

2. En la pagina Event Setup, deshabilite o habilite eventos seleccionando una de las siguientes opciones:

11



Si desea... Realice lo siguiente...

Deshabilite eventos a. Haga clic en Desactivar.

b. En el cuadro de didlogo Deshabilitar eventos,
seleccione la gravedad del evento.

c. En la columna Eventos coincidentes, seleccione
los eventos que desea deshabilitar segun la
gravedad del evento y, a continuacion, haga clic
en la flecha derecha para mover dichos eventos
a la columna Deshabilitar eventos.

d. Haga clic en Guardar y cerrar.

e. Compruebe que los eventos que ha
deshabilitado se muestran en la vista de lista de
la pagina Event Setup.

Habilite eventos a. Seleccione la casilla de comprobacion del
evento o los eventos que desea habilitar.

b. Haga clic en Activar.

Solucione problemas mediante la remediacién automatica
de Unified Manager

Hay ciertos eventos que Unified Manager puede diagnosticar a fondo y proporcionar una
unica resolucién mediante el botén Fix it. Si estan disponibles, estas resoluciones se
muestran en el Panel, en la pagina de detalles de eventos y en la seleccion Analisis de
carga de trabajo del menu de navegacion izquierdo.

La mayoria de los eventos tienen diversas resoluciones posibles que se muestran en la pagina de detalles del
evento de modo que puede implementar la mejor solucion con System Manager de ONTAP o la CLI de
ONTAP. Una accién Fix it esta disponible cuando Unified Manager ha determinado que existe una Unica
resolucion para solucionar el problema y que se puede resolver mediante un comando CLI de ONTAP.

Pasos
1. Para ver los eventos que se pueden solucionar desde Panel, haga clic en Panel.
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2. Para resolver cualquiera de los problemas que Unified Manager puede solucionar, haga clic en el boton
Fix it. Para solucionar un problema que existe en varios objetos, haga clic en el botén solucionar todo.

Para obtener informacion sobre los problemas que pueden solucionarse automaticamente con la solucion de
problemas, consulte "; Qué problemas puede solucionar Unified Manager".

Habilitar y deshabilitar los informes de eventos de Active IQ

Los eventos de la plataforma Active IQ se generan y se muestran de forma
predeterminada en la interfaz de usuario de Unified Manager. Si considera que estos
eventos son demasiado "ruidosos" o que no desea ver estos eventos en Unified
Manager, puede deshabilitar la generacion de estos eventos. Puede habilitarlos mas
adelante si desea reanudar la recepcion de estas notificaciones.

Antes de empezar
Debe tener la funcion Administrador de aplicaciones.

Cuando deshabilita esta funcion, Unified Manager deja de recibir eventos de la plataforma Active 1Q de
inmediato.

Cuando habilita esta funcién, Unified Manager comienza a recibir eventos de la plataforma Active 1Q poco
después de medianoche segun la zona horaria del cluster. La hora de inicio se basa en el momento en el que
Unified Manager recibe mensajes de AutoSupport de cada cluster.
Pasos

1. En el panel de navegacion izquierdo, haga clic en General > Configuracion de funciones.

2. En la pagina Configuracion de caracteristica, desactive o active los eventos de la plataforma Active I1Q
seleccionando una de las siguientes opciones:
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Si desea... Realice lo siguiente...

Deshabilite los eventos de la plataforma Active IQ  En el panel Eventos del portal Active IQ, mueva
el boton deslizante hacia la izquierda.

Habilite los eventos de la plataforma de Active 1Q En el panel Eventos del portal Active 1Q, mueva
el botdn deslizante hacia la derecha.

Subir un nuevo archivo de reglas de Active IQ

Unified Manager comprueba si hay un nuevo archivo de eventos (reglas) de Active IQ de
forma automatica y descarga un nuevo archivo cuando hay reglas mas recientes. Sin
embargo, en sitios sin acceso a la red externa, es necesario cargar el archivo de reglas
manualmente.

@ Las reglas de Active IQ también se conocen como reglas seguras de Config Advisor (CA).

Cuando se instala Unified Manager o se actualiza a una version especifica de un sitio sin conectividad de red,
las reglas de Active 1Q incluidas se encuentran disponibles automaticamente para su carga. Sin embargo, se
recomienda descargar un nuevo archivo de reglas aproximadamente una vez al mes del sitio de soporte de
NetApp para asegurarse de que los eventos actualizados se generan y sus sistemas de almacenamiento
continuan funcionando de forma 6ptima.

Antes de empezar

» La generacion de informes de eventos del portal de Active 1Q debe estar habilitada. Esta funcion esta
habilitada de forma predeterminada. Para obtener mas informacion, consulte "Habilitar los eventos del
portal de Active 1Q".

* Debe descargar el archivo de reglas del sitio de soporte de NetApp.

El archivo de reglas esta ubicado en el directorio: https://mysupport.netapp.com/api/content-service/
staticcontents/content/public/tools/unifiedmanager/ca/secure_rules.zip

Pasos

1. En un equipo con acceso a la red, desplacese hasta el sitio de soporte de NetApp y descargue las reglas
actuales . zip archivo.

El paquete de reglas agrupadas incluye el repositorio de reglas, origenes de datos y un articulo de la base
de conocimientos de NetApp.

En los sistemas Windows, en un sitio sin conectividad de red, el articulo de la base de

@ conocimientos de NetApp no se incluye de forma predeterminada con el instalador. Puede
descargar el archivo secure_rules.zip del sitio de soporte y cargarlo para ver el articulo de
KB de todas las reglas.

2. Transfiera el archivo de reglas a algun medio que pueda introducir en el area segura y, a continuacion,
copielo en un sistema del area segura.

3. En el panel de navegacion izquierdo, haga clic en Administracion de almacenamiento > Configuraciéon
de eventos.
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4. En la pagina Event Setup, haga clic en el boton Upload Rules.

5. En el cuadro de diadlogo Reglas de carga, desplacese hasta y seleccione las reglas . zip Archivo que ha
descargado y haga clic en cargar.

Este proceso puede tardar varios minutos.

El archivo de reglas se descomprime en el servidor de Unified Manager. Después de que los clusteres
gestionados generen un archivo AutoSupport después de la medianoche, Unified Manager comprueba los
clusteres con respecto al archivo de reglas y genera nuevos eventos de riesgo e incidentes segun sea
necesario.

Para obtener mas informacion, consulte este articulo de la base de conocimientos (KB): "Cémo actualizar
manualmente las reglas de AIQUASecure en Active IQ Unified Manager".

Cémo se generan los eventos de la plataforma Active 1Q

Los incidentes y riesgos de la plataforma de Active 1Q se convierten en eventos de
Unified Manager, como se muestra en el siguiente diagrama.

Between 10pm and 11pm, Unified Manager updates
the “rules” file from the NetApp Support Site.
Mote: Dark sites must update this file manually.

l

Around midnight, clusters generate ASUP messages.

l

Unified Manager retrieves the ASUP messages from
all monitored clusters.

Unified Manager runs the rules against the ASUP
messages.

Unified Manager generates events for issues and
risks that do not comply with the rules.

Como se puede ver, el archivo de reglas compilado en la plataforma de Active IQ se mantiene actualizado, los
mensajes de AutoSupport de cluster se generan a diario y Unified Manager actualiza la lista de eventos a
diario.

Resolver eventos de la plataforma Active 1Q

Los incidentes y los riesgos de la plataforma Active I1Q son similares a los de otros
eventos de Unified Manager, ya que se pueden asignar a otros usuarios para su
resolucion y tienen los mismos estados disponibles. Sin embargo, cuando se resuelven
estos tipos de eventos con el botdn Fix it, puede verificar la resolucion en cuestion de
horas.
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El siguiente diagrama muestra las acciones que debe realizar (en verde) y la accion que Unified Manager
realiza (en negro) al resolver eventos generados a partir de la plataforma de Active 1Q.

Manual Resolution Semi-automatic Resolution
Lise Systern Manager or the ONTAP CLI to Click the Fix It button to resolve the issue
resalve the ssue.
Around midnight, the cluster generates a 30 minutes later, Unified Manager instructs
standard ASUP message. the cluster to generate an on-demand ASUP,
Unified Manager retrieves the new ASUP 30 minutes later, Unified Manager retrieves
Mmessage. the new ASUP message.

:

Unified Manager runs the rules against the
ASUP message.

Check the Events inventory page to verify
that the event has been obsoleted,

Al realizar una resolucion manual, debe iniciar sesién en System Manager o en la interfaz de linea de
comandos de ONTAP para solucionar el problema. Solo podra verificar el problema después de que el cluster
genere un nuevo mensaje de AutoSupport a medianoche.

Al realizar una resolucion semiautomatica con el boton Fix it, puede comprobar que la correccién se ha
realizado correctamente en cuestion de horas.

Configurar los ajustes de retencion de eventos

Es posible especificar el nuUmero de meses que se conserva un evento en el servidor de
Unified Manager antes de eliminarlo automaticamente.

Antes de empezar
Debe tener la funcion Administrador de aplicaciones.

Conservar eventos durante mas de 6 meses puede afectar al rendimiento del servidor y no es recomendable.

Pasos

1. En el panel de navegacion izquierdo, haga clic en General > retencion de datos.

2. En la pagina retencién de datos, seleccione el control deslizante en el area retencion de eventos y
muévalos al nUmero de meses que deben retener los eventos y haga clic en Guardar.

Qué es una ventana de mantenimiento de Unified Manager

La ventana de mantenimiento de Unified Manager se define para suprimir eventos y
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alertas de un plazo especifico cuando se ha programado el mantenimiento del cluster y
no se desea recibir un gran numero de notificaciones no deseadas.

Cuando se inicia la ventana de mantenimiento, se publica un evento "ventana de mantenimiento de objetos
iniciada" en la pagina de inventario Gestidn de eventos. Este evento se vuelve obsoleto automaticamente
cuando finaliza la ventana de mantenimiento.

Durante una ventana de mantenimiento, aun se generan los eventos relacionados con todos los objetos de
ese cluster, pero no aparecen en ninguna de las paginas de la interfaz de usuario y no se envian alertas ni
otros tipos de notificaciones para estos eventos. Sin embargo, es posible ver los eventos generados para

todos los objetos de almacenamiento durante una ventana de mantenimiento. Para ello, seleccione una de las

opciones Ver de la pagina del inventario Event Management.

Puede programar una ventana de mantenimiento que se iniciara en el futuro, puede cambiar las horas de
inicio y de finalizacion de una ventana de mantenimiento programada y puede cancelar una ventana de
mantenimiento programada.

Programe una ventana de mantenimiento para deshabilitar las notificaciones de
eventos del cluster

Si tiene un tiempo de inactividad planificado para un cluster, por ejemplo, para actualizar

el cluster o mover uno de los nodos, puede eliminar los eventos y alertas que
normalmente se generan durante ese periodo de tiempo mediante la programacién de
una ventana de mantenimiento de Unified Manager.

Antes de empezar
Debe tener el rol de administrador de aplicaciones o de administrador del almacenamiento.

Durante una ventana de mantenimiento, aun se generan los eventos relacionados con todos los objetos de
ese cluster, pero no aparecen en la pagina de eventos y no se envian alertas ni otros tipos de notificaciones
para estos eventos.

El momento que introduzca para la ventana de mantenimiento se basa en la hora en el servidor de Unified
Manager.

Pasos
1. En el panel de navegacion izquierdo, haga clic en Storage Management > Cluster Setup.

2. En la columna modo de mantenimiento del cluster, seleccione el botén deslizante y muévase a la
derecha.

Se muestra la ventana de calendario.

3. Seleccione la fecha y hora de inicio y finalizacién de la ventana de mantenimiento y haga clic en aplicar.

Aparece el mensaje "programado” junto al boton deslizante.

Cuando se llega a la hora de inicio, el cluster pasa al modo de mantenimiento y se genera un evento "ventana

de mantenimiento de objetos iniciada".
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Cambiar o cancelar una ventana de mantenimiento programada

Si configuré una ventana de mantenimiento de Unified Manager para que se produzca en
el futuro, puede cambiar las horas de inicio y de finalizacién o cancelar la ventana de
mantenimiento.

Antes de empezar
Debe tener el rol de administrador de aplicaciones o de administrador del almacenamiento.

Cancelar una ventana de mantenimiento que se esta ejecutando actualmente es util si ha completado el
mantenimiento del cluster antes de la hora de finalizaciéon de la ventana de mantenimiento programada, y
desea volver a recibir eventos y alertas del cluster.
Pasos

1. En el panel de navegacion izquierdo, haga clic en Storage Management > Cluster Setup.

2. Enla columna modo de mantenimiento del cluster:

Si desea... Realice este paso...
Cambie el plazo de tiempo de un plazo de a. Haga clic en el texto "scheduled" junto al botdn
mantenimiento programado del control deslizante.

b. Cambie la fecha y la hora de inicio y finalizacion
y haga clic en aplicar.

Ampliar la longitud de una ventana de a. Haga clic en el texto "activo" junto al boton del
mantenimiento activa control deslizante.

b. Cambie la fecha y la hora de finalizacién y haga
clic en aplicar.

Cancelar una ventana de mantenimiento Seleccione el boton deslizante y muévase hacia la

programado izquierda.

Cancelar una ventana de mantenimiento activa Seleccione el boton deslizante y muévase hacia la
izquierda.

Ver eventos que ocurrieron durante una ventana de mantenimiento

Si es necesario, puede ver los eventos generados para todos los objetos de
almacenamiento durante una ventana de mantenimiento de Unified Manager. La mayoria
de los eventos apareceran en el estado Obsoleto una vez que se haya completado la
ventana de mantenimiento y todos los recursos del sistema estén de respaldo y en
ejecucion.

Antes de empezar
Debe haber al menos una ventana de mantenimiento completada antes de que haya algun evento disponible.

Los eventos que se produjeron durante una ventana de mantenimiento no aparecen de forma predeterminada
en la pagina del inventario Event Management.
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Pasos
1. En el panel de navegacion de la izquierda, haga clic en Eventos.

De forma predeterminada, todos los eventos activos (nuevos y reconocidos) se muestran en la pagina de
inventario de Event Management.

2. En el panel Ver, seleccione la opcion todos los eventos generados durante el mantenimiento.

Se muestra la lista de eventos desencadenados durante los ultimos 7 dias de todas las sesiones de la
ventana de mantenimiento y de todos los clusters.

3. Si ha habido varias ventanas de mantenimiento para un Unico cluster, puede hacer clic en el icono de
calendario tiempo activado y seleccionar el periodo de tiempo para los eventos de la ventana de
mantenimiento que le interesa ver.

Administrar eventos de recursos del sistema host

Unified Manager incluye un servicio que supervisa problemas de recursos en el sistema
host en el que esta instalado Unified Manager. Problemas como falta de espacio en disco
disponible o falta de memoria en el sistema host pueden desencadenar eventos de
estacion de gestion que se muestran como mensajes de banner en toda la parte superior
de la interfaz de usuario.

Los eventos de la estacion de gestion indican un problema con el sistema host en el que esta instalado Unified
Manager. Algunos ejemplos de problemas de la estacion de gestion son que el espacio en disco se ejecuta
poco en el sistema host, que Unified Manager carece de un ciclo de recogida de datos normal y que no se
completa o se completod tarde un analisis de estadisticas porque se inici6 el siguiente sondeo de recopilacion.

A diferencia de todos los demas mensajes de eventos de Unified Manager, estos eventos criticos y de
advertencia de la estacion de gestion concretos se muestran en mensajes de banner.

Paso

1. Para ver la informacion de eventos de la estacion de administracion, realice estas acciones:

Si desea... Realice lo siguiente...

Ver detalles del evento Haga clic en el banner del evento para mostrar la
pagina de detalles Event que incluye soluciones
sugeridas para el problema.

Ver todos los eventos de la estacion de a. En el panel de navegacion izquierdo, haga clic
administracion en Gestion de eventos.

b. En el panel Filters de la pagina del inventario
Event Management, haga clic en el cuadro para
Management Station en la lista Source Type.

Entender mas sobre los eventos

Comprender los conceptos sobre eventos le ayuda a gestionar los clusteres y los objetos
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del cluster de forma eficiente y a definir las alertas de manera adecuada.

Definiciones de estado de eventos

El estado de un evento le ayuda a identificar si es necesaria una accion correctiva
adecuada. Un evento puede ser Nuevo, reconocido, resuelto u Obsoleto. Tenga en
cuenta que tanto los eventos nuevos como los reconocidos se consideran eventos
activos.

los estados del evento son los siguientes:
* Nuevo
El estado de un nuevo evento.
* Reconocido
El estado de un evento cuando lo ha reconocido.
* Resuelto
Estado de un evento cuando se Marca como solucionado.
* Obsoleto

El estado de un evento cuando se corrige automaticamente o cuando la causa del evento ya no es valida.

@ No puede reconocer ni resolver un evento obsoleto.

Ejemplo de diferentes estados de un evento

Los siguientes ejemplos ilustran los cambios de estado de eventos manuales y automaticos.

Cuando se activa el cluster de eventos no accesible, el estado del evento es New. Cuando reconoce el
evento, el estado del evento cambia a reconocido. Cuando haya realizado una accion correctiva adecuada,
debe marcar el evento como solucionado. El estado del evento cambia a resuelto.

Si el evento del cluster no accesible se genera debido a una interrupcion del suministro eléctrico, cuando se
restaura la alimentacion, el cluster comienza a funcionar sin ninguna intervencion del administrador. Por lo
tanto, el evento cluster no accesible ya no es valido y el estado del evento cambia a Obsoleto en el siguiente
ciclo de supervision.

Unified Manager envia una alerta cuando un evento esta en el estado Obsoleto o resuelto. La linea del asunto

y el contenido del correo electronico de una alerta ofrecen informacién acerca del estado del evento. Una
captura SNMP también incluye informacién sobre el estado del evento.

Descripcidn de los tipos de gravedad de los eventos

Cada evento esta asociado con un tipo de gravedad para ayudarle a priorizar los eventos
que requieren una accion correctiva inmediata.

 Critico
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Se produjo un problema que podria provocar una interrupcion del servicio si no se toman acciones
correctivas de inmediato.

Los eventos de rendimiento criticos se envian unicamente desde los umbrales definidos por el usuario.
* Error

El origen del evento sigue en funcionamiento; sin embargo, se requiere una accion correctiva para evitar
una interrupcion del servicio.

* Advertencia
El origen de eventos ha experimentado un suceso que debe conocer o un contador de rendimiento de un
objeto de cluster esta fuera del rango normal y debe supervisarse para asegurarse de que no alcance la
gravedad crucial. Los eventos de esta gravedad no provocan interrupciones del servicio y podria no ser

necesario realizar una accion correctiva inmediata.

Los eventos de advertencia de rendimiento se envian desde umbrales definidos por el usuario, definidos
por el sistema o dinamicos.

* Informacion
El evento se produce cuando se descubre un nuevo objeto o cuando se realiza una accion del usuario.
Por ejemplo, cuando se elimina un objeto de almacenamiento o cuando hay cambios de configuracion, se
genera el evento con tipo gravedad Information.
Los eventos de informacion se envian directamente desde ONTAP cuando detecta un cambio de
configuracion.

Descripcién de los niveles de impacto de eventos

Cada evento esta asociado a un nivel de impacto (incidente, riesgo, evento o
actualizacidn) para ayudarle a priorizar los eventos que requieren una accion correctiva
inmediata.

* Incidente
Un incidente es un conjunto de eventos que pueden provocar que un cluster deje de servir datos al cliente
y se quede sin espacio para almacenar datos. Los eventos con un nivel de impacto de incidente son los
mas graves. Se deberian tomar medidas correctivas inmediatas para evitar la interrupcién del servicio.

* Riesgo
Un riesgo es un conjunto de eventos que pueden provocar que un cluster deje de servir datos al cliente y
se quede sin espacio para almacenar datos. Los eventos con un nivel de impacto de riesgo pueden causar
interrupcion del servicio. Puede que sea necesaria la accion correctiva.

* Evento

Un evento es un cambio de estado o estado de los objetos de almacenamiento y sus atributos. Los
eventos con un nivel de impacto de evento son informativos y no requieren accién correctiva.

e Actualizacion
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Los eventos de actualizacién son un tipo especifico de evento que se informa en la plataforma Active 1Q.
Estos eventos identifican problemas en los que la resolucion requiere actualizar el software ONTAP, el
firmware del nodo o el software del sistema operativo (para avisos de seguridad). Quizas desee realizar
una accion correctiva inmediata para algunos de estos problemas, mientras que otros pueden esperar
hasta el siguiente mantenimiento programado.

Descripcion de las areas de impacto de eventos

Los eventos se clasifican en seis areas de impacto (disponibilidad, capacidad,
configuracion, rendimiento, proteccion, y seguridad) para permitirle concentrarse en los
tipos de eventos de los que usted es responsable.

* Disponibilidad

Los eventos de disponibilidad le notifican si un objeto de almacenamiento se desconecta, si un servicio de

protocolo se desactiva, si se produce un problema con una conmutacién al respaldo del almacenamiento o

si se produce un problema con el hardware.
« Capacidad

Los eventos de capacidad le notifican si los agregados, volumenes, LUN o espacios de nombres se
acercan o han alcanzado un umbral de tamafo, o si la tasa de crecimiento es inusual en el entorno.

» Configuracion
Los eventos de configuracion informan de la deteccion, la eliminacion, la adicion, la eliminacion o el
nombre de los objetos de almacenamiento. Los eventos de configuracion tienen un nivel de impacto de
evento y un tipo de gravedad de informacion.

* Rendimiento

Los eventos de rendimiento le notifican de las condiciones de recursos, configuracion o actividad de su

cluster que pueden afectar negativamente a la velocidad de la entrada o recuperacion del almacenamiento

de datos en los objetos de almacenamiento supervisados.
* Proteccion

Los eventos de proteccion le notifican los incidentes o riesgos que implican las relaciones de SnapMirror,
problemas con la capacidad de destino, problemas con las relaciones de SnapVault o problemas con
trabajos de proteccion. Cualquier objeto de ONTAP (especialmente agregados, volimenes y SVM) que
alojen volumenes secundarios y relaciones de proteccion se categorizan en el area de impacto de
proteccion.

Seguridad

Los eventos de seguridad le notifican de qué forma se protegen los clusteres de ONTAP, las maquinas

virtuales de almacenamiento (SVM) y los volumenes en funcion de los parametros definidos en la "Guia de

fortalecimiento de la seguridad de NetApp para ONTAP 9".

Ademas, esta area incluye los eventos de actualizacion notificados desde la plataforma Active 1Q.
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Coémo se calcula el estado del objeto

El estado del objeto esta determinado por el evento mas grave que actualmente tiene un
estado Nuevo o reconocido. Por ejemplo, si el estado de un objeto es error, uno de los
eventos del objeto tiene un tipo de gravedad de error. Cuando se ha realizado la accién
correctiva, el estado del evento pasa a resuelto.

Detalles de graficos de eventos de rendimiento dinamicos

Para eventos de rendimiento dinamicos, en la seccién Diagnostico del sistema de la
pagina de detalles de eventos, se enumeran las principales cargas de trabajo con la
mayor latencia o uso del componente del cluster que es objeto de disputa.

Las estadisticas de rendimiento se basan en la hora en la que se detecto el evento de rendimiento hasta la
ultima vez que se analiz6 el evento. Los graficos también muestran estadisticas de rendimiento histéricas del
componente de cluster que esta en disputa.

Por ejemplo, puede identificar cargas de trabajo con una alta utilizacién de un componente para determinar
qué carga de trabajo se debe mover a un componente menos utilizado. Mover la carga de trabajo reduciria la
cantidad de trabajo del componente actual, lo que posiblemente haria que el componente no fuera de
contencion. En la parte superior de esta seccion se encuentra el intervalo de hora y fecha en que se detecto
un evento y se analizé por ultima vez. Para los eventos activos (nuevos o reconocidos), se actualiza la ultima
hora analizada.

Los graficos de latencia y actividades muestran los nombres de las cargas de trabajo principales cuando pasa
el cursor por encima del grafico. Al hacer clic en el menu Workload Type (Tipo de carga de trabajo) situado a
la derecha del gréfico, podra ordenar las cargas de trabajo segun su rol en el evento, incluido tiburones,
bravucons o Victimas, y se mostraran detalles sobre su latencia y su uso en el componente del cluster en
disputa. Es posible comparar el valor real con el valor esperado para ver cuando la carga de trabajo estaba
fuera de su rango esperado de latencia o uso. Para obtener mas informacion, consulte "Tipos de cargas de
trabajo supervisadas por Unified Manager".

Cuando se ordena segun la desviaciéon maxima en latencia, las cargas de trabajo definidas por

@ el sistema no se muestran en la tabla, ya que la latencia solo se aplica a las cargas de trabajo
definidas por el usuario. Las cargas de trabajo con valores bajos de latencia no se muestran en
la tabla.

Para obtener mas informacion sobre los umbrales de rendimiento dinamico, consulte "Analizar eventos de
umbrales dinamicos de rendimiento".

Para obtener informacion acerca de cémo Unified Manager clasifica las cargas de trabajo y determina el orden
de clasificacién, consulte "La forma en que Unified Manager determina el impacto en el rendimiento de un
evento".

Los datos en los graficos muestran 24 horas de estadisticas de rendimiento antes de la ultima vez que se
analizo el evento. Los valores reales y esperados para cada carga de trabajo se basan en el momento en el
que participo la carga de trabajo en el evento. Por ejemplo, es posible que una carga de trabajo participe en
un evento después de que se detecte el evento, por lo que es posible que sus estadisticas de rendimiento no
coincidan con los valores en el momento de la detecciéon de eventos. De forma predeterminada, las cargas de
trabajo se ordenan por desviacion maxima (mayor) en la latencia.
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Dado que Unified Manager conserva un maximo de 30 dias de rendimiento histérico y datos de
@ eventos de 5 minutos, si el evento tiene mas de 30 dias de antigliedad, no se muestran datos
de rendimiento.

» Columna de clasificacion de carga de trabajo
o Tabla de latencia
Muestra el impacto del evento en la latencia de la carga de trabajo durante el ultimo analisis.
o Columna de uso de componentes

Muestra detalles acerca del uso de la carga de trabajo del componente de cluster en disputa. En los
graficos, el uso real es una linea azul. Una barra roja resalta la duracién del evento, desde el tiempo
de deteccion hasta el ultimo tiempo analizado. Para obtener mas informacién, consulte "Valores de
medicién del rendimiento de la carga de trabajo".

@ Para el componente de red, ya que las estadisticas de rendimiento de red provienen de la
actividad del cluster, esta columna no se muestra.

o Uso de componentes

Muestra el historial de uso, en porcentaje, del procesamiento de red, el procesamiento de datos y los
componentes agregados, o el historial de la actividad, en porcentaje, del componente del grupo de
politicas de QoS. El grafico no se muestra para los componentes de red o de interconexion. Puede
apuntar a las estadisticas para ver las estadisticas de uso en un momento especifico.

o Escritura total MB/s Historial

Unicamente para el componente Recursos de MetroCluster, muestra el rendimiento de escritura total,
en megabytes por segundo (Mbps), para todas las cargas de trabajo de volumenes que se estan
reflejando en el cluster de partners en una configuracion de MetroCluster.

o Historial de eventos

Muestra lineas sombreadas en rojo para indicar los eventos histéricos del componente en disputa.
Para los eventos obsoletos, el grafico muestra los eventos que ocurrieron antes de que se detectara el
evento seleccionado y después de haberlo resuelto.

Cambios de configuracion detectados por Unified Manager

Unified Manager supervisa sus clusteres para detectar cambios de configuracion con el
fin de ayudarle a determinar si un cambio podria haber causado o contribuido a un
evento de rendimiento. Las paginas Performance Explorer muestran un icono de evento
de cambio (@) para indicar la fecha y la hora en que se detectd el cambio.

Puede revisar los graficos de rendimiento en las paginas Performance Explorer y en la pagina Workload
Analysis para ver si el evento de cambio afecta al rendimiento del objeto de cluster seleccionado. Si el cambio
se detectd en o aproximadamente al mismo tiempo que un evento de rendimiento, el cambio podria haber
contribuido al problema, lo que provoco que se disparara la alerta de evento.

Unified Manager puede detectar los siguientes eventos de cambio, que se clasifican como eventos
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informativos:
* Un volumen se mueve entre agregados.

Unified Manager puede detectar cuando el movimiento esta en curso, completado o con errores. Si Unified
Manager esta inactivo durante un movimiento de volumenes, cuando se realiza el backup, detecta el
movimiento del volumen y muestra un evento de cambio para él.

* El limite de rendimiento (MB/s o IOPS) de un grupo de politicas de calidad de servicio que contiene uno o
mas cambios en las cargas de trabajo supervisadas.

Cambiar el limite de un grupo de politicas puede provocar picos intermitentes en la latencia (tiempo de
respuesta), que también podrian desencadenar eventos del grupo de politicas. La latencia vuelve a la
normalidad de forma gradual y los eventos causados por los picos quedan obsoletos.

* Un nodo de un par de alta disponibilidad toma el control o devuelve el almacenamiento de su otro nodo.

Unified Manager puede detectar cuando se ha completado la operacion de toma de control, toma de
control parcial o retorno al nodo primario. Si la toma de control esta provocada por un nodo de panico,
Unified Manager no detecta el evento.

» Se ha completado correctamente una actualizacién o una operacion de reversion de ONTAP.

Se muestran la version anterior y la nueva.

Lista de eventos y tipos de gravedad

Puede usar la lista de eventos para familiarizarse con las categorias de eventos, los
nombres de eventos y el tipo de gravedad de cada evento que puede ver en Unified
Manager. Los eventos se muestran en orden alfabético por categoria de objeto.

Eventos agregados

Los eventos de agregado le proporcionan informacion sobre el estado de los agregados
para poder supervisar posibles problemas. Los eventos se agrupan por area de impacto
e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de origen y la
gravedad.

Area de impacto: Disponibilidad
Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.
Nombre del Nivel de impacto Tipo de origen Gravedad

evento(nombre de la
captura)

Agregado sin conexion Incidente Agregado Critico
(ocumEvtagregateStateOf
fline)
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Nombre del
evento(nombre de la
captura)

Error de agregado
(ocumEvtagregateStateFa
iled)

Agregado restringido
(ocumEvtagregateStateR
estricted)

Reconstruccion de
agregados
(ocumEvtagregateRaidSt
ateReconstructing)

Agregado degradado
(ocumEvtagregateRaidSt
aegraded)

Nivel de cloud
parcialmente accesible
(ocumEventCloudTierPart
iallyReacable)

Nivel de cloud inaccesible
(ocumEventCloudTierUnr
eacables)

Acceso denegado por el
nivel de cloud para la
reubicacion de agregados
*(arINetraCaCheckFailed)

Acceso denegado por el
nivel de cloud para la
reubicacion de agregados
durante la conmutacién
por error de
almacenamiento
*(gbNetraCaCheckFailed)

Agregado de
MetroCluster dejado
atras(ocumEvtMetroClust
eragregatelLeftBehind)
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Nivel de impacto

Incidente

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Tipo de origen

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravedad

Critico

Advertencia

Advertencia

Advertencia

Advertencia

Error

Error

Error

Error



Nombre del Nivel de impacto
evento(nombre de la
captura)

Mirroring de agregado de Riesgo
MetroCluster
degradado(ocumEvtMetro
Clusteraggregate

MirrorDeGruted)

Area de impacto: Capacidad

Nombre del Nivel de impacto
evento(nombre de la
captura)

Espacio de agregado casi Riesgo
completo
(ocumEvtagregateNearlyF

ull)

Espacio agregado Riesgo
completo
(ocumEvtagregateFull)

Dias agregados hasta Full Riesgo
(ocumEvtagregateDaysU
ntilFullSoon)

Agregado Riesgo
sobrecomprometido(ocum
EvtagregateOverkanty)

Agregado casi Riesgo
sobrecomprometido(ocum
EvtagregateAlmostOverdt

ed)

Reserva de Snapshot de  Riesgo
agregado
completa(ocumEvtagregat
eSnapReserveFull)

Tasa de crecimiento Riesgo
agregado anormal
(ocumEvtagregarGrowthR
ateAbnormal)

Tipo de origen

Agregado

Tipo de origen

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Agregado

Gravedad

Error

Gravedad

Advertencia

Error

Error

Error

Advertencia

Advertencia

Advertencia
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Area de impacto: Configuracion

Nombre del
evento(nombre de la
captura)

Agregado detectado (no
aplicable)

Agregado cambiado de
nombre (no aplicable)

Agregado eliminado (no
aplicable)

Nivel de impacto

Evento

Evento

Evento

Area de impacto: Rendimiento

Nombre del
evento(nombre de la
captura)

Se ha incumplido el
umbral critico de IOPS de
agregado
(ocumagregatelopsincide
nt)

Se ha incumplido el
umbral de advertencia de
IOPS del agregado
(ocumagregatelopsWarni

ng)

Se ha incumplido el
umbral critico de los MB/s
agregados(ocumagregate
MbpsIncident)

Umbral de advertencia
agregado MB/s
incumplido (
ocumagregateMbpsWarni
ng)

Se ha incumplido el
umbral critico de latencia
de agregado
(ocumagregatelLatencylnc
ident)
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Nivel de impacto

Incidente

Riesgo

Incidente

Riesgo

Incidente

Tipo de origen

Agregado

Agregado

Nodo

Tipo de origen

Agregado

Agregado

Agregado

Agregado

Agregado

Gravedad

Informacion

Informacion

Informacion

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico



Nombre del Nivel de impacto Tipo de origen Gravedad
evento(nombre de la
captura)

Umbral de advertencia de Riesgo Agregado Advertencia
latencia agregada

incumplido (

ocumagregateLatencyWa

rning)

Se ha incumplido el Incidente Agregado Critico
umbral critico de

capacidad de rendimiento

del agregado

(ocumagregatePerfCapaci

dad UsedIncident).

Se ha incumplido el Riesgo Agregado Advertencia
umbral de advertencia de

capacidad de rendimiento

agregado utilizada

(ocumagregatePerfCapaci

dad UsedWarning)

Se ha incumplido el Incidente Agregado Critico
umbral critico de

utilizacion del agregado

(ocumagregateUltilationinc

ident)

Umbral de advertencia de Riesgo Agregado Advertencia
utilizacion de agregado

incumplido

(ocumagregateUltillationW

arning)

Umbral sobreutilizado de  Riesgo Agregado Advertencia
discos agregados

(ocumagregarDisksOverU

tilizedWarning)

Umbral dinamico Riesgo Agregado Advertencia
agregado incumplido

(ocumDynamicAgregEven

tWarning)

Eventos del cluster

Los eventos del cluster proporcionan informacion sobre el estado de los clusteres, lo que
permite supervisar los clusteres para detectar posibles problemas. Los eventos se
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agrupan por area de impacto, e incluyen el nombre del evento, el nombre de captura, el
nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

El cluster carece de Riesgo Cluster Advertencia
discos de repuesto

(ocumEvtDisksNoRepuest

0s)

No se puede acceder al Riesgo Cluster Error
cluster
(ocumEvtClusterUnacable

)-

Error de supervision de Riesgo Cluster Advertencia
cluster (fallo de

ocumEvtClusterMonitorin

gFailed)

Se incumplen los limites  Riesgo Cluster Advertencia
de capacidad de licencia

de Cluster FabricPool

(ocumEvtExternalCapacid

ad TierSpaceFull)

Periodo de gracia que se Riesgo Cluster Advertencia
inicio NVMe-of *

(nvmfGracePeriodStart)

NVMe-of Grace Active Riesgo Cluster Advertencia

*(nvmfGracePeriodActive)

Periodo de gracia de Riesgo Cluster Advertencia
NVMe-of expirado

*(nvmfGracePeriodExpire

d)

Ventana de Evento Cluster Critico
mantenimiento de objetos

iniciada

(objectMaintenanceWindo

wStarted)
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Ventana de Evento Cluster Informacion
mantenimiento de objetos

finalizada

(objectMaintenanceWindo

wEnded)

Discos de repuesto Riesgo Cluster Error
MetroCluster dejados

atras

(ocumEvtSpareDiskLeftB

ehind)

Conmutacion de sitios Riesgo Cluster Advertencia
automatica no planificada

de MetroCluster

deshabilitada

(ocumEvnedTMAutomatic

UnplanSwitchOverDisable

d).

Se cambid la contrasefia Evento Cluster Informacion
de usuario del cluster
*(cluster.passwd.changed

)

Area de impacto: Capacidad

Nombre del Nivel de impacto Tipo de origen Gravedad
evento(nombre de la

captura)

Umbral de desequilibrio Riesgo Cluster Advertencia
de capacidad del cluster

incumplido

(ocumConformanceNodel

mbalanceWarning)

Planificacion del nivel de  Riesgo Cluster Advertencia
cloud del cluster

(clusterCloudTierPlanning

Warning)

Resincronizacion de Evento Cluster Advertencia
duplicacion de FabricPool

completada

*(waflCaResyncComplete

)



Nombre del
evento(nombre de la
captura)

Nivel de impacto

Espacio FabricPool casi  Riesgo
completo * (laestructura
completo)

Area de impacto: Configuracion

Nombre del
evento(nombre de la
captura)

Nivel de impacto

Nodo agregado (no Evento
aplicable)

Nodo eliminado (no Evento
aplicable)

Cluster eliminado (no Evento
aplicable)

Error al agregar el cluster Evento
(no aplicable)

Nombre del cluster Evento
cambiado (no aplicable)

EMS de emergencia Evento
recibido (no aplicable)

EMS critico recibido (no  Evento
aplicable)

Aviso EMS recibido (no Evento
aplicable)

Error EMS recibido (no Evento
aplicable)

Aviso EMS recibido (no Evento
aplicable)

Depurar EMS recibido (no Evento
aplicable)
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Tipo de origen

Cluster

Tipo de origen

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Gravedad

Error

Gravedad

Informacion

Informacion

Informacion

Error

Informacion

Critico

Critico

Error

Advertencia

Advertencia

Advertencia



Nombre del Nivel de impacto
evento(nombre de la

captura)

Aviso EMS recibido (no Evento
aplicable)

EMS informativo recibido Evento
(no aplicable)

Tipo de origen

Cluster

Cluster

Gravedad

Advertencia

Advertencia

Los eventos de EMS de ONTAP se clasifican en tres niveles de gravedad de evento de Unified Manager.

Nivel de gravedad de eventos de Unified Manager

Critico

Error

Advertencia

Area de impacto: Rendimiento
Nombre del Nivel de impacto

evento(nombre de la

captura)

Umbral de desequilibrio Riesgo
de carga de cluster
incumplido()

Se ha incumplido el Incidente
umbral critico de IOPS del
cluster

(ocumClusterlopsincident)

Nivel de gravedad de evento de EMS de ONTAP

Emergencia
Critico
Alerta

Error
Advertencia
Depurar
Aviso

Informativo

Tipo de origen

Cluster

Cluster

Gravedad

Advertencia

Critico
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Nombre del Nivel de impacto Tipo de origen Gravedad
evento(nombre de la
captura)

Se supero el umbral de Riesgo Cluster Advertencia
advertencia de IOPS del

cluster

(ocumClusterlopsWarning

).

Se ha incumplido el Incidente Cluster Critico
umbral critico del cluster

MB/s

(ocumClusterMbpslinciden

t).

Umbral de advertencia de Riesgo Cluster Advertencia
cluster MB/s

incumplido(ocumClusterM

bpsWarning)

Se ha incumplido el Riesgo Cluster Advertencia
umbral dinamico del

cluster

(ocumClusterDynamicEve

ntWarning)

Area de impacto: Seguridad

Nombre del Nivel de impacto Tipo de origen Gravedad
evento(nombre de la
captura)

Transporte HTTPS de Riesgo Cluster Advertencia
AutoSupport

deshabilitado

(ocumClusterASUPHtpsC

onfiguredDisabled)

Reenvio de registros no  Riesgo Cluster Advertencia
cifrado

(ocumClusterAuditLogUn

Encrypted)

Usuario de administracion Riesgo Cluster Advertencia
local predeterminado

habilitado

(ocumClusterDefaultAdmi

nEnabled)
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Nombre del
evento(nombre de la
captura)

Modo FIPS desactivado
(ocumClusterFipsDeshabi
litado)

Banner de inicio de
sesion deshabilitado
(ocumClusterLoginBanner
Disabled)

Se ha cambiado el banner
de inicio de sesion
(ocumClusterLoginBanner
Changed)

Destinos de reenvio de
registros cambiados
(ocumLogForwardDestina
tionsChanged)

Nombres de servidores
NTP
modificados(ocumNtpSer
verNamesChanged)

El recuento de servidores
NTP es bajo
(securityConfigNTPServer
CountLowRisk)

Comunicacion punto del
cluster sin cifrado
(ocumClusterPeerEncrypti
onDisabled)

SSH utiliza Ciphers no
seguros(ocumClusterSSH
Insecure).

Protocolo Telnet
habilitado(ocumClusterTel
netEnabled)

Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Tipo de origen

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Cluster

Gravedad

Advertencia

Advertencia

Advertencia

Advertencia

Advertencia

Advertencia

Advertencia

Advertencia

Advertencia
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Nombre del Nivel de impacto Tipo de origen Gravedad
evento(nombre de la
captura)

Las contrasefias de Riesgo Cluster Advertencia
algunas cuentas de

usuario de ONTAP utilizan

la funciéon hash MD5

menos segura

(ocumClusterMD5Passwo

rdHashUsed)

Cluster utiliza certificado  Riesgo Cluster Advertencia
autofirmado(ocumCluster

SelfSignedCertificate)

El shell remoto del cluster Riesgo Cluster Advertencia

esta habilitado
(ocumClusterRshDisabled

)-

Certificado de cluster a Riesgo Cluster Advertencia
punto de expirar

(ocumEvtClusterCertificat

eAboutToExpire)

Certificado de cluster Riesgo Cluster Error
caducado

(ocumEvtClusterCertificat

eExpired)

Eventos de discos

Los eventos de discos le proporcionan informacion sobre el estado de los discos para
que pueda supervisar si existen problemas potenciales. Los eventos se agrupan por area
de impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de
origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Discos flash: Bloques de  Riesgo Cluster Error
repuesto casi

consumidos(ocumEvtClus

terFlashDiskFewerSpareB

lockError)
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Nombre del evento
(nombre de la captura)

Discos flash: Sin bloques
de repuesto
(ocumEvtClusterFlashDis
kNoSpareBlockCritical)

Algunos discos sin
asignar(ocumEvtClusterU
ndeDesasignosAlgunos)

Algunos discos con
errores
(ocumEvtDisksSomeFaile
d)

Nivel de impacto

Incidente

Riesgo

Incidente

Eventos de compartimentos

Tipo de origen

Cluster

Cluster

Cluster

Gravedad

Critico

Advertencia

Critico

Los eventos de compartimentos le proporcionan informacién sobre el estado de los
compartimentos de bandejas de discos en el centro de datos para poder supervisar
posibles problemas. Los eventos se agrupan por area de impacto e incluyen el nombre
del evento y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Error de los ventiladores
de la bandeja de discos
(ocumEvtShelfFanFailed)

Error en los suministros
de alimentacion de la
bandeja de discos
(ocumEvtShelfPowerSupp
lyFailed)

Nivel de impacto

Incidente

Incidente

Tipo de origen

Bandeja de
almacenamiento

Bandeja de
almacenamiento

Gravedad

Critico

Critico
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Bandeja de discos Riesgo Nodo Advertencia
multivia no configurada

(ocumDiskShelfShelfcNotl

nMultiPath)

Este evento no se aplica
a:

« Clusteres que estan
en una configuracion
de MetroCluster

* Las siguientes
plataformas:
FAS2554, FAS2552,

FAS2520 y FAS2240
Fallo de ruta de bandeja  Riesgo Bandeja de Advertencia
de discos almacenamiento
(ocumDiskShelfDiskShelf

P PathFailure)

Area de impacto: Configuracion

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Bandeja de discos Evento Nodo Informacién
detectada (no aplicable)

Bandejas de discos Evento Nodo Informacioén
eliminadas (no aplicable)

Eventos de ventiladores

Los eventos de ventiladores le ofrecen informacion acerca de los ventiladores de estado
de los nodos en su centro de datos para que pueda supervisar si existen problemas
potenciales. Los eventos se agrupan por area de impacto e incluyen el nombre del
evento y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Uno o mas ventiladores Incidente Nodo Critico

fallidos
(ocumEvtFanssOneOrMor
eFailed)

Eventos de tarjeta Flash

Los eventos de tarjeta Flash le proporcionan informacion sobre el estado de las tarjetas
flash instaladas en los nodos en su centro de datos para poder supervisar posibles
problemas. Los eventos se agrupan por area de impacto e incluyen el nombre del evento
y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad
Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Tarjetas flash sin Incidente Nodo Critico

conexion
(ocumEvtFlashCardOfflin
e)

Eventos Inodes

Los eventos de inodo proporcionan informacién cuando el inodo esta lleno o casi lleno
para poder supervisar de posibles problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de

origen y la gravedad.

Area de impacto: Capacidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Inodos casi Riesgo Volumen Advertencia
lleno(ocumEvtinodesAlmo

stFull)

Inodes Full Riesgo Volumen Error

(ocumEvtinodesFull)

Eventos de la interfaz de red (LIF)

Los eventos de la interfaz de red proporcionan informacién acerca del estado de su
interfaz de red (LIF), para poder supervisar posibles problemas. Los eventos se agrupan

39



por area de impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el
tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Estado de la interffaz de  Riesgo Interfaz Error
red abajo
(ocumEvtLifStatusDown)

Estado de la interfaz de Riesgo Interfaz Error
red FC/FCoE inactivo

(ocumEvVtFCLifStatusDow

n)

Conmutacion por error de Riesgo Interfaz Advertencia
la interfaz de red no

posible

(ocumEvtLifFailoverNotPo

ssible)

Interfaz de red no en el Riesgo Interfaz Advertencia
puerto de inicio

(ocumEvtLifNotAtHomePo

rt)

Area de impacto: Configuracién

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Ruta de interfaz de red no Evento Interfaz Informacion
configurada (no aplicable)

Area de impacto: Rendimiento

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Se ha incumplido el Incidente Interfaz Critico
umbral critico de la

interfaz de red

MB/s(ocumNetworkLifMb

psincident)
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Nombre del evento
(nombre de la captura)

Se ha incumplido el
umbral de advertencia de
la interfaz de red MB/s
(ocumNetworkLifMbpsWa
rning)

Se ha incumplido el
umbral critico de la
interfaz de red FC MB/s
(ocumFcpLifMbpsincident

)

Se ha incumplido el

umbral de advertencia de
la interfaz de red FC MB/s
(ocumFcpLifMbpsWarning

)

Se ha incumplido el
umbral critico de la
interfaz de red FC de
nVMF
(OcumNvmfcLifMbpsincid
ent)

Se ha incumplido el
umbral de advertencia de
la interfaz de red FC de
nVMF MB/s
(ocumNvmfcLifMbpsWarn

ing)

Eventos de LUN

Los eventos de LUN le ofrecen informacion acerca del estado de sus LUN, para que

Nivel de impacto

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Tipo de origen

Interfaz

Interfaz

Interfaz

Interfaz

Interfaz

Gravedad

Advertencia

Critico

Advertencia

Critico

Advertencia

pueda supervisar de posibles problemas. Los eventos se agrupan por area de impacto e

incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de origen y la

gravedad.

Area de impacto: Disponibilidad

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.
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Nombre del evento Nivel de impacto
(nombre de la captura)

LUN sin conexion Incidente
(ocumEvtLunOffline)

LUN destruida Evento
*(lunDestroy)

LUN asignada con Incidente
sistema operativo no

compatible en un igroup
(O4.UnsupportedOsType)

Ruta activa unica para Riesgo
acceder a

LUN(ocumEvtLunSingleA

ctivePath)

Sin rutas activas para Incidente

acceder a la LUN
(ocumEvtLunNotReacable

)

No hay rutas optimizadas Riesgo
para acceder a la LUN
(ocumEvtLunOptimizedPa
thinactive)

Sin rutas para accedera Riesgo
la LUN desde un partner

de alta disponibilidad
(ocumEvtLunHaPathInacti

ve)

Sin ruta para acceder a la Riesgo
LUN desde un nodo en el

par de alta disponibilidad
(ocumEvtLunNodePathSt
atusDown)

Area de impacto: Capacidad

Nombre del evento Nivel de impacto
(nombre de la captura)

Espacio insuficiente para Riesgo
la copia Snapshot de la
LUN(ocumEvtLunSnapsh
otNotPossible)
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Tipo de origen

LUN

LUN

LUN

LUN

LUN

LUN

LUN

LUN

Tipo de origen

Volumen

Gravedad

Critico

Informacion

Advertencia

Advertencia

Critico

Advertencia

Advertencia

Error

Gravedad

Advertencia



Area de impacto: Configuracion

Nombre del evento
(nombre de la captura)

Nivel de impacto

LUN asignada con Riesgo
sistema operativo no

compatible en un igroup
(O4.UnsupportedOsType)

Area de impacto: Rendimiento

Nombre del evento
(nombre de la captura)

Nivel de impacto

Se supero el umbral Incidente
critico de IOPS de
LUN(ocumLunlopsinciden

t)

Se supero el umbral de Riesgo
advertencia de IOPS de

LUN

(ocumLunlopsWarning).

Se ha incumplido el Incidente
umbral critico de LUN

MB/s

(ocumLunMbpsincident)

Se ha incumplido el Riesgo
umbral de advertencia de

LUN MB/s

(ocumLunMbpsWarning)

Se ha incumplido el Incidente

umbral critico de latencia
ms/op de LUN
(ocumLunLatencylncident

)

Se ha incumplido el Riesgo
umbral de advertencia de
latencia de ms/op de LUN
(ocumLunLatencyWarning

)

Tipo de origen

LUN

Tipo de origen

LUN

LUN

LUN

LUN

LUN

LUN

Gravedad

Advertencia

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia
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Nombre del evento
(nombre de la captura)

Se insuper? la latencia de
LUN y el umbral critico de
IOPS
(ocumLunLatencylopslInci
dent).

Se supero el umbral de
advertencia de latencia de
LUN y IOPS
(ocumLunencylopsWarnin

g)

Se ha incumplido el
umbral critico de latencia
de LUN y MB/s
(ocumLunLatencyMbpsin
cident)

Se ha incumplido el
umbral de advertencia de
latencia y MB/s de LUN
(ocumLunLatencyMbpsW
arning)

Latencia de LUN y
capacidad de rendimiento
agregado utilizada umbral
critico incumplido
(ocumLunencyAggregate
PerfCapacidad
UsedIincident)

Latencia de LUN y
capacidad de rendimiento
agregado utilizada umbral
de advertencia incumplido
(ocumLunencyAggregate
PerfCapacidad
UsedWarning)

Se ha incumplido el
umbral critico de latencia
de LUN y uso del
agregado
(OculunLatencyAggregate
adicion de utilidades)
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Nivel de impacto

Incidente

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Incidente

Tipo de origen

LUN

LUN

LUN

LUN

LUN

LUN

LUN

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico



Nombre del evento
(nombre de la captura)

Se ha incumplido el
umbral de advertencia de
latencia de LUN y
utilizacion de agregados
(ocumLunarCentral
agregationUtilationWarnin

g9)

Latencia de LUN y
capacidad de rendimiento
de nodos utilizada umbral
critico incumplido
(ocumLunencyNodePerfC
apacidad UsedIncident)

Latencia de LUN y
capacidad de rendimiento
de nodos utilizada umbral
de advertencia incumplido
(ocumLunencyNodePerfC
apacidad UsedWarning)

Latencia de LUN y
capacidad de rendimiento
de nodos utilizados: Se
supero el umbral crucial
de la toma de control
(ocumLunLatencyAggreg
ate
PerfCapityUsedTakeOverl
ncident)

Latencia de LUN y
capacidad de rendimiento
de nodos utilizados: Se
superd el umbral de
advertencia de toma de
control
(ocumLunencyAggregate
PerfCapityUsedTakeOver
Warning)

Se supero el umbral
critico de latencia de LUN
y uso de nodos
(ocumLunNodeUtilationIn
cident)

Nivel de impacto

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Incidente

Tipo de origen

LUN

LUN

LUN

LUN

LUN

LUN

Gravedad

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico

45



Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Umbral de advertencia de Riesgo LUN Advertencia
latencia de LUN y uso de

nodos incumplido

(ocumLunNodeUtilationW

arning)

Se supero el umbral de Riesgo LUN Advertencia
advertencia de IOPS

maximo de LUN de QoS

(ocumQosLunMaxlopsWa

rning)

Se ha incumplido el Riesgo LUN Advertencia
umbral de advertencia

maximo MB/s de LUN de

QoS

(ocumQosLunMaxMbpsW

arning)

Se supero el umbral de Riesgo LUN Advertencia
latencia de LUN de

cargas de trabajo definido

por la politica de nivel de

servicio de rendimiento

(ocumConforceLatencyW

arning)

Eventos de la estacion de gestion

Los eventos de la estacion de gestion le proporcionan informacién sobre el estado del
servidor en el que esta instalado Unified Manager para poder supervisar posibles
problemas. Los eventos se agrupan por area de impacto e incluyen el nombre del evento
y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Configuracion

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Espacio en disco del Riesgo Estacion de gestion Advertencia
servidor de gestion casi

completo

(ocumEvtUnifiedManager
DiskNearSpacelyFull)
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Nombre del evento
(nombre de la captura)

Espacio completo en
disco del servidor de
administracion
(ocumEvtUnifiedManager
DiskSpaceFull)

Memoria de servidor de
administracion baja
(ocumEvtUnifiedManager
MemoryLow)

Servidor de
administracion casi sin
memoria
(ocumEvtUnifiedManager
MemoriaAlmostOut)

Se ha aumentado el
tamafio del archivo de
registro de MySQL; se
requiere un reinicio
(ocumEvtMysqlLogFileSiz
eWarning)

La asignacion de tamafio
total de registro de
auditoria esta a cerca de
estar lleno

Certificado de servidor de
syslog a punto de expirar

El certificado de servidor
de syslog caduco

Archivo de registro de
auditoria alterado

Se eliminoé el archivo de
registro de auditoria

Error de conexion del
servidor de syslog

Nivel de impacto

Incidente

Riesgo

Incidente

Incidente

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Tipo de origen

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Estacion de gestion

Gravedad

Critico

Advertencia

Critico

Advertencia

Advertencia

Advertencia

Error

Advertencia

Advertencia

Error
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Se cambio la Evento Estacion de gestion Advertencia
configuracion del servidor
de syslog

Area de impacto: Rendimiento

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

El andlisis de datos de Riesgo Estaciéon de gestion Advertencia
rendimiento se ve

afectado(ocumEvtUnified

ManagerDataMissingAnal

yze)

La recopilacion de datos  Incidente Estacion de gestion Critico
de rendimiento se ve

afectada

(ocumEvtUnifiedManager

DataMissingCollection)

Estos dos ultimos eventos de rendimiento solo estaban disponibles para Unified Manager 7.2.

@ Si alguno de estos eventos se encuentra en el estado New y se actualiza a una versiéon mas
reciente del software Unified Manager, los eventos no se depuran automaticamente. Debera
mover los eventos al estado Resolved manualmente.

Eventos del puente MetroCluster

Los eventos de puente de MetroCluster le proporcionan informacién sobre el estado de
los puentes para que pueda supervisar si existen problemas potenciales en una
configuracion de MetroCluster over FC. Los eventos se agrupan por area de impacto e
incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de origen y la
gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Puente no Incidente Puente MetroCluster Critico
accesible(ocumEvtBridge

Unacable)
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Temperatura del puente  Incidente Puente MetroCluster Critico
anormal

(ocumEvtBridgeTemperat

ureAbnormal)

Eventos de conectividad de MetroCluster

Los eventos de conectividad le proporcionan informacion sobre la conectividad entre los
componentes de un cluster y entre los clusteres de MetroCluster over FC y MetroCluster
over IP, para poder supervisar posibles problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de
origen y la gravedad.

Eventos comunes en ambas configuraciones

Estos eventos de conectividad son comunes para configuraciones de MetroCluster over FC y MetroCluster
over IP.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Todos los enlaces entre Incidente Relacion de MetroCluster Critico
socios de MetroCluster

Down(ocumEvtMetroClust

erAllLinksBetweenPartner

sDown)

No se puede acceder a Incidente Relacién de MetroCluster  Critico
los partners de

MetroCluster sobre la red

de relaciones entre

iguales

(ocumEvtMetroClusterPar

tnersNotReachableOverP

eeringNetwork)

La funcionalidad de Riesgo Relacién de MetroCluster Critico
recuperacion ante

desastres de

MetroCluster se vio

afectada

(ocumEvtMetroClusterDR

Statusimped)

49



Nombre del evento
(nombre de la captura)

Configuracion de Riesgo
MetroCluster
conmutada(ocumEvtMetr
oClusterDRStatusimped)

Configuracion de MetroCluster over FC

Nivel de impacto

Tipo de origen

Relacion de MetroCluster

Estos eventos tienen que ver con las configuraciones de MetroCluster over FC.

Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Todos los enlaces Inter- Incidente
Switch

Down(ocumEvtMetroClust
erAllISLBetweenSwitches

Down)

Puente FC-SAS haciala Incidente
pila de almacenamiento

hacia abajo
(ocumEvtBridgeSasPortD

own)

Configuracion de Riesgo
MetroCluster

parcialmente
conmutada(ocumEvtMetr
oClusterDRStatusPartially

Imped)

Del nodo al switch FC Incidente
todos los enlaces de

interconexion de FC-VI

estan inactivos
(ocumEvtMcNodeSwitchF
cviLinksDown)

Del nodo al switch FC uno Riesgo
o varios vinculos FC-

Initiator Down
(ocumEvtMcNodeSwitchF
cLinksOneOrMoreDown)
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Nivel de impacto

Tipo de origen

Conexion entre switches
MetroCluster

Conexion de pila de
puente de MetroCluster

Relacion de MetroCluster

Conexion de switch del
nodo MetroCluster

Conexion de switch del
nodo MetroCluster

Gravedad

Advertencia

Gravedad

Critico

Critico

Error

Critico

Advertencia



Nombre del evento
(nombre de la captura)

Del nodo al switch FC
todos los enlaces de
iniciador FC abajo
(ocumEvtMcNodeSwitchF
cLinksDown)

Conmutador a enlace FC
Bridge FC Down
(ocumEvtMcSwitchBridge
FcLinksDown)

Inter Node todos los
enlaces de interconexién
FC VI abajo
(ocumEvtMcinterNodeLin
ksDown)

Inter Node uno o0 mas
enlaces de interconexion
FC VI hacia abajo
(ocumEvtMcInterNodeLin
ksOneOrMoreDown)

Enlace de nodo a puente
hacia abajo
(ocumEvtMcNodeBridgelLi
nksDown)

Nodo a pila de
almacenamiento todos los
enlaces SAS abajo (
ocumEvtMcNodeStackLin
ksDown)

Nodo a pila de
almacenamiento uno o
varios enlaces SAS abajo
(
ocumEvtMcNodeStackLin
ksOneOrMoreDown)

Nivel de impacto

Incidente

Incidente

Incidente

Riesgo

Incidente

Incidente

Riesgo

Configuracion de MetroCluster over IP

Tipo de origen

Conexion de switch del
nodo MetroCluster

Conexion del puente del
conmutador MetroCluster

Conexion entre nodos

Conexién entre nodos

Conexion de puente de
nodo

Conexion de pila de
nodos

Conexion de pila de
nodos

Estos eventos tienen que ver con las configuraciones de MetroCluster por IP.

Area de impacto: Disponibilidad

Gravedad

Critico

Critico

Critico

Advertencia

Critico

Critico

Advertencia
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

El estado de la Riesgo Relacion de MetroCluster Critico
conectividad entre sitios

IP de MetroCluster esta

inactivo (cc

IntersiteStatusDown).

Conexién del nodo Riesgo Nodo Error
MetroCluster-IP al switch

sin conexion

(mcclpPortStatusOffline)

Eventos del switch de MetroCluster

Los eventos de switch de MetroCluster para configuraciones de MetroCluster over FC le
proporcionan informacién sobre el estado de los switches MetroCluster de modo que
pueda supervisar si existen posibles problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de
origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Temperatura del Incidente Switch MetroCluster Critico
interruptor anormal

(ocumEvtSwitchTemperat

ureAnormal)

Interruptor no accesible Incidente Switch MetroCluster Critico
(ocumEvtSwitchUnacable

)

Fallo de los ventiladores  Incidente Switch MetroCluster Critico
del conmutador

(ocumEvtSwitchFansOne

OrMoreFailed)

Error en las fuentes de Incidente Switch MetroCluster Critico
alimentacion del switch

(fallo de

ocumEvtPowerSwitchSup

plesOneOrMoreFailed)
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Nombre del evento
(nombre de la captura)

Fallo en los sensores de
temperatura del
interruptor

(ocumEvtSwitchTemperat

ureSensorFailed)

Este
evento se

@ aplica
Unicamente

a switches
Cisco.

Eventos de espacio de nombres de NVMe

Nivel de impacto

Incidente

Tipo de origen

Switch MetroCluster

Gravedad

Critico

Los eventos de espacio de nombres de NVMe ofrecen informacién sobre el estado de los

espacios de nombres para poder supervisar si existen problemas potenciales. Los

eventos se agrupan por area de impacto e incluyen el nombre del evento y de captura, el
nivel de impacto, el tipo de origen y la gravedad.

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.

Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

NVMeNS sin conexion *
(nvmeNamespaceStatus
Offline)

NVMeNS Online *
(nvmeNamespaceStatus
Online)

NVMeNS fuera del
espacio *
(nvmeNamespaceSpace
OutOfSpace)

NVMeNS Destroy *

(nvmeNamespaceDestroy

)

Nivel de impacto

Evento

Evento

Riesgo

Evento

Tipo de origen

Espacio de nombres

Espacio de nombres

Espacio de nombres

Espacio de nombres

Gravedad

Informacion

Informacion

Advertencia

Informacion
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Area de impacto: Rendimiento

Nombre del evento
(nombre de la captura)

Se supero el umbral
crucial de IOPS del
espacio de nombres de
NVMe
(ocumNvmeNamespacelo
psincident)

Se supero el umbral de
advertencia de IOPS del
espacio de nombres de
NVMe
(ocumNvmeNamespacelo
psWarning)

Se ha incumplido el
umbral critico del espacio
de nombres NVMe MB/s
(ocumNvmeNamespaceM
bpsincident)

Se ha incumplido el
umbral de advertencia de
espacio de nombres
NVMe MB/s
(ocumNvmeNamespaceM
bpsWarning)

Se ha incumplido el
umbral critico de latencia
del espacio de nombres
NVMe ms/op
(ocumNvmeNamespaceL
atencylncident)

Se insuperd el umbral de
advertencia de latencia de
espacio de nombres de
NVMe en ms/op
(ocumNvmeNamespaceL
atencyWarning)
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Nivel de impacto

Incidente

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Tipo de origen

Espacio de nombres

Espacio de nombres

Espacio de nombres

Espacio de nombres

Espacio de nombres

Espacio de nombres

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia



Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Se ha incumplido la Incidente Espacio de nombres Critico
latencia del espacio de

nombres de NVMe y el

umbral critico de IOPS

(ocumNvmeNamespaceL

atencylopslincident)

Se insuperd el umbral de  Riesgo Espacio de nombres Advertencia
advertencia de latencia de

espacio de nombres y de

IOPS de NVMe

(ocumNvmeNamespaceL

atencylopsWarning)

Se insupero la latencia Incidente Espacio de nombres Critico
del espacio de nombres

de NVMe y el umbral

critico de

MB/s(ocumNvmeNamesp

acelLatencyMbpslincident)

Se insupero el umbral de  Riesgo Espacio de nombres Advertencia
advertencia de latencia

del espacio de nombres

de NVMe y

MB/s(ocumNvmeNamesp

acelLatencyMbpsWarning)

Eventos de nodo

Los eventos de nodo le proporcionan informacién acerca del estado del nodo para poder
supervisar posibles problemas. Los eventos se agrupan por area de impacto e incluyen
el nombre del evento y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Espacio de volumen raiz  Riesgo Nodo Advertencia
del nodo casi completo

(ocumEvtClusterNodeRoo

tVolumeNearSpacelyFull)
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Nombre del evento
(nombre de la captura)

Cloud AWS
MetaDataConnFail
*(ocumCloudAwsMetadat
aConnFail)

IAMCredsExpired de
Cloud AWS
*(ocumCloudAwslamCred
sExpired)

IAMCredslnvalid de Cloud
AWS
*(ocumCloudAwslamCred
sInvalid)

IAMCredsNotFound de
Cloud AWS
*(ocumCloudAwslamCred
sNotFound)

IAMCredsNotlInitialized *
de Cloud
AWS(ocumCloudAwslam
CredsNotlInitialized)

IAMRoleinvalido de Cloud
AWS
*(ocumCloudAwslamRolel
nvalid)

IAMRoleNotFound de
Cloud AWS
*(ocumCloudAwslamRole
NotFound)

Host de nivel de cloud no
resoluble
*(ocumObjstoreHostUnres
oluble)

Interfaz de red intercluster
de nivel cloud abajo
*(ocumObjstorelnterClust
erLifDown)
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Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Evento

Riesgo

Riesgo

Riesgo

Riesgo

Tipo de origen

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Gravedad

Error

Error

Error

Error

Informacion

Error

Error

Error

Error



Nombre del evento
(nombre de la captura)

Nivel de impacto

Uno de los pools de Incidente
NFSv4 agotados
*(nbladeNfsv4PoolEXhau

st)

La solicitud no coincide Riesgo
con la firma del nivel de

cloud *

(oscilatrediscordancia)

Area de impacto: Capacidad

Nombre del evento
(nombre de la captura)

Nivel de impacto

Memoria del monitor QoS Riesgo
en formato
*(ocumQosmonitoryMaun

ed)

Memoria de Evento
monitorizacién de QoS *
(ocumQosmonitoryMemor
iaAbada)

Area de impacto: Configuracion

Nombre del evento
(nombre de la captura)

Nivel de impacto

Nodo cambiado de Evento
nombre (no aplicable)

Area de impacto: Rendimiento

Nombre del evento
(nombre de la captura)

Nivel de impacto

Se supero el umbral Incidente
crucial de IOPS de nodo
(ocumNodelopslincident)

Se supero el umbral de Riesgo
advertencia de IOPS del

nodo

(ocumNodelopsWarning)

Tipo de origen

Nodo

Nodo

Tipo de origen

Nodo

Nodo

Tipo de origen

Nodo

Tipo de origen

Nodo

Nodo

Gravedad

Critico

Error

Gravedad

Error

Informacion

Gravedad

Informacion

Gravedad

Critico

Advertencia
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Nombre del evento Nivel de impacto

(nombre de la captura)

Umbral critico del nodo Incidente
MB/s

incumplido(ocumNodeMb
psincident)

Umbral de advertencia de Riesgo
nodo MB/s incumplido
(ocumNodeMbpsWarning)

Se ha incumplido el Incidente
umbral critico de latencia

de los nodos ms/op
(ocumNodelLatencylncide

nt).

Umbral de advertencia de Riesgo
latencia de nodos ms/op

violado

(ocumNodeLatencyWarni

ng)

Se infringio la capacidad  Incidente
de rendimiento del nodo

utilizado el umbral critico
(ocumNodePerfCapacida

d UsedIncident)

Se supero el umbral de Riesgo
advertencia de capacidad

de rendimiento del nodo

usado

(ocumNodePerfCapacida

d UsedWarning).

Capacidad de rendimiento Incidente
del nodo utilizada: Se ha

infringido el umbral critico

de la toma de control
(ocumNodePerfCapacida

d UsedTakeoverIncident)

Capacidad de rendimiento Riesgo
del nodo utilizada: Se

superd el umbral de

advertencia de toma de

control

(ocumNodePerfCapacida

d UsedTakeoverWarning)
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Tipo de origen

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia



Nombre del evento
(nombre de la captura)

Se supero el umbral
critico de uso de nodos
(ocumNodeUtilationIncide
nt)

Se supero el umbral de
advertencia de utilizacion
de nodos
(ocumNodeUtilationWarni

ng)

Umbral sobreutilizado de
par de alta disponibilidad
de nodo incumplido
(ocumNodeHaPairOverUti
lizedInformation)

Umbral de fragmentacion
de disco de nodo
infringido
(ocumNodeDiskFragment
ationWarning)

Umbral de capacidad de
rendimiento utilizada
infringido
(ocumNodeOverUtilizedW
arning)

Umbral dinamico del nodo
incumplido
(ocumDynamicEventWarn
ing)

Nivel de impacto

Incidente

Riesgo

Evento

Riesgo

Riesgo

Riesgo

Area de impacto: Seguridad

Nombre del evento
(nombre de la captura)

ID de asesoria: NTAP-
<Advisory ID>(ocumx)

Nivel de impacto

Riesgo

Eventos de la bateria NVRAM

Tipo de origen

Nodo

Nodo

Nodo

Nodo

Nodo

Nodo

Tipo de origen

Nodo

Gravedad

Critico

Advertencia

Informacion

Advertencia

Advertencia

Advertencia

Gravedad

Critico

Los eventos de bateria de NVRAM le ofrecen informacion acerca del estado de las
baterias para que pueda supervisar si existen problemas potenciales. Los eventos se
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agrupan por area de impacto e incluyen el nombre del evento y de captura, el nivel de
impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Bateria NVRAM baja Riesgo Nodo Advertencia
(ocumEvtNvramBatteryLo
w)

Bateria NVRAM Riesgo Nodo Error
descargada

(ocumEvtNvramBatteryDi

scared)

Bateria NVRAM Incidente Nodo Critico
demasiado cargada

(ocumEvtNvramBatteryOv

erCharged)

Eventos del puerto

Los eventos de puerto le ofrecen el estado acerca de los puertos del cluster para que
pueda supervisar los cambios o los problemas en el puerto, como si el puerto esta
inactivo.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Estado del puerto inactivo Incidente Nodo Critico
(ocumEvtPortStatusDown

)

Area de impacto: Rendimiento

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Se ha incumplido el Incidente Puerto Critico
umbral critico del puerto

de red

MB/s(ocumNetworkPortM

bpsincident)
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Umbral de advertencia de Riesgo Puerto Advertencia
puerto de red MB/s

incumplido(ocumNetwork

PortMbpsWarning)

Se ha incumplido el Incidente Puerto Critico
umbral critico del puerto

FCP

MB/s(ocumFcpPortMbpsl

ncident)

Umbral de advertencia de Riesgo Puerto Advertencia
puerto FCP MB/s

incumplido(ocumFcpPort

MbpsWarning)

Se ha incumplido el Incidente Puerto Critico
umbral critico de

utilizacion de puertos de

red

(ocumNetworkPortUtilatio

nincident)

Umbral de advertencia de Riesgo Puerto Advertencia
utilizacion de puerto de

red incumplido

(ocumNetworkPortUtilatio

nWarning)

Se ha incumplido el Incidente Puerto Critico
umbral critico de

utilizacion de puertos FCP

(ocumFcpPortUtilization

Incident)

Se ha incumplido el Riesgo Puerto Advertencia
umbral de advertencia de

utilizacion de puertos FCP

(ocumFcpPortUtilization

Warning)

Eventos de suministro de alimentacion

Los eventos de suministros de alimentacion le proporcionan informacion sobre el estado
del hardware para poder supervisar si existen problemas potenciales. Los eventos se
agrupan por area de impacto e incluyen el nombre del evento y de captura, el nivel de
impacto, el tipo de origen y la gravedad.
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Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Una o mas fuentes de Incidente Nodo Critico
alimentacién con fallos

(ocumEvtPowerSupplyOn

eOrMoreFailed)

Eventos de proteccién

Los eventos de proteccion le indican si un trabajo se ha producido un error o se ha
anulado para poder supervisar si hay problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de

origen y la gravedad.

Zona de impacto: Proteccion

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Error de trabajo de Incidente Servicio de volumen o Critico
proteccion almacenamiento
(ocumEvtProtectiondobTa

skFailed)

Trabajo de proteccion Riesgo Servicio de volumen o Advertencia
anulado almacenamiento
(ocumEvtProtectionJobAb

orted)

Eventos para qtrees

Los eventos para gtrees proporcionan informacion sobre la capacidad para qgtrees y los
limites de archivos y discos para poder realizar un seguimiento de posibles problemas.
Los eventos se agrupan por area de impacto e incluyen el nombre del evento y de
captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Capacidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Espacio Qtree casi Riesgo Qtree Advertencia

completo
(ocumEvtQtreeSpaceNea
rlyFull)
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Nombre del evento
(nombre de la captura)

Espacio completo para
Qtree
(ocumEvtQtreeSpaceFull)

Espacio de Qtree normal
(ocumEvtQtreeSpaceThre
sholdOk)

Se ha alcanzado el limite
duro de archivos Qtree
(ocumEvtQtreeFilesHardL
imitReached)

Limite de software de
archivos Qtree incumplido
(ocumEvtQtreeFilesSoftLi
mitBreached)

Se ha alcanzado el limite
duro de espacio de Qtree
(ocumEvtQtreeSpaceHar
dLimitReached)

Se violo el limite de
espacio blando de Qtree
(ocumEvtQtreeSpaceSoft
LimitBreached)

Eventos del procesador de servicios

Los eventos de procesador de servicios le proporcionan informacion sobre el estado de

Nivel de impacto

Riesgo

Evento

Incidente

Riesgo

Incidente

Riesgo

Tipo de origen

Qtree

Qtree

Qtree

Qtree

Qtree

Qtree

Gravedad

Error

Informacion

Critico

Advertencia

Critico

Advertencia

su procesador para que pueda supervisar si existen posibles problemas. Los eventos se

agrupan por area de impacto e incluyen el nombre del evento y de captura, el nivel de
impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Procesador de servicios
no configurado
(ocumEvtServiceProcess
orNotConfigred)

Nivel de impacto

Riesgo

Tipo de origen

Nodo

Gravedad

Advertencia
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Procesador de servicios  Riesgo Nodo Error
sin conexion

(ocumEvtServiceProcess

orOffline)

Eventos de relaciones con SnapMirror

Los eventos de relaciones de SnapMirror le proporcionan informacion sobre el estado de
sus relaciones de SnapMirror asincrono y sincrono para que pueda supervisar posibles
problemas. Los eventos de relacion de SnapMirror asincrono se generan tanto para
maquinas virtuales de almacenamiento como para volumenes, pero los eventos de
relacion de SnapMirror sincrono solo se generan para las relaciones de volumen. No se
ha generado ningun evento para los volumenes que forman parte de las relaciones de
recuperacion ante desastres de Storage VM. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de
origen y la gravedad.

Zona de impacto: Proteccion

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.

Los eventos de las relaciones de SnapMirror se generan para equipos virtuales de
almacenamiento protegidos mediante la recuperacion ante desastres de Storage VM, pero no
para las relaciones de objetos constituyentes.

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Replicacién de mirror Riesgo Relacion de SnapMirror ~ Advertencia
insalubre

(ocumEvtSnapmirrorRelat

ionshipUnheaded)

Replicacion de mirroring  Riesgo Relacion de SnapMirror Error
rota-off

(ocumEvtSnapmirrorRelat

ionshipStateBrokenoff)

Error al inicializar la Riesgo Relacién de SnapMirror  Error
replicacion de reflejo

(ocumEvtSnapmirrorRerel

ationshiplnitializeFailed)
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Nombre del evento
(nombre de la captura)

Error en la actualizacion
de replicacion de reflejo
(ocumEvtSnapmirrorRelat
ionship shipUpdateFailed)

Error de desfase de
replicacion de réplica
(ocumEvtSnapMirrorRelat
ionship shipLagError)

Aviso de desfase de
replicacion de réplica
(ocumEvtSnapMirrorRelat
ionship shillWarning)

Error en la
resincronizacion de
replicacion de reflejo
(ocumEvtSnapmirrorRelat
ionshipResyncFailed)

Replicacion sincrona
fuera de sincronizacion
*(syncSnapmirrorRelation
ship shipOutofsync)

Replicacion sincrona
restaurada
*(syncSnapmirrorRelation
shiplnSync)

Error en la
resincronizacion
automatica de replicacion
sincrona
*(syncSnapmirrorRelation
shipAutoSyncRetryFailed)

ONTAP Mediator se
anade al cluster
(snapmirrorMediator)

Mediador ONTAP se quita
del cluster
(snapmirrorMediatorRemo
ved)

Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Evento

Riesgo

Evento

Evento

Tipo de origen

Relacion de SnapMirror

Relacion de SnapMirror

Relaciéon de SnapMirror

Relacién de SnapMirror

Relacién de SnapMirror

Relacion de SnapMirror

Relacion de SnapMirror

Cluster

Cluster

Gravedad

Error

Error

Advertencia

Error

Advertencia

Informacion

Error

Informacion

Informacion
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

No se puede acceder al Riesgo Mediador Advertencia
Mediador ONTAP desde

el cluster

(snapmirrorMediatorUnabl

e)

No se puede acceder al Riesgo Mediador Error
Mediador ONTAP desde

el cluster

(snapmirrorMediatorMisco

nfigured)

La conectividad ONTAP  Evento Mediador Informacion
Mediator se ha

reestablecido y se vuelve

a sincronizar y esta lista

para la sincronizacion

activa de SnapMirror

(snapmirrorMediatorinQu

orum)

Eventos de relaciones de reflejo asincrono y almacén

Los eventos de relaciones de mirroring y almacén asincronos le proporcionan
informacion sobre el estado de las relaciones de SnapMirror y almacén asincronas para
poder realizar una supervision de posibles problemas. Los eventos de relacidon de reflejo
asincrono y almacén se admiten tanto para las relaciones de proteccion de maquinas
virtuales de almacenamiento como de volumenes. Pero solo no se admiten las
relaciones de almacén para la recuperacion ante desastres de la maquina virtual de
almacenamiento. Los eventos se agrupan por area de impacto e incluyen el nombre del
evento y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Zona de impacto: Proteccion

Los eventos de relaciones de SnapMirror y almacén también se generan para equipos virtuales
de almacenamiento protegidos mediante la recuperacion ante desastres de Storage VM pero no
para las relaciones de objetos constituyentes.

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Reflejo asincrono y Riesgo Relacién de SnapMirror ~ Advertencia
almacén en mal

estado(ocumEvtMirrorRel

ationship relacién

deposito Unheavy)
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Nombre del evento
(nombre de la captura)

Reflejo asincrono y
almacén roto-off
(ocumEvtMirrorRelationsh
ip
ationshipStateBrokenoff)

Error en el reflejo
asincronoy la
inicializacion del almacén
(error de
ocumEvtMirrorRelationshi
p InitializeFailed)

Error en la actualizacion
de reflejo asincrono y
almaceén
(ocumEvtMirrorRelationsh
ip UpdateFailed)

Error de desfase de
reflejo asincrono y
almaceén
(ocumEvtMirrorRelationsh
ip shipLagError)

Advertencia de desfase
de reflejo asincrono y
almaceén
(ocumEvtMirrorRelationsh
ip relacion
shipLagWarning)

Erroren la
resincronizacion de reflejo
asincrono y almacén
(ocumEvtMirrorRelationsh
ipResyncFailed)

Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Tipo de origen

Relacion de SnapMirror

Relacion de SnapMirror

Relacién de SnapMirror

Relacion de SnapMirror

Relacion de SnapMirror

Relacién de SnapMirror

Gravedad

Error

Error

Error

Error

Advertencia

Error

@ El evento "fallo de actualizacion de SnapMirror" se produce en el portal de Active IQ (Config

Advisor).

Eventos Snapshot

Los eventos Snapshot ofrecen informacion sobre el estado de las copias Snapshot, lo
que permite supervisar las copias Snapshot para detectar posibles problemas. Los
eventos se agrupan por area de impacto, e incluyen el nombre del evento, el nombre de
captura, el nivel de impacto, el tipo de origen y la gravedad.
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Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Nivel de impacto

Eliminacion automatica de Evento
Snapshot deshabilitada
(no aplicable)

Eliminacién automatica de Evento
copias Snapshot
habilitada (no aplicable)

Configuracion de Evento
eliminacion automatica de

copias Snapshot

modificada (no aplicable)

Eventos de relaciones con SnapVault

Tipo de origen

Volumen

Volumen

Volumen

Gravedad

Informacion

Informacion

Informacion

Los eventos de relaciones con SnapVault le proporcionan informacion sobre el estado de
sus relaciones de SnapVault para poder supervisar posibles problemas. Los eventos se
agrupan por area de impacto e incluyen el nombre del evento y de captura, el nivel de

impacto, el tipo de origen y la gravedad.

Zona de impacto: Proteccion

Nombre del evento
(nombre de la captura)

Nivel de impacto

Vault asincrono Riesgo
insalubre(ocumEvtSnapV
aultationshipUnheaded)

Vault Broken-off Riesgo
asincrono(ocumEvtSnapR
elationshipStateBrokenoff

)

Error al inicializar el Riesgo
almacén asincrono (error

de

ocumEvtSnapVaultRelatio

nship InitializeFailed)

Error en la actualizacion  Riesgo
asincrona del almacén
(ocumEvtSnapVaultRelati

onship UpdateFailed)
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Tipo de origen

Relacién de SnapMirror

Relacién de SnapMirror

Relaciéon de SnapMirror

Relaciéon de SnapMirror

Gravedad

Advertencia

Error

Error

Error



Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Error de desfase en el Riesgo Relacion de SnapMirror Error
almacén asincrono

(ocumEvtSnapVaultRelati

onship shipLagError)

Advertencia de desfase Riesgo Relacion de SnapMirror  Advertencia
en el almacén asincrono

(ocumEvtSnapVaultRelati

onship shipLagWarning)

Error en la Riesgo Relacién de SnapMirror  Error
resincronizaciéon de Vault

asincrona

(ocumEvtSnapvaultRelati

onshipResyncFailed)

Eventos de configuracion de conmutacion por error de almacenamiento

Los eventos de configuracion de conmutacién por error del almacenamiento (SFO) le
proporcionan informacién acerca de si su recuperacion tras fallos del almacenamiento
esta deshabilitada o no configurada para que pueda supervisar si existen problemas
potenciales. Los eventos se agrupan por area de impacto e incluyen el nombre del
evento y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Interconexion de Riesgo Nodo Advertencia
recuperacion tras fallos

de almacenamiento uno o

varios enlaces hacia

abajo

(ocumEvtSfolnterconnect

OneOrMoreLinksDown)

Conmutacion por error de Riesgo Nodo Error
almacenamiento

desactivada

(ocumEvtSfoSettingsDisa

bled).
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Nombre del evento Nivel de impacto
(nombre de la captura)

Conmutacion por error de  Riesgo
almacenamiento no
configurada(ocumEvtSfoS
ettingsNotConfigred)

Estado de conmutacién Riesgo
por error del

almacenamiento: Toma

de control
(ocumEvtSfoStateTakeov

er)

Estado de conmutacién Riesgo
por error de

almacenamiento -

devolucién parcial
(ocumEvtSfoStatePartialG
iveback)

Estado inactivo del nodo  Riesgo
de conmutacion por error

del almacenamiento
(ocumEvtSfoNodeStatusD

own)

No es posible latoma de Riesgo
control de conmutacion

por error del

almacenamiento
(ocumEvtSfoOverTakeoN
otPossible)

Eventos de servicios de almacenamiento

Tipo de origen

Nodo

Nodo

Nodo

Nodo

Nodo

Gravedad

Error

Advertencia

Error

Error

Error

Los eventos de servicios de almacenamiento le proporcionan informacion sobre la
creacion y suscripcion de servicios de almacenamiento para poder realizar una
supervisidn de posibles problemas. Los eventos se agrupan por area de impacto e
incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de origen y la

gravedad.

Area de impacto: Configuracion
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Nombre del evento
(nombre de la captura)

Servicio de
almacenamiento creado
(no aplicable)

Servicio de
almacenamiento
suscrito(no aplicable)

Suscripcion al servicio de
almacenamiento (no
aplicable)

Nivel de impacto

Evento

Evento

Evento

Zona de impacto: Proteccion

Nombre del evento
(nombre de la captura)

Eliminacién inesperada
de Managed SnapMirror
RelationshipocumEvtStor

ageServiceUnsupportedR

elationshipDeletion

Eliminacién inesperada
del volumen miembro del
servicio de
almacenamiento
(ocumEvtStorageService
UnexpectedVolumeDeleti
on)

Nivel de impacto

Riesgo

Incidente

Tipo de origen

Servicio de
almacenamiento

Servicio de
almacenamiento

Servicio de
almacenamiento

Tipo de origen

Servicio de
almacenamiento

Servicio de
almacenamiento

Eventos de la bandeja de almacenamiento

Gravedad

Informacion

Informacion

Informacion

Gravedad

Advertencia

Critico

Los eventos de la bandeja de almacenamiento le indican si su bandeja de

almacenamiento presenta anomalias de forma que pueda supervisar posibles

problemas. Los eventos se agrupan por area de impacto e incluyen el nombre del evento

y de captura, el nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Disponibilidad
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Nombre del evento Nivel de impacto

(nombre de la captura)

Rango de tension Riesgo
anormal

(ocumEvtShelfVoltageAbn

ormal)

Rango de corriente Riesgo
anormal

(ocumEvtSheltrosABnorm

al)

Temperatura anormal Riesgo
(ocumEvtShelTemperatur
eAbnormal)

Tipo de origen

Bandeja de
almacenamiento

Bandeja de
almacenamiento

Bandeja de
almacenamiento

Eventos de maquinas virtuales de almacenamiento

Gravedad

Advertencia

Advertencia

Advertencia

Los eventos de maquina virtual de almacenamiento (también conocidos como SVM) le
proporcionan informacion sobre el estado de sus maquinas virtuales de almacenamiento
(SVM) para poder supervisar posibles problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de

origen y la gravedad.

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.

Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Nivel de impacto

Servicio CIFS de Storage Incidente
VM(ocumEvtVserverCifsS
erviceStatusDown)

Servicio CIFS SVM no Evento
configurado (no aplicable)

Intentos de conectar Incidente
recursos compartidos

CIFS no existentes
*(nbladeCifsNoPrivShare)

Conflicto de nombres Riesgo
NetBIOS CIFS
*(nbladeCifsNbNameConf

lict)
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Tipo de origen

SVM

SVM

SVM

SVM

Gravedad

Critico

Informacion

Critico

Error



Nombre del evento
(nombre de la captura)

Error en la operacion de
copia de volumenes
redundantes de CIFS
*(cifsShadowCopyFailure)

Muchas conexiones CIFS
*(nbladeCifsManyAuths)

Se supero la conexion
CIFS maxima
*(nbladeCifsMaxOpenSa
metime)

Se ha superado el
maximo numero de
conexiones CIFS por
usuario
*(nbladeCiffsMaxSessPer
UsrConn)

Servicio FC/FCoE de
SVM inactivo
(ocumEvtVserverFcServic
eStatusDown)

Servicio iISCSI de SVM
inactivo
(ocumEvtVserverlscsiSer
viceStatusDown)

Storage VM NFS Service
Down
(ocumEvtVserverNfsServi
ceStatusDown)

Servicio SVM FC/FCoE
no configurado (no
aplicable)

Servicio iISCSI de SVM no
configurado (no aplicable)

Servicio SVM NFS no
configurado (no aplicable)

Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Incidente

Incidente

Incidente

Evento

Evento

Evento

Tipo de origen

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

SVM

Gravedad

Error

Error

Error

Error

Critico

Critico

Critico

Informacion

Informacion

Informacion
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Nombre del evento
(nombre de la captura)

VM de almacenamiento
detenida
(ocumEvtVserverDown)

El servidor AV esta
demasiado ocupado
como para aceptar una
nueva solicitud de analisis
*(nbladeVscanConnBack
Pressure)

No hay conexion de
servidor AV para virus
Scan
*(nbladebvscanNoScanne
rConn)

No hay ningun servidor
AV registrado
*(nbladeVscanNoRegdSc
anner)

Conexion de servidor AV *
sin respuesta
(nbladeVscanConnlnactiv
e)

Intento de usuario no
autorizado de AV Server
*(nbladeVscanBadUserPri
vAccess)

Virus encontrado por AV
Server
*(nbladeVscanVirusDetect
ed)

Nivel de impacto

Riesgo

Riesgo

Incidente

Riesgo

Evento

Riesgo

Riesgo

Area de impacto: Configuracion

Nombre del evento
(nombre de la captura)

SVM detectada (no
aplicable)

SVM eliminada (no
aplicable)

74

Nivel de impacto

Evento

Evento

Tipo de origen

SVM

SVM

SVM

SVM

SVM

SVM

SVM

Tipo de origen

SVM

Cluster

Gravedad

Advertencia

Error

Critico

Error

Informacion

Error

Error

Gravedad

Informacion

Informacion



Nombre del evento
(nombre de la captura)

SVM cuyo nombre ha
cambiado (no
corresponde)

Nivel de impacto

Evento

Area de impacto: Rendimiento

Nombre del evento
(nombre de la captura)

Se supero el umbral
critico de IOPS de SVM
(ocumSvmlopslIncident)

Se supero el umbral de
advertencia de IOPS de
SVM

(ocumSvmlopsWarning)

Se ha incumplido el
umbral critico de SVM
MB/s
(ocumSvmMbpsincident)

Se ha incumplido el
umbral de advertencia de
SVM MB/s
(ocumSvmMbpsWarning)

Se supero el umbral
crucial de latencia de
SVM
(ocumSvmLatencylnciden

t)

Se supero el umbral de
advertencia de latencia de
SVM
(ocumSvmLatencyWarnin

9)

Nivel de impacto

Incidente

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Area de impacto: Seguridad

Tipo de origen

SVM

Tipo de origen

SVM

SVM

SVM

SVM

SVM

SVM

Gravedad

Informacion

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Registro de auditoria Riesgo SVM Advertencia
desactivado

(ocumVserverAuditLogde

shabilitado)

Banner de inicio de Riesgo SVM Advertencia

sesion deshabilitado
(ocumVserverLoginBanne
rDisabled)

SSH esta utilizando Riesgo SVM Advertencia
Ciphers no

seguros(ocumVserverSS

Hinsecure)

Banner de inicio de Riesgo SVM Advertencia
sesion cambiado

(ocumVserverLoginBanne

rChanged)

La supervision Riesgo SVM Advertencia
antiransomware de la

maquina virtual de

almacenamiento esta

deshabilitada

(antireomwareSvmStateDi

sabled).

La supervision Evento SVM Informacion
antiransomware de la

maquina virtual de

almacenamiento esta

habilitada (modo de

aprendizaje)

(antiRansomwareSvmStat

eDryrun)

Storage VM es adecuado Evento SVM Informacion
para la supervision

antiransomware (modo de

aprendizaje)

(ocumEvtSvmArwCandida

te)

Eventos de cuota de usuarios y grupos

Los eventos de cuota de usuario y grupo le proporcionan informacion acerca de la
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capacidad de la cuota de usuario y grupo de usuarios, asi como los limites de archivos y
discos para poder supervisar posibles problemas. Los eventos se agrupan por area de
impacto e incluyen el nombre del evento y de captura, el nivel de impacto, el tipo de

origen y la gravedad.

Area de impacto: Capacidad

Nombre del evento
(nombre de la captura)

Limite de software de Riesgo
espacio en disco de cuota

de usuario o de grupo
incumplido(ocumEvtUser
OrGroupQuotaDiskSpace
SoftLimitBreached)

Se ha alcanzado el limite Incidente
duro de espacio en disco

de cuota de usuario o de

grupo

(ocumEvtUserOrGroupQu
otaDiskSpaceHardLimitR

eached)

Limite de software de Riesgo
recuento de archivos de

cuota de usuario o de

grupo

incumplido(ocumEvtUser
OrGroupQuotaFileCountS
oftLimitBreached)

Se ha alcanzado el limite Incidente
duro de recuento de

archivos de cuota de

usuario o de grupo
(ocumEvtUserOrGroupQu
otaFileCountHardLimitRe

ached)

Eventos de volumen

Nivel de impacto

Tipo de origen

Cuota de usuario o de
grupo

Cuota de usuario o de
grupo

Cuota de usuario o de
grupo

Cuota de usuario o de
grupo

Gravedad

Advertencia

Critico

Advertencia

Critico

Los eventos de volumen ofrecen informacion sobre el estado de los volumenes que
permite supervisar si existen problemas potenciales. Los eventos se agrupan por area de
impacto, e incluyen el nombre del evento, el nombre de captura, el nivel de impacto, el

tipo de origen y la gravedad.

Un asterisco (*) identifica los eventos de EMS que se han convertido a eventos de Unified Manager.
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Area de impacto: Disponibilidad

Nombre del evento
(nombre de la captura)

Volumen restringido
(ocumEvtVolumeRestricte
d)

Volumen sin conexion
(ocumEvtVolumeoffline)

Volumen parcialmente
disponible(ocumEvtVolum
ePartiallyAvailable)

Volumen desmontado (no
aplicable)

Volumen montado (no
aplicable)

Volumen remontado (no
aplicable)

Ruta de uniéon de volumen
inactiva
(ocumEvtVolumedJunction
Pathlnactive)

Tamafio automatico de
volumen habilitado (no
aplicable)

Tamano automatico del
volumen - deshabilitado
(no aplicable)

Capacidad maxima
modificada de tamano
automatico de los
volumenes (no aplicable)

Tamano de incremento de
tamafo automatico del
volumen modificado (no
aplicable)
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Nivel de impacto

Riesgo

Incidente

Riesgo

Evento

Evento

Evento

Riesgo

Evento

Evento

Evento

Evento

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Advertencia

Critico

Error

Informacion

Informacion

Informacion

Advertencia

Informacion

Informacion

Informacion

Informacion



Area de impacto: Capacidad

Nombre del evento
(nombre de la captura)

Espacio de volumen en
riesgo aprovisionado por
thin-provisioning
(ocumThinProvisionVolum
eSpaceAtRisco)

Error de operacion de
eficiencia de volumen
(ocumEvtVolumeEfficienc
yOperationError)

Espacio de volumen
completo
(ocumEvtVolumekFull)

Espacio del volumen casi
completo
(ocumEvtVolumeNearlyFu

I

Espacio logico de
volumen completo
*(volumeLogicalSpaceFull

)

Espacio logico de
volumen casi completo
*(volumeLogicalSpaceNe
arlyFull)

Espacio Idgico de
volumen normal
*(volumeLogicalSpaceAll
OK)

Espacio completo de la
reserva de copias
Snapshot para volimenes
(ocumEvtSnapshotFull)

Hay demasiadas copias
Snapshot
(ocumEvtSnapshotTooMa

ny)

Nivel de impacto

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Riesgo

Evento

Riesgo

Riesgo

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Advertencia

Error

Error

Advertencia

Error

Advertencia

Informacion

Advertencia

Error
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Nombre del evento Nivel de impacto
(nombre de la captura)

Exceso de cuota de Riesgo
Volume Qtree
(ocumEvtVolumeQtreeQu
otaOvercomprometidos)

La cuota de gtree del Riesgo
volumen casi esta

comprometida en exceso
(ocumEvtVolumeQtreeQu
otaAlmostOvercompromet

idos)

Tasa de crecimiento del Riesgo
volumen anormal
(ocumEvtVolumeGrowthR
ateAbnormal)

Dias de volumen hasta Riesgo
completo
(ocumEvtVolumeDaysUnti
IFullSoon)

Garantia de espacio de Evento
volumen deshabilitada (no
aplicable)

Garantia de espacio de Evento
volumen activada (no
aplicable)

Garantia de espacio de Evento
volumen modificada (no
aplicable)

Copias Snapshot de Riesgo
volumen dias de reserva

hasta

Full(ocumEvtVolumeSnap
shotReserveDaysUntilFull

Soon)

Los componentes de Riesgo
FlexGroup tienen

problemas de espacio *
(flexGroupConstituentsHa
veSpacelssues)
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Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Error

Advertencia

Advertencia

Error

Informacion

Informacion

Informacion

Error

Error



Nombre del evento
(nombre de la captura)

Estado del espacio de los
componentes de
FlexGroup todo OK *
(flexGroupConstituentsSp
aceStatusAllOK)

Los componentes de
FlexGroup tienen
problemas de inodos
*(flexGroupConstituentsH
avelnodeslssues)

Componentes FlexGroup
inodos Estado todo OK *
(flexGroupConstituentsino
desStatusAllOK)

Error de AutoSize de
volumen WAFL
*(waflVolAutoSizeFail)

Ajuste de tamano
automatico de volumenes
de WAFL terminado *
(waflVolAutoSizeone)

El volumen de FlexGroup
es superior al 80%
utilizado*

El volumen de FlexGroup
es superior al 90%
utilizado*

Anomalia en la eficiencia
del almacenamiento de
volumenes
(ocumVolumeAbnormalSt
orageEfficiencyWarning)

Reserva de instantaneas
de volumen infrautilizada
(volumeSnaphotReserve
UnderutilizedWarning)

Nivel de impacto

Evento

Riesgo

Evento

Riesgo

Evento

Incidente

Incidente

Riesgo

Evento

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Informacion

Error

Informacion

Error

Informacion

Error

Critico

Advertencia

Advertencia
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Nombre del evento Nivel de impacto
(nombre de la captura)

Reserva de instantaneas Evento
de volumen infrautilizada
(volumeSnaphotReserve
UnderutilizedClean)

Area de impacto: Configuracion

Nombre del evento Nivel de impacto
(nombre de la captura)

Volumen cambiado de Evento
nombre (no aplicable)

Volumen detectado (no Evento
aplicable)

Volumen eliminado (no Evento
aplicable)

Area de impacto: Rendimiento

Nombre del evento Nivel de impacto
(nombre de la captura)

Se supero el umbral de Riesgo
advertencia de IOPS max.

De volumen de calidad de

servicio

(ocumQosVolumeMaxlop
sWarning)

Se ha incumplido el Riesgo
umbral de advertencia

maximo de MB/s de

volumen de QoS
(ocumQosVolumeMaxMb
psWarning)

Se supero6 el umbral de Riesgo
advertencia de valor

maximo de IOPS/TB de

volumen de calidad de

servicio

(ocumQosVolumeMaxlop
sPerTbWarning).

82

Tipo de origen

Volumen

Tipo de origen

Volumen

Volumen

Volumen

Tipo de origen

Volumen

Volumen

Volumen

Gravedad

Advertencia

Gravedad

Informacion

Informacion

Informacion

Gravedad

Advertencia

Advertencia

Advertencia



Nombre del evento
(nombre de la captura)

Se incumplido el umbral  Riesgo
de latencia del volumen

de carga de trabajo segun

se define por la politica de

nivel de servicio de

rendimiento
(ocumConforceLatencyW

arning)

Se supero el umbral Incidente
critico de IOPS de

volumen (incidente de
ocumVolumelopslncident)

Se supero el umbral de Riesgo
advertencia de IOPS de

volumen

(ocumVolumelopsWarnin

g9)-

Umbral critico de volumen Incidente
MB/s

incumplido(ocumVolume
Mbpsincident)

Umbral de advertencia de Riesgo
volumen MB/s
incumplido(ocumVolume
MbpsWarning )

Umbral critico de latencia Incidente
del volumen superado
(ocumVolumelLatencylnci

dent)

Umbral de advertencia de Riesgo
latencia del volumen

infringido
(ocumVolumelLatencyWar

ning)

Se ha incumplido el Incidente
umbral critico de la

relacion de Srta. de caché

de volumen
(ocumVolumeCacheMiss
Ratiolncident)

Nivel de impacto

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico
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Nombre del evento
(nombre de la captura)

Umbral de advertencia de
relacion de falta de caché
de volumen incumplido
(ocumVolumeCacheMiss
RatioWarning)

Se incumplido el umbral
critico de latencia de los
volumenes y IOPS
(ocumVolumelLatencylops
Incident).

Se insupero el umbral de
advertencia de latencia de
volumenes y IOPS
(ocumVolumelLatencylops
Warning)

Se incumplido el umbral
critico de latencia de los
volumenes y
MB/s(ocumVolumeLatenc
yMbpsincident)

Se ha incumplido el
umbral de advertencia de
latencia de volumen y
MB/s
(ocumVolumelLatencyMbp
sWarning)

Latencia de volumen 'y
capacidad de rendimiento
del agregado utilizada
umbral critico incumplido
(ocumVolumeLatencyAgg
regate PerfCapacidad
UsedIncident)

Latencia de volumen y
capacidad de rendimiento
agregado utilizada umbral
de advertencia incumplido
(ocumVolumelLatencyAgg
regate PerfCapacidad
UsedWarning)
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Nivel de impacto

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Incidente

Riesgo

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Advertencia

Critico

Advertencia

Critico

Advertencia

Critico

Advertencia



Nombre del evento
(nombre de la captura)

Se ha incumplido el
umbral critico de latencia
de volumen y utilizacion
del agregado
(ocumVolumeLatencyAgg
regate adicién de
utilidades)

Se ha incumplido el
umbral de advertencia de
latencia del volumen y
utilizacion del agregado
(ocumVolumelatencyagre
gationUtilationWarning)

Latencia de volumen 'y
capacidad de rendimiento
de nodos utilizada umbral
critico incumplido
(ocumVolumelLatencyNod
ePerfCapacidad
UsedIncident)

Latencia de volumen 'y
capacidad de rendimiento
de nodos utilizada umbral
de advertencia incumplido
(ocumVolumeLatencyNod
ePerfCapacidad
UsedWarning)

Latencia de volumenes y
capacidad de rendimiento
de nodos utilizados: Se
superd el umbral crucial
de la toma de control
(ocumVolumelLatencyAgg
regate
PerfCapityUsedTakeOverl
ncident)

Nivel de impacto

Incidente

Riesgo

Incidente

Riesgo

Incidente

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Critico

Advertencia

Critico

Advertencia

Critico
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Latencia de volumenes y  Riesgo Volumen Advertencia
capacidad de rendimiento

de nodos utilizados: Se

supero el umbral de

advertencia de toma de

control

(ocumVolumeLatencyAgg

regate

PerfCapityUsedTakeOver

Warning)

Se supero el umbral Incidente Volumen Critico
critico de latencia de

volumenes y uso de

nodos

(ocumVolumelLatencyNod

eUltilationIncident)

Umbral de advertencia de Riesgo Volumen Advertencia
latencia de volumen y

utilizacion de nodos

incumplido

(ocumVolumeLatencyNod

eUtilationWarning)

Area de impacto: Seguridad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

La supervision del Evento Volumen Informacion
volumen contra

ransomware esta

habilitada (modo activo)

(antiRansomwareVolume

StateEnabled).

La supervision del Riesgo Volumen Advertencia
volumen antiransomware

esta deshabilitada

(antiRansomwareVolume

StateDisabled).
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Nombre del evento
(nombre de la captura)

La supervision del
volumen antiransomware
esta habilitada (modo de
aprendizaje)
(antiRansomwareVolume
StateDryrun)

La supervision del
volumen antiransomware
se detiene (modo de
aprendizaje)
(antiRansomwareVolume
StateDryrunPaused)

La supervision del
volumen antiransomware
se detiene (modo activo)
(antiRansomwareVolume
StateEnablePaused)

La supervision del
volumen antiransomware
se esta desactivando
(antiRansomwareVolume
StateDisablelnProgress).

Actividad de ransomware
vista
(callHomeRansowareActi
vitySeen)

Volumen adecuado para
la supervision
antiransomware (modo de
aprendizaje)
(ocumEvtVolumeArwCan
didate)

Volumen adecuado para
la monitorizacion
antiransomware (modo
activo)
(ocumVolumeSuitedForAc
tiveAntiRansomwareDete
ction)

Nivel de impacto

Evento

Riesgo

Riesgo

Riesgo

Incidente

Evento

Riesgo

Tipo de origen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Volumen

Gravedad

Informacion

Advertencia

Advertencia

Advertencia

Critico

Informacion

Advertencia
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

El volumen muestra Riesgo Volumen Advertencia
alertas ruidosas contra el

ransomware

(antiRansowarFeatureNoi

syVolume)

Area de impacto: Proteccion de datos

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

El volumen tiene Riesgo Volumen Advertencia
insuficiente proteccion

local Snapshot

(volumelLacksLocalProtec

tionWarning)

El volumen tiene Riesgo Volumen Advertencia
insuficiente proteccion

local de Snapshot

(volumelLacksLocalProtec

tionCleed)

Eventos de estado del movimiento de volumenes

Los eventos de estado del movimiento de volumenes le indican acerca del estado del
movimiento de volumenes para poder supervisar si existen problemas potenciales. Los
eventos se agrupan por area de impacto e incluyen el nombre del evento y de captura, el
nivel de impacto, el tipo de origen y la gravedad.

Area de impacto: Capacidad

Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Estado del movimiento de Evento Volumen Informacion
volumen: En curso (no

aplicable)

Estado de movimiento del Riesgo Volumen Error

volumen - failed
(ocumEvtVolumeMoveFail
ed)
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Nombre del evento Nivel de impacto Tipo de origen Gravedad
(nombre de la captura)

Estado del movimiento de Evento Volumen Informacion
volumen: Completado (no

aplicable)

Movimiento de volumen - Riesgo Volumen Advertencia

transicion diferida
(ocumEvtVolumeMoveCut
overDetransferido)

Descripcion de ventanas de eventos y cuadros de dialogo

Los eventos le notifican cualquier problema de su entorno. Es posible usar la pagina del
inventario Event Management y la pagina de detalles Event Management para supervisar
todos los eventos. Puede utilizar el cuadro de dialogo Opciones de configuracion de
notificaciones para configurar la notificacion. Se puede usar la pagina Event Setup para
deshabilitar o habilitar eventos.

Notificaciones

Puede configurar Unified Manager Server para que envie notificaciones cuando se
genera un evento o cuando se asigna a un usuario. También puede configurar los
mecanismos de notificacion. Por ejemplo, las notificaciones se pueden enviar como
correos electronicos o capturas SNMP.

Debe tener el rol de administrador de aplicaciones o de administrador del almacenamiento.

Correo electrénico
Esta area permite configurar las siguientes opciones de correo electronico para las notificaciones de alertas:
* Desde la direccion

Especifica la direccion de correo electronico desde la cual se envia la notificacion de alertas. Este valor
también se utiliza como direccion de origen de un informe cuando se comparte. Si la direccion de origen
se ha rellenado previamente con la direccion "ActivelQUnifiedManager@localhost.com”, debe cambiarla a
una direccion de correo electronico real para asegurarse de que todas las notificaciones de correo
electronico se han entregado correctamente.

Servidor SMTP

Esta area permite configurar los siguientes ajustes del servidor SMTP:
* Nombre de host o Direccion IP

Especifica el nombre de host del servidor de host SMTP, que se utiliza para enviar la notificacion de alerta
a los destinatarios especificados.
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* Nombre de usuario

Especifica el nombre de usuario SMTP. El nombre de usuario SMTP sélo es necesario cuando
SMTPAUTH esta habilitado en el servidor SMTP.

» Contraseia

Especifica la contrasefia SMTP. El nombre de usuario SMTP sdlo es necesario cuando SMTPAUTH esta
habilitado en el servidor SMTP.

* Puerto

Especifica el puerto que utiliza el servidor de host SMTP para enviar notificaciones de alerta.

El valor predeterminado es 25.

* Use START/TLS

Al activar esta casilla se proporciona una comunicacion segura entre el servidor SMTP y el servidor de
administracion mediante los protocolos TLS/SSL (también conocidos como start_tls y StartTLS).

» Use SSL

Si activa esta casilla, se proporciona una comunicacion segura entre el servidor SMTP y el servidor de
administracion mediante el protocolo SSL.

SNMP

Esta area permite configurar las siguientes opciones de captura SNMP:

* Version
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Especifica la version de SNMP que desea utilizar en funcién del tipo de seguridad que necesite. Las
opciones incluyen la versién 1, la version 3, la version 3 con autenticacion y la version 3 con autenticacion
y cifrado. El valor predeterminado es Versién 1.

Host de destino de captura

Especifica el nombre de host o la direccion IP (IPv4 o IPv6) que recibe las capturas SNMP que envia el
servidor de gestion. Para especificar varios destinos de capturas, separe cada host con una coma.

@ Todas las demas configuraciones de SNMP, como "Version" y "Puerto saliente", deben ser
las mismas para todos los hosts de la lista.

Puerto de captura de salida

Especifica el puerto a través del cual el servidor SNMP recibe las capturas que envia el servidor de
administracion.

El valor predeterminado es 162.
Comunidad

La cadena de comunidad para acceder al host.



* ID del motor
Especifica el identificador Unico del agente SNMP vy el servidor de administracion lo genera
automaticamente. El Id. Del motor esta disponible con SNMP version 3, SNMP version 3 con autenticacion
y SNMP version 3 con autenticacion y cifrado.

* Nombre de usuario

Especifica el nombre de usuario SNMP. El nombre de usuario esta disponible con SNMP version 3, SNMP
version 3 con autenticacion y SNMP version 3 con autenticacion y cifrado.

* Protocolo de autenticacion
Especifica el protocolo utilizado para autenticar un usuario. Las opciones de protocolo incluyen MD5 y
SHA. MDS5 es el valor predeterminado. El protocolo de autenticacion esta disponible en SNMP Version 3
con autenticacion y SNMP Version 3 con autenticacion y cifrado.

» Contrasena de autenticacion

Especifica la contrasena utilizada al autenticar un usuario. La contrasefia de autenticacion esta disponible
en SNMP Versién 3 con autenticacion y SNMP Versién 3 con autenticacion y cifrado.

Protocolo de Privacidad

Especifica el protocolo de privacidad utilizado para cifrar mensajes SNMP. Las opciones de protocolo
incluyen AES 128 y DES. El valor predeterminado es AES 128. El protocolo de privacidad esta disponible
en SNMP Version 3 con autenticacion y cifrado.

» Contraseia de privacidad

Especifica la contrasefia cuando se utiliza el protocolo de privacidad. La contrasefa de privacidad esta
disponible en SNMP Version 3 con autenticacion y cifrado.

Para obtener mas informacién acerca de los objetos y capturas SNMP, puede descargar la "MIB de Active 1Q
Unified Manager" En el sitio de soporte de NetApp.

Pagina del inventario Event Management

La pagina de inventario Gestidon de eventos permite ver una lista de los eventos actuales
y sus propiedades. Puede realizar tareas como reconocer, resolver y asignar eventos.
También puede afiadir una alerta para eventos especificos.

La informacion de esta pagina se actualiza automaticamente cada 5 minutos para garantizar que se muestren
los eventos nuevos mas recientes.

Componentes del filtro

Le permite personalizar la informacién que aparece en la lista de eventos. Puede refinar la lista de eventos
que se muestran utilizando los siguientes componentes:

* Menu Ver para seleccionar una lista predefinida de selecciones de filtro.

Esto incluye elementos como todos los eventos activos (nuevos y reconocidos), eventos de rendimiento
activos, eventos asignados a mi (el usuario que ha iniciado sesién) y todos los eventos generados durante
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todas las ventanas de mantenimiento.

* Panel de busqueda para refinar la lista de eventos introduciendo términos completos o parciales.

» Botdn filtro que inicia el panel Filtros para poder seleccionar de todos los atributos de campo y campo
disponibles para afinar la lista de eventos.

Botones de comando

Los botones de comando le permiten realizar las siguientes tareas:
» Asignar a
Permite seleccionar el usuario al que se asigna el evento. Al asignar un evento a un usuario, el nombre de
usuario y la hora a la que asigno el evento se agregan a la lista de eventos para los eventos
seleccionados.
> Yo
Asigna el evento al usuario que ha iniciado sesion actualmente.

o Oftro usuario

Muestra el cuadro de dialogo asignar propietario, que permite asignar o reasignar el evento a otros
usuarios. También puede anular la asignacion de eventos si deja en blanco el campo de propiedad.

* Acuse de recibo
Confirma los eventos seleccionados.

Al reconocer un evento, el nombre de usuario y la hora a la que reconocio el evento se agregan a la lista
de eventos para los eventos seleccionados. Cuando reconoce un evento, es responsable de gestionarlo.

@ No puede reconocer eventos de informacion.

* Marcar como solucionado
Permite cambiar el estado del evento a Resolved.
Al resolver un evento, el nombre de usuario y la hora a la que resolvio el evento se agregan a la lista de
eventos para los eventos seleccionados. Después de realizar una accion correctiva para el evento, debe
marcar el evento como resuelto.

« Agregar alerta

Muestra el cuadro de dialogo Agregar alerta, que le permite agregar alertas para los eventos
seleccionados.

* Informes

Permite exportar detalles de la vista de eventos actual a un archivo de valores separados por comas (.csv)
o un documento PDF.

* Mostrar/Ocultar selector de columna

Permite elegir las columnas que se muestran en la pagina y seleccionar el orden en el que se muestran.
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Lista Events

Muestra detalles de todos los eventos ordenados por tiempo activado.

De forma predeterminada, se muestra la vista todos los eventos activos para mostrar los eventos nuevos y
confirmados de los siete dias anteriores que tienen un nivel de impacto de incidente o riesgo.

» Tiempo activado
Hora en la que se generd el evento.
» Gravedad
La gravedad del evento: Critico (0), error (0), Advertencia (£}, ), e Informacion (§9).
» Estado
Estado del evento: Nuevo, reconocido, resuelto u Obsoleto.
* Nivel de impacto
El nivel de impacto del evento: Incidente, riesgo, evento o actualizacién.
+ * Area de impacto*

El area de impacto de eventos: Disponibilidad, capacidad, rendimiento, proteccion, configuracion, O
Seguridad.

* Nombre

Nombre del evento. Puede seleccionar el nombre para mostrar la pagina de detalles Event para ese
evento.

* Fuente

Nombre del objeto en el que se ha producido el evento. Puede seleccionar el nombre para mostrar la
pagina de detalles Health o Performance de ese objeto.

Cuando se produce una filtracién de politica de calidad de servicio compartida, solo se muestra en este
campo el objeto de carga de trabajo que consume la mayor cantidad de IOPS o MB/s. Las cargas de
trabajo adicionales que utilizan esta politica se muestran en la pagina de detalles Event.

* Tipo de fuente
El tipo de objeto (por ejemplo, Storage VM, Volume o Qtree) con el que esta asociado el evento.

« Asignado a
Nombre del usuario al que se asigna el evento.

* Origen del evento

Tanto si el evento se origind a partir del "Portal de Active 1Q" como directamente desde "Active 1Q Unified
Manager".

 Nombre de anotacion
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Nombre de la anotacidén que se asigna al objeto de almacenamiento.
Notas

El numero de notas que se agregan para un evento.

Dias pendientes

El numero de dias desde que se gener¢ inicialmente el evento.
Tiempo asignado

El tiempo transcurrido desde que se asigno el evento a un usuario. Si el tiempo transcurrido supera una
semana, se muestra la Marca de tiempo cuando se asigné el evento a un usuario.

Reconocido por

Nombre del usuario que ha reconocido el evento. El campo esta en blanco si el evento no se reconoce.

» Tiempo reconocido

El tiempo transcurrido desde que se reconocio el evento. Si el tiempo transcurrido supera una semana, se
muestra la Marca de tiempo cuando se reconocio el evento.

Resuelto por

Nombre del usuario que resolvio el evento. El campo esta en blanco si el evento no se resuelve.

» Tiempo resuelto

El tiempo transcurrido desde que se resolvié el evento. Si el tiempo transcurrido supera una semana, se
muestra la Marca de tiempo cuando se resolvié el evento.

* Tiempo Obsoletado

Hora a la que el estado del evento se convirtido en Obsoleto.

Pagina de detalles Event

En la pagina de detalles Event, puede ver los detalles de un evento seleccionado, como
la gravedad del evento, el nivel de impacto, el area de impacto y el origen del evento.
También puede ver informacion adicional sobre posibles soluciones para resolver el
problema.

* Nombre del evento

El nombre del evento y la hora en que se vio el evento por ultima vez.

Para los eventos que no son de rendimiento, mientras que el evento esta en el estado Nuevo o
reconocido, la ultima informacién vista no es conocida y, por lo tanto, esta oculta.

» Descripcion del evento
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En algunos casos, en la descripcion del evento se proporciona un motivo para el desencadenante.

« Componente en disputa
Para eventos de rendimiento dinamicos, esta seccidn muestra iconos que representan los componentes
l6gicos vy fisicos del cluster. Si un componente es objeto de disputa, su icono esta en un circulo y se

resalta en rojo.

Consulte Cluster Components y por qué pueden estar en disputa para obtener una descripcion de los
componentes que se muestran aqui.

Las secciones Informacion de sucesos, Diagnostico del sistema y acciones sugeridas se describen en otros
temas.

Botones de comando

Los botones de comando le permiten realizar las siguientes tareas:
* Icono Notas

Permite agregar o actualizar una nota acerca del evento y revisar todas las notas que dejan otros
usuarios.

Menu acciones
» Asignar a mi
Le asigna el evento.
« Asignar a otros
Abre el cuadro de didlogo asignar propietario, que permite asignar o reasignar el evento a otros usuarios.

Al asignar un evento a un usuario, el nombre del usuario y la hora a la que se asigno el evento se agregan
a la lista de eventos para los eventos seleccionados.

También puede anular la asignacion de eventos si deja en blanco el campo de propiedad.

* Acuse de recibo
Confirma los eventos seleccionados para que no continue recibiendo notificaciones de alerta de repeticion.
Cuando reconoce un evento, el nombre de usuario y la hora a la que ha reconocido el evento se agregan
a la lista de eventos (reconocida por) para los eventos seleccionados. Cuando usted reconoce un evento,
usted toma la responsabilidad de administrar ese evento.

* Marcar como solucionado
Permite cambiar el estado del evento a Resolved.
Al resolver un evento, el nombre de usuario y la hora a la que resolvio el evento se agregan a la lista de
eventos (resuelto por) para los eventos seleccionados. Después de realizar una accion correctiva para el

evento, debe marcar el evento como resuelto.

« Agregar alerta
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Muestra el cuadro de didlogo Agregar alerta, que permite agregar una alerta para el evento seleccionado.

Qué se muestra en la seccion Informacion del evento

Utilice la seccién Informacion de eventos de la pagina de detalles Event para ver los
detalles de un evento seleccionado, como la gravedad del evento, el nivel de impacto, el
area de impacto y el origen del evento.

Los campos que no se aplican al tipo de evento estan ocultos. Puede ver los siguientes detalles del evento:

» Tiempo de activacion del evento
Hora en la que se generd el evento.

« Estado
Estado del evento: Nuevo, reconocido, resuelto u Obsoleto.

« Causa obsoleta
Las acciones que causaron que el evento se quede obsoleto, por ejemplo, el problema se soluciond.

* Duracién del evento
Para los eventos activos (nuevos y reconocidos), este es el tiempo entre la deteccion y el momento en que
se analiz6 el evento por Ultima vez. Para los eventos obsoletos, éste es el tiempo entre la deteccién y el

momento en que se resolvid el evento.

Este campo se muestra para todos los eventos de rendimiento y para otros tipos de eventos s6lo después
de que se hayan resuelto o se hayan vuelto obsoletos.

+ Ultima vista
La fecha y la hora en que el evento fue visto por ultima vez como activo.
Para los eventos de rendimiento, este valor puede ser mas reciente que el tiempo de activacion de
eventos, ya que este campo se actualiza después de cada nueva coleccion de datos de rendimiento
siempre que el evento esté activo. Para otros tipos de eventos, cuando se encuentra en el estado Nuevo o
reconocido, este contenido no se actualiza y, por lo tanto, el campo esta oculto.

» Gravedad
La gravedad del evento: Critico (€)), error (), Advertencia (£} ), e Informacion (§9).

* Nivel de impacto
El nivel de impacto del evento: Incidente, riesgo, evento o actualizacion.

+ * Area de impacto*

El area de impacto de eventos: Disponibilidad, capacidad, rendimiento, proteccién, configuracion, O
Seguridad.

* Fuente
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Nombre del objeto en el que se ha producido el evento.

Cuando se visualizan los detalles de un evento de politica de calidad de servicio compartida, se enumeran
en este campo hasta tres de los objetos de carga de trabajo que consumen la mayor cantidad de IOPS o
Mbps.

Puede hacer clic en el enlace de nombre de origen para mostrar la pagina de detalles de estado o
rendimiento de ese objeto.

» Anotaciones Fuente
Muestra el nombre y el valor de la anotacion del objeto al que esta asociado el evento.
Este campo solo se muestra para eventos de estado en clusteres, SVM y volimenes.
* Grupos de fuentes
Muestra los nombres de todos los grupos a los que pertenece el objeto afectado.
Este campo solo se muestra para eventos de estado en clusteres, SVM y volumenes.
* Tipo de fuente
El tipo de objeto (por ejemplo, SVM, Volume o Qtree) con el que esta asociado el evento.
* En Cluster
Nombre del cluster en el que ocurrid el evento.

Puede hacer clic en el enlace de nombre del cluster para mostrar la pagina de detalles Health o
Performance de ese cluster.

* Recuento de objetos afectados
Numero de objetos afectados por el evento.

Puede hacer clic en el enlace del objeto para ver la pagina de inventario rellena con los objetos que afecta
actualmente a este evento.

Este campo solo se muestra para eventos de rendimiento.
* Volumenes afectados
La cantidad de volumenes que se ven afectados por este evento.
Este campo solo se muestra para eventos de rendimiento en nodos o agregados.
 Politica activada
Nombre de la directiva de umbral que emitié el evento.
Puede pasar el cursor sobre el nombre de la politica para ver los detalles de la politica de umbral. Para las
politicas de calidad de servicio adaptativas, también se muestra la politica definida, el tamafio del bloque y

el tipo de asignacion (espacio asignado o espacio usado).

Este campo solo se muestra para eventos de rendimiento.
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* ID de regla

Para los eventos de la plataforma Active 1Q, éste es el nimero de la regla que se ha activado para generar
el evento.

* Reconocido por
El nombre de la persona que reconocio el evento y la hora en que se reconocio el evento.
* Resuelto por
El nombre de la persona que resolvio el evento y la hora a la que se resolvio el evento.
« Asignado a
El nombre de la persona asignada para trabajar en el evento.
* Ajustes de alerta
Se muestra la siguiente informacién sobre las alertas:
> Si no hay alertas asociadas con el evento seleccionado, aparecera un enlace Agregar alerta.
Para abrir el cuadro de didlogo Agregar alerta, haga clic en el enlace.
> Si hay una alerta asociada con el evento seleccionado, se muestra el nombre de alerta.
Para abrir el cuadro de dialogo Editar alerta, haga clic en el enlace.
o Si existe mas de una alerta asociada con el evento seleccionado, se muestra el nUmero de alertas.
Para abrir la pagina Alert Setup, haga clic en el enlace para ver mas detalles sobre estas alertas.
No se muestran las alertas deshabilitadas.
« Ultima notificacion enviada
La fecha y la hora en que se envio6 la notificacion de alerta mas reciente.
* Enviar por
El mecanismo que se utilizé para enviar la notificacidon de alerta: Correo electrénico o captura SNMP.
» Secuencia de comandos anterior

Nombre del script que se ejecutd cuando se genero la alerta.

Aparece la seccion acciones recomendadas

La seccion acciones sugeridas de la pagina de detalles evento proporciona posibles
motivos para el evento y sugiere algunas acciones para que pueda intentar resolver el
evento por su cuenta. Las acciones sugeridas se personalizan en funcion del tipo de
evento o tipo de umbral que se ha incumplido.

Esta area solo se muestra para algunos tipos de eventos.
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En algunos casos se proporcionan enlaces de Ayuda en la pagina que hacen referencia a informacién
adicional para muchas acciones sugeridas, incluidas instrucciones para realizar una accion especifica.
Algunas de estas acciones pueden requerir el uso de Unified Manager, System Manager de ONTAP,
OnCommand Workflow Automation, comandos de la CLI de ONTAP o una combinacién de estas
herramientas.

Debe tener en cuenta las acciones sugeridas aqui como solo una guia para resolver este evento. La accion
que se toma para resolver este evento debe basarse en el contexto de su entorno.

Si desea analizar el objeto y el evento con mas detalle, haga clic en el boton analizar carga de trabajo para
mostrar la pagina Analisis de carga de trabajo.

Hay ciertos eventos que Unified Manager puede diagnosticar a fondo y proporcionar una unica resolucion. Si
estan disponibles, estas resoluciones se muestran con un boton Fix it. Haga clic en este boton para que
Unified Manager solucione el problema que causa el evento.

Para los eventos de plataforma Active IQ, esta seccidén puede contener un enlace a un articulo de la base de
conocimientos de NetApp, cuando esté disponible, que describe el problema y posibles resoluciones. En los
sitios sin acceso a red externa, se abre localmente un PDF del articulo de la base de conocimientos; el PDF
forma parte del archivo de reglas que se descarga manualmente en la instancia de Unified Manager.

En qué se muestra la seccion Diagnéstico del sistema

La seccion Diagndstico del sistema de la pagina de detalles del evento proporciona
informacién que puede ayudarle a diagnosticar problemas que pueden haber sido
responsables del evento.

Esta area solo se muestra para algunos eventos.

Algunos eventos de rendimiento proporcionan graficos relevantes para el evento concreto que se ha activado.
Normalmente, esto incluye un grafico IOPS o Mbps y un grafico de latencia de los diez dias anteriores.
Cuando se organiza de esta manera, se puede ver qué componentes de almacenamiento afectan en mayor
medida a la latencia o se ven afectados por la latencia, cuando el evento esta activo.

Para los eventos de rendimiento dinamicos, se muestran los siguientes graficos:
 Latencia de carga de trabajo: Muestra el historial de latencia de las cargas de trabajo principales de

victimas, abusones o tiburones en el componente en disputa.

» Workload Activity: Se muestran detalles sobre el uso de la carga de trabajo del componente de cluster en
disputa.

« Actividad de recursos: Muestra las estadisticas de rendimiento histéricas del componente del cluster en
disputa.

Los otros graficos se muestran cuando algunos componentes del cluster son objeto de disputa.

Otros eventos proporcionan una breve descripcion del tipo de analisis que realiza el sistema en el objeto de
almacenamiento. En algunos casos habra una o mas lineas; una para cada componente que se ha analizado,
para las politicas de rendimiento definidas por el sistema que analizan varios contadores de rendimiento. En
este caso, aparece un icono verde o rojo junto al diagndstico para indicar si se ha encontrado o no un
problema en ese diagndstico en particular.
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Pagina Event Setup

En la pagina Event Setup, se muestra la lista de eventos deshabilitados y se proporciona
informacién como el tipo de objeto asociado y la gravedad del evento. También es
posible realizar tareas como deshabilitar o habilitar eventos de forma global.

Sélo puede acceder a esta pagina si tiene la funciéon Administrador de aplicaciones o Administrador de
almacenamiento.

Botones de comando

Los botones de comando le permiten realizar las siguientes tareas para los eventos seleccionados:

* Desactivar
Abre el cuadro de dialogo Deshabilitar eventos, que se puede utilizar para deshabilitar eventos.

 Activar
Activa los eventos seleccionados que ha elegido desactivar anteriormente.

* Reglas de carga
Inicia el cuadro de dialogo Upload Rules, lo que permite que los sitios sin acceso a red externo suban
manualmente el archivo de reglas de Active 1Q en Unified Manager. Las reglas se ejecutan en mensajes
de Cluster AutoSupport para generar eventos de configuracién, cableado, practicas recomendadas y
disponibilidad del sistema, segun lo definido por la plataforma Active 1Q.

» Suscribete a eventos EMS
Inicia el cuadro de dialogo Subscribe to EMS Events, que permite suscribirse para recibir eventos
especificos del sistema de gestidon de eventos (EMS) desde los clusteres que supervisa. EMS recopila

informacion sobre los eventos que se producen en el cluster. Cuando se recibe una notificacién para un
evento de EMS suscrito, se genera un evento de Unified Manager con la gravedad correspondiente.

Vista de lista

La vista Lista muestra (en formato tabular) informacién sobre los eventos que estan desactivados. Puede
utilizar los filtros de columnas para personalizar los datos que se muestran.

* Evento

Muestra el nombre del evento que esta desactivado.
* Gravedad

Muestra la gravedad del evento. La gravedad puede ser critica, error, advertencia o informacion.
* Tipo de fuente

Muestra el tipo de origen para el que se genera el evento.

100



Cuadro de diadlogo Disable Events

El cuadro de dialogo Deshabilitar eventos muestra la lista de tipos de eventos para los
que puede deshabilitar eventos. Puede deshabilitar eventos para un tipo de evento
segun una gravedad determinada o para un conjunto de eventos.

Debe tener el rol de administrador de aplicaciones o de administrador del almacenamiento.

Area Event Properties

El area Propiedades de evento especifica las siguientes propiedades de evento:
* Gravedad del suceso

Permite seleccionar eventos segun el tipo de gravedad, que puede ser critico, error, advertencia o
Informacion.

* Nombre del evento contiene
Permite filtrar eventos cuyo nombre contenga los caracteres especificados.
* Eventos coincidentes

Muestra la lista de eventos que coinciden con el tipo de gravedad de evento y la cadena de texto que
especifica.

* Desactivar eventos
Muestra la lista de eventos seleccionados para deshabilitar.

La gravedad del evento también se muestra junto con el nombre del evento.

Botones de comando

Los botones de comando le permiten realizar las siguientes tareas para los eventos seleccionados:
* Guardar y cerrar
Deshabilita el tipo de evento y cierra el cuadro de dialogo.
» Cancelar

Descarta los cambios y cierra el cuadro de dialogo.
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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