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Configure su sistema ASA R2

Configure un cluster de ONTAP en su sistema de
almacenamiento ASA R2

System Manager de ONTAP le guia a través de un flujo de trabajo rapido y sencillo para
configurar un cluster de ONTAP ASA R2.

Durante la configuracion del cluster, se crea la maquina virtual de almacenamiento de datos predeterminada.
De manera opcional, puede habilitar el sistema de nombres de dominio (DNS) para resolver los nombres de
host, configurar el cluster para que utilice el protocolo de tiempo de redes (NTP) para la sincronizacion de hora
y habilitar el cifrado de datos en reposo.

En ciertos casos, es posible que necesites "Utilice la interfaz de linea de comandos (CLI) de ONTAP para
configurar su cluster". Debe utilizar la CLI, por ejemplo, si sus protocolos de seguridad no le permiten conectar
una computadora portatil a sus conmutadores de administracion o si esta utilizando un sistema operativo que
no sea Windows.

Antes de empezar
Recopile la siguiente informacion:

« Direccion IP de gestion del cluster

La direccion IP de administracion del cluster es una direccion IPv4 exclusiva para la interfaz de gestion de
clusteres que usa el administrador del cluster para acceder a la maquina virtual de almacenamiento de
administrador y gestionar el cluster. Puede pedirle esta direccion IP al administrador responsable de la
asignacion de direcciones IP en la organizacion.

* Mascara de subred de red

Durante la configuracion del cluster, ONTAP recomienda un conjunto de interfaces de red adecuadas para
la configuracion. Puede ajustar la recomendacion si es necesario.

* Direccion IP de puerta de enlace de red

* Direccion IP del nodo asociado

* Nombres de dominio DNS

* Direcciones IP del servidor de nombres DNS

* Direcciones IP del servidor NTP

* Mascara de subred de datos

Pasos
1. Detecte la red del cluster

a. Conecte su portatil al switch de administraciéon y acceda a los equipos y dispositivos de red.
b. Abra el Explorador de archivos.
c. Seleccione Red; luego haga clic con el botén derecho y seleccione Actualizar.

d. Seleccione el icono de ONTAP y luego acepte los certificados que se muestran en la pantalla.

Se abrird System Manager.


https://docs.netapp.com/es-es/asa-r2/learn-more/cli-support.html#set-up-an-ontap-asa-r2-cluster-using-the-cli
https://docs.netapp.com/es-es/asa-r2/learn-more/cli-support.html#set-up-an-ontap-asa-r2-cluster-using-the-cli

2. En Contrasefia, crea una contrasefia segura para la cuenta de administrador.
La contrasefia debe tener al menos ocho caracteres y debe contener al menos una letra y un numero.

3. Vuelva a introducir la contrasefia para confirmar y luego seleccione Continuar.

4. En Direcciones de red, ingrese un nombre de sistema de almacenamiento o acepte el nombre
predeterminado.

Si cambia el nombre del sistema de almacenamiento predeterminado, el nuevo nombre debe comenzar
por una letra y debe tener menos de 44 caracteres. Puede utilizar un punto (.), un guién (-) o un guién bajo
(L) en el nombre.

5. Introduzca la direccion IP de administracion del cluster, la mascara de subred, la direccién IP de la puerta
de enlace y la direccion IP del nodo asociado; a continuacion, seleccione * Continuar *.

6. En Servicios de red, seleccione las opciones deseadas para Usar el Sistema de nombres de dominio
(DNS) para resolver nombres de host y Usar el Protocolo de hora de red (NTP) para mantener los
tiempos sincronizados.

Si decide utilizar el DNS, introduzca el dominio DNS y los servidores de nombres. Si elige usar NTP,
ingrese los servidores NTP; luego seleccione Continuar.

7. En Cifrado, ingrese una frase de contrasefia para Onboard Key Manager (OKM).

El cifrado de los datos en reposo mediante un gestor de claves incorporado (OKM) se selecciona de forma
predeterminada. Si desea usar un gestor de claves externo, actualice las selecciones.

De manera opcional, puede configurar el cluster para el cifrado tras completar la configuracion del cluster.
8. Selecciona Inicializar.
Una vez completada la configuracion, se le redirigira a la direccion IP de administracion del cluster.

9. En Red, selecciona Configurar protocolos.

Para configurar IP (iSCSl y NVMe/TCP), hagalo Para configurar FC y NVMe/FC, haga esto...

siguiente...
a. Seleccione IP; luego seleccione Configurar a. Seleccione FC; luego seleccione Configurar
interfaces IP. interfaces FC y/o Configurar interfaces

b. Seleccione Aihadir una subred. NVMe/FC.

b. Seleccione los puertos FC y/o NVMe/FC; a

c. Escriba un nombre para la subred y, a : o .
continuacion, seleccione Guardar.

continuacion, introduzca las direcciones IP de la
subred.

d. Introduzca la mascara de subred vy,
opcionalmente, introduzca una puerta de
enlace; a continuacion, seleccione Agregar.

e. Selecciona la subred que acabas de creary, a
continuacion, selecciona Guardar.

f. Seleccione Guardar.

10. Opcionalmente, descargue y ejecute "Config Advisor de ActivelQ" para confirmar la configuracion.


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

ActivelQ Config Advisor es una herramienta para sistemas NetApp que comprueba errores de
configuracion comunes.

El futuro
Esta listo para "configure el acceso a los datos" pasar de sus clientes SAN a su sistema ASA R2.

Configuracion host SAN con sistemas ASA R2

Los sistemas ASA R2 siguen las mismas recomendaciones y directrices para la
configuracion de host SAN que los demas sistemas ONTAP.

Se recomienda utilizar dos o mas switches para conectar el sistema de almacenamiento a uno o varios hosts
de SAN. En las configuraciones iSCSI, la topologia de red que conecta los hosts, los switches y el sistema de
almacenamiento se denomina network. Para las configuraciones FC y FC-NVMe, esta misma topologia de red
se conoce como fabric.

Se recomiendan configuraciones de multired u estructura (aquellas que utilicen dos o mas switches) porque
proporcionan redundancia tanto en la capa del switch como en la de almacenamiento. Esta redundancia hace
que su sistema de almacenamiento sea mas tolerante a fallos y proporciona soporte para operaciones no
disruptivas.

La siguiente ilustracion es un ejemplo de una configuracion FC con multiples hosts que utilizan dos fabrics
para acceder a un unico par HA. Los numeros de puerto de destino FC (Oc, 0d, 1a, 1b) también son ejemplos.
Los numeros de puerto reales varian segun el modelo de su sistema y si esta utilizando adaptadores de
expansion.
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Mas informacién sobre "CONFIGURACION DE SAN para hosts iSCSI". Mas informacion sobre
"CONFIGURACION SAN para hosts FC y FC/NVMe".

Recomendacioén de division en zonas para los hosts FC

Debe configurar los hosts FC para que utilicen la division en zonas. Los sistemas ASA R2 siguen las mismas
recomendaciones y directrices para la division en zonas del host FC que el resto de los sistemas ONTAP.


https://docs.netapp.com/us-en/ontap/san-config/configure-iscsi-san-hosts-ha-pairs-reference.html
https://docs.netapp.com/us-en/ontap/san-config/configure-fc-nvme-hosts-ha-pairs-reference.html

Una zona es una agrupacion légica de uno o mas puertos dentro de una estructura. Para que los dispositivos
puedan descubrirse entre si, establecer sesiones entre si y comunicarse, ambos puertos deben tener una
membresia de zona comun.

Mas informacion sobre "Division en zonas de FC/FC-NVMe".

Habilite el acceso a datos desde hosts SAN a su sistema de
almacenamiento ASA R2

Para configurar el acceso a los datos, debe asegurarse de que los parametros criticos y
los ajustes del cliente SAN para un funcionamiento adecuado con ONTAP se hayan
configurado correctamente. Si proporciona almacenamiento para su entorno VMware,
debe instalar OTV 10,3 solo para la gestién de su almacenamiento ASA R2.

Configure el acceso a datos desde hosts SAN

La configuracion necesaria para configurar el acceso a los datos al sistema ASA R2 desde los hosts SAN
varia en funcién del sistema operativo del host y del protocolo. La configuracion correcta es importante para
obtener el mejor rendimiento y una correcta recuperacion tras fallos.

Consulte la documentacion del host SAN de ONTAP para "Clientes SCSI VMware vSphere" "Clientes NVMe
VMware vSphere"y "Otros clientes SAN" para configurar correctamente los hosts para conectarse al sistema
ASAR2.

Migrar los equipos virtuales de VMware

Si necesita migrar la carga de trabajo de su maquina virtual desde un sistema de almacenamiento ASA a un
sistema de almacenamiento ASA r2, NetApp recomienda que utilice"VSphere viMotion de VMware" para
realizar una migracion en vivo y sin interrupciones de sus datos.

Las unidades de almacenamiento ASA r2 tienen aprovisionamiento fino de manera predeterminada. Al migrar
su carga de trabajo de VM, los discos virtuales (VMDK) también deben tener aprovisionamiento fino.

Informacion relacionada
» Obtenga mas informacion sobre "las ventajas de usar ONTAP para vSphere" .
» Conozca mas sobre"Recuperacion de sitios en vivo de VMware con ONTAP" .
» Conozca mas sobre"Soluciones de disponibilidad continua para entornos vSphere" .

* Obtenga mas informacién sobre"Como configurar Broadcom VMware ESXi iSCSI MPIO con sistemas de
almacenamiento ONTAP SAN ASA" .

Migrar datos desde un sistema de almacenamiento de terceros

A partir de ONTAP 9.17.1, puede usar la Importacion de LUN Externa (FLI) para migrar datos desde un LUN
en un sistema de almacenamiento externo a un sistema ASA r2. Usar FLI para la migraciéon de datos puede
ayudarle a mitigar el riesgo de pérdida de datos y tiempo de inactividad durante el proceso.

FLI admite migraciones en linea y fuera de linea. En una migracion en linea, el sistema cliente permanece en
linea mientras se copian los datos del sistema de almacenamiento externo al sistema de almacenamiento
ONTAP . Las migraciones en linea son compatibles con los sistemas operativos Windows, Linux y ESXi. En
una migracion fuera de linea, el sistema cliente se desconecta, los datos del LUN se copian del sistema de


https://docs.netapp.com/us-en/ontap/san-config/fibre-channel-fcoe-zoning-concept.html
https://docs.netapp.com/us-en/ontap-sanhost/hu_vsphere_8.html
https://docs.netapp.com/us-en/ontap-sanhost/nvme_esxi_8.html
https://docs.netapp.com/us-en/ontap-sanhost/nvme_esxi_8.html
https://docs.netapp.com/us-en/ontap-sanhost/overview.html
https://www.vmware.com/products/cloud-infrastructure/vsphere-foundation
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-why.html
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-overview.html
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware_vmsc_overview.html#continuous-availability-solutions-for-vsphere-environments
https://kb.netapp.com/on-prem/ontap/da/SAN/SAN-KBs/How_to_setup_Broadcom_VMware_ESXi_iSCSI_MPIO_with_ONTAP_SAN_ASA
https://kb.netapp.com/on-prem/ontap/da/SAN/SAN-KBs/How_to_setup_Broadcom_VMware_ESXi_iSCSI_MPIO_with_ONTAP_SAN_ASA

almacenamiento externo al sistema de almacenamiento ONTAP y, a continuacion, el sistema cliente vuelve a
estar en linea.
* Aprenda a realizar una "Migracion sin conexion de FLI" .

* Aprenda a realizar una "Migraciones en linea de FLI" .

Configure su sistema R2 de ASA como proveedor de almacenamiento en su
entorno VMware

Puede utilizar las herramientas de ONTAP para VMware para habilitar facilmente su sistema ASA R2 como
proveedor de almacenamiento en su entorno VMware.

Las herramientas de ONTAP para VMware vSphere son un conjunto de herramientas que funcionan junto con
VMware vCenter Server Virtual Appliance (vcsa) para facilitar la gestion de maquinas virtuales en hosts
VMware ESXi.

Los sistemas ASA R2 son compatibles con "Herramientas de ONTAP para VMware vSphere 10,3"y versiones
posteriores.

Aprenda a "Ponga en marcha herramientas de ONTAP para VMware"usarlo y luego para hacer lo siguiente:

< "Afada instancias de vCenter Server"
 "Configure los ajustes del host ESXi"

+ "Descubra su sistema de almacenamiento R2 y los hosts de ASA"

El futuro

Esta preparado para "aprovisionar almacenamiento"habilitar los hosts SAN para leer y escribir datos en
unidades de almacenamiento.


https://docs.netapp.com/us-en/ontap-fli/san-migration//concept_fli_offline_workflow.html
https://docs.netapp.com/us-en/ontap-fli/san-migration//concept_fli_online_workflow.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/concepts/ontap-tools-overview.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/ontap-tools-deployment.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/add-vcenter.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/configure-esx-server-multipath-and-timeout-settings.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/configure/discover-storage-systems-and-hosts.html
https://docs.netapp.com/es-es/asa-r2/manage-data/provision-san-storage.html
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