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Observabilidad

Creacion de paneles de control

Descripcién general de los paneles

Data Infrastructure Insights brinda a los usuarios la flexibilidad de crear vistas operativas
de datos de infraestructura, permitiéndole crear paneles personalizados con una
variedad de widgets, cada uno de los cuales proporciona una amplia flexibilidad para
mostrar y graficar sus datos.

Los ejemplos en estas secciones son soélo para fines explicativos y no cubren todos los

@ escenarios posibles. Los conceptos y pasos aqui presentados se pueden utilizar para crear sus
propios paneles de control para resaltar los datos especificos para sus necesidades
particulares.

Creacion de un panel de control
Puedes crear un nuevo panel en uno de dos lugares:
* Paneles de control > [+Nuevo panel de control]

* Paneles > Mostrar todos los paneles > haga clic en el botén [+Panel]

Véalo en accién

Cree paneles de control potentes con NetApp (video),window=read-later

Controles del tablero

La pantalla del Tablero tiene varios controles:

» Selector de tiempo: le permite ver los datos del panel durante un rango de tiempo desde los ultimos 15
minutos hasta los ultimos 30 dias, o un rango de tiempo personalizado de hasta 31 dias. Puede optar por
anular este rango de tiempo global en widgets individuales.

* Boton Guardar: Le permite guardar o eliminar el tablero.
Puede cambiar el nombre del panel actual haciendo clic en Cambiar nombre en el menu Guardar.

» Boton + Agregar widget, que le permite agregar cualquier cantidad de tablas, graficos u otros widgets al
panel.

Los widgets se pueden redimensionar y reubicar en diferentes posiciones dentro del tablero, para brindarle
la mejor vista de sus datos segun sus necesidades actuales.

* Boton + Agregar variable, que le permite utilizar variables para filtrar activamente los datos del tablero.

Tipos de widgets

Puede elegir entre los siguientes tipos de widgets:


https://media.netapp.com/video-detail/5a293f3c-c655-5879-9133-1a32aaa140e8

* Widget de tabla: una tabla que muestra datos segun los filtros y columnas que elijas. Los datos de la
tabla se pueden combinar en grupos que se pueden contraer y expandir.

GroupBy Date < 1h
4 items found in 2 groups
[=] Active Date Storage Node ik Cache Hit Ratio - Total (%) 10PS - Total {10... 10PS-Write (l...  Latency
= 06/01/2020 {1} ocinanegal-01 N/A M/A N/A N/A
06/01/2020 ocinanegal-01 N/A NfA N/A N/A
N/A(3) - NfA N/A NfA N/A

» Graficos de lineas, splines, areas y areas apiladas: son widgets de graficos de series de tiempo en los
que puede mostrar el rendimiento y otros datos a lo largo del tiempo.
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* Widget de valor unico: un widget que le permite mostrar un valor Unico que puede derivarse
directamente de un contador o calcularse mediante una consulta o expresién. Puede definir umbrales de
formato de color para mostrar si el valor esta en el rango esperado, de advertencia o critico.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

* Widget de indicador: muestra datos de un solo valor en un indicador tradicional (so6lido) o de vifietas, con
colores basados en valores de "Advertencia" o "Criticos" que usted elija."personalizar" .


concept_dashboard_features.html#formatting-gauge-widgets
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» Graficos de barras y columnas: muestra los N valores superiores o inferiores, por ejemplo, los 10
principales almacenamientos por capacidad o los 5 ultimos volumenes por IOPS.

Bar Chart Column Chart
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 Grafico de caja: un grafico del minimo, maximo, mediana y el rango entre el cuartil inferior y superior de
los datos en un solo grafico.

Box Plot
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* Grafico de dispersion: representa datos relacionados como puntos, por ejemplo, IOPS y latencia. En
este ejemplo, puede localizar rapidamente activos con alto rendimiento y bajo IOPS.



Scatter Piot
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» Grafico circular: un grafico circular tradicional para mostrar los datos como una parte del total.

Pie Chart
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* Widget de nota: hasta 1000 caracteres de texto libre.

MNote Widget {with link)

This is & noe. You can type any text you like in here,
for example 1o give details about the purpose of 2
particular dashbosrd.

You cam also include inks in your note.

» Grafico de barras de tiempo: muestra datos de registro o métricas a lo largo del tiempo.



Count of logs.netapp.ems by source C 30s :
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Legend

* Tabla de alertas: muestra hasta las ultimas 1000 alertas.

Para obtener explicaciones mas detalladas de estas y otras funciones del panel,"haga clic aqui" .

Configurar un panel de control como pagina de inicio

Puede elegir qué panel establecer como pagina de inicio de su inquilino utilizando cualquiera de los
siguientes métodos:

* Vaya a Paneles > Mostrar todos los paneles para mostrar la lista de paneles de su inquilino. Haga clic
en el menu de opciones a la derecha del panel deseado y seleccione Establecer como pagina de inicio.

* Haga clic en un panel de la lista para abrirlo. Haga clic en el menu desplegable en la esquina superior y
seleccione Establecer como pagina de inicio.

Caracteristicas del panel de control

Los paneles y widgets permiten una gran flexibilidad en cobmo se muestran los datos. A
continuacién se presentan algunos conceptos que le ayudaran a aprovechar al maximo
sus paneles personalizados.

indice:]
Nombre de widgets

Los widgets se nombran automaticamente en funcién del objeto, la métrica o el atributo seleccionado para la
primera consulta del widget. Si también elige una agrupacion para el widget, los atributos "Agrupar por" se
incluyen en el nombre automatico (método de agregacion y métrica).


concept_dashboard_features.html
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B
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Al seleccionar un nuevo objeto o atributo de agrupacion se actualiza el nombre automatico.

Si no desea utilizar el nombre automatico del widget, simplemente puede escribir un nombre nuevo.

Ubicacién y tamaiio de los widgets

Todos los widgets del tablero se pueden posicionar y dimensionar segun sus necesidades para cada tablero
en particular.

Duplicar un widget

En el modo de edicion del panel, haga clic en el menu del widget y seleccione Duplicar. Se inicia el editor de
widgets, rellenado previamente con la configuracion del widget original y con un sufijo “copia” en el nombre del
widget. Puede realizar facilmente los cambios necesarios y guardar el nuevo widget. El widget se colocara en
la parte inferior de tu panel y podras posicionarlo segun lo necesites. Recuerde guardar su panel de control
cuando se hayan completado todos los cambios.

Visualizaciéon de leyendas de widgets

La mayoria de los widgets en los paneles se pueden mostrar con o sin leyendas. Las leyendas en los widgets
se pueden activar o desactivar en un panel mediante cualquiera de los siguientes métodos:

+ Al visualizar el panel de control, haga clic en el botén Opciones en el widget y seleccione Mostrar
leyendas en el menu.

A medida que cambian los datos mostrados en el widget, la leyenda de ese widget se actualiza
dinamicamente.

Cuando se muestran leyendas, si se puede navegar a la pagina de destino del activo indicado por la leyenda,
la leyenda se mostrara como un enlace a esa pagina del activo. Si la leyenda muestra "todos", al hacer clic en
el enlace se mostrara una pagina de consulta correspondiente a la primera consulta en el widget.

Transformando métricas

Data Infrastructure Insights ofrece diferentes opciones de transformacion para ciertas métricas en widgets
(especificamente, aquellas métricas llamadas "Personalizadas" o Métricas de integracion, como las de
Kubernetes, ONTAP Advanced Data, complementos de Telegraf, etc.), lo que le permite mostrar los datos de
varias maneras. Al agregar métricas transformables a un widget, se le presenta un menu desplegable que
ofrece las siguientes opciones de transformacion:



Ninguno: Los datos se muestran tal como estan, sin manipulacion.

Tasa: Valor actual dividido por el rango de tiempo desde la observacién anterior.

Acumulativo: La acumulacion de la suma de los valores anteriores y el valor actual.

Delta: La diferencia entre el valor de observacion anterior y el valor actual.

Tasa delta: valor delta dividido por el rango de tiempo desde la observacién anterior.

Tasa acumulada: valor acumulado dividido por el rango de tiempo desde la observacién anterior.

Tenga en cuenta que la transformacion de métricas no cambia los datos subyacentes en si, sino solo la forma
en que se muestran los datos.

Consultas y filtros del widget del panel

Consultas

La consulta en un widget del panel es una herramienta poderosa para administrar la visualizacion de sus
datos. A continuacion se muestran algunas cosas a tener en cuenta sobre las consultas de widgets.

Algunos widgets pueden tener hasta cinco consultas. Cada consulta trazara su propio conjunto de lineas o
graficos en el widget. La configuracion de resumen, agrupacion, resultados superiores/inferiores, etc. en una
consulta no afecta a ninguna otra consulta del widget.

Puede hacer clic en el icono del ojo para ocultar temporalmente una consulta. La pantalla del widget se
actualiza automaticamente cuando ocultas o muestras una consulta. Esto le permite verificar los datos
mostrados para consultas individuales a medida que crea su widget.

Los siguientes tipos de widgets pueden tener multiples consultas:

 Grafico de areas

» Grafico de areas apiladas
 Grafico de lineas
 Grafico de splines

* Widget de valor unico
Los tipos de widgets restantes solo pueden tener una unica consulta:

» Tabla
» Grafico de barras
» Diagrama de caja
» Diagrama de dispersion
Filtrado en consultas de widgets del panel

Aqui hay algunas cosas que puedes hacer para aprovechar al maximo tus filtros.

Filtrado de coincidencia exacta

Si encierra una cadena de filtro entre comillas dobles, Insight trata todo lo que esté entre la primera y la ultima



comilla como una coincidencia exacta. Cualquier caracter especial u operador dentro de las comillas se tratara
como literal. Por ejemplo, filtrar por "*" devolvera resultados que son un asterisco literal; el asterisco no se
tratara como un comodin en este caso. Los operadores AND, OR y NOT también se trataran como cadenas
literales cuando estén entre comillas dobles.

Puede utilizar filtros de coincidencia exacta para encontrar recursos especificos, por ejemplo, nombre de host.
Si desea encontrar solo el nombre de host 'marketing' pero excluir 'marketing01', 'marketing-boston’, etc.,
simplemente encierre el nombre "marketing" entre comillas dobles.

Comodines y expresiones

Cuando filtra texto o valores de lista en consultas o widgets del panel, a medida que comienza a escribir se le
presenta la opcién de crear un filtro comodin basado en el texto actual. Al seleccionar esta opcion se
devolveran todos los resultados que coincidan con la expresion comodin. También puede crear expresiones
usando NOT u OR, o puede seleccionar la opcion "Ninguno" para filtrar valores nulos en el campo.

kubernetes.pod v
Filter By -~ pod_name | ingest v X (7}
Group pod_name x Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found
Mone

Los filtros basados en comodines o expresiones (por ejemplo, NO, O, "Ninguno", etc.) se muestran en azul
oscuro en el campo de filtro. Los elementos que seleccione directamente de la lista se muestran en azul claro.



kubernetes.pod v

Filter By ~ pod_name ci-service-audit-5f775dd975-bride X X ¥ | X =

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd575-brfdc
ci-service-datalake-ingestion-85bsbdfded-2qbwr

service-foundation-ingest-767dfd5bfc-vxdsp

Tenga en cuenta que el filtrado de comodines y expresiones funciona con texto o listas, pero no con numeros,
fechas o valores booleanos.

Filtrado de texto avanzado con sugerencias contextuales de escritura anticipada

El filtrado en las consultas de widgets es contextual; cuando selecciona uno o mas valores de filtro para un
campo, los demas filtros para esa consulta mostraran valores relevantes para ese filtro. Por ejemplo, al
configurar un filtro para un objeto especifico Nombre, el campo para filtrar Modelo solo mostrara valores
relevantes para ese objeto Nombre.

El filtrado contextual también se aplica a las variables de la pagina del panel (solo atributos de tipo texto o
anotaciones). Cuando selecciona un valor de filtro para una variable, cualquier otra variable que utilice objetos
relacionados solo mostrara valores de filtro posibles segun el contexto de esas variables relacionadas.

Tenga en cuenta que solo los filtros de texto mostraran sugerencias de escritura anticipada contextual. Las
fechas, enumeraciones (listas), etc. no mostraran sugerencias de escritura anticipada. Dicho esto, puede
establecer un filtro en un campo Enum (es decir, lista) y hacer que otros campos de texto se filtren en
contexto. Por ejemplo, al seleccionar un valor en un campo de enumeracion como Centro de datos, los demas
filtros mostraran solo los modelos/nombres en ese centro de datos, pero no al revés.

El rango de tiempo seleccionado también proporcionara contexto para los datos que se muestran en los filtros.

Eleccion de las unidades de filtrado

A medida que escribe un valor en un campo de filtro, puede seleccionar las unidades en las que desea
mostrar los valores en el grafico. Por ejemplo, puede filtrar por capacidad bruta y elegir mostrar en GiB
predeterminado, o seleccionar otro formato como TiB. Esto es util si tiene varios graficos en su tablero que
muestran valores en TiB y desea que todos sus graficos muestren valores consistentes.



capacity.raw by Storage

A)Query | Storage.performance.capacity.raw -

Filter By - capacity.raw | 100 X~ |_ To
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Refinamientos de filtrado adicionales

Lo siguiente se puede utilizar para refinar aun mas sus filtros.

» Un asterisco te permite buscar cualquier cosa. Por ejemplo,

vol*rhel

muestra todos los recursos que comienzan con "vol" y terminan con "rhel".

« El signo de interrogacion le permite buscar un nimero especifico de caracteres. Por ejemplo,

BOS-PRD??-S12

muestra BOS-PRD12-S12, BOS-PRD13-S12, y asi sucesivamente.

» El operador OR le permite especificar multiples entidades. Por ejemplo,

FAS2240 OR CX600 OR FAS3270

Encuentra multiples modelos de almacenamiento.

* El operador NOT le permite excluir texto de los resultados de busqueda. Por ejemplo,

10



NOT EMC*

Encuentra todo lo que no comience con "EMC". Puedes utilizar

NOT *

para mostrar campos que no contienen ningun valor.

Identificacion de objetos devueltos por consultas y filtros

Los objetos devueltos por consultas y filtros se ven similares a los que se muestran en la siguiente ilustracion.
Los objetos con 'etiquetas' asignadas son anotaciones, mientras que los objetos sin etiquetas son contadores
de rendimiento o atributos de objeto.

Filter By 7]
Group [ 4 [ ICA ]
Display: Attributes

QOS5 I0OF5_max

\OPS - Total 0] MeTIES
e IOPS - Max
IOPS - Other
1.6k
IOPS - Read =
—

Agrupacion, identificacion y agregacion
Agrupacion (Acumulacién)

Los datos que se muestran en un widget se agrupan (a veces se denominan acumulados) a partir de los
puntos de datos subyacentes recopilados durante la adquisicién. Por ejemplo, si tiene un widget de grafico de
lineas que muestra IOPS de almacenamiento a lo largo del tiempo, es posible que desee ver una linea
separada para cada uno de sus centros de datos, para una comparacion rapida. En el campo "Agrupar por",
seleccione el tipo de objeto para ver lineas, areas, barras, columnas, etc. individuales (dependiendo del tipo
de widget) para cada objeto. Puedes optar por agrupar por cualquier atributo disponible en la lista para ese
objeto. Por ejemplo, al visualizar los datos de un volumen interno, es posible que desee agrupar los datos por
el nombre de almacenamiento.

Para ver los datos consolidados, elimine cualquier atributo de Agrupar por, que por defecto agrupara por
"Todos".

Puedes optar por agregar estos datos de varias maneras:

* Promedio: muestra cada linea como el promedio de los datos subyacentes.

11



* Maximo: muestra cada linea como el maximo de los datos subyacentes.
» Minimo: muestra cada linea como el minimo de los datos subyacentes.
» Suma: muestra cada linea como la suma de los datos subyacentes.
Al visualizar el panel de control, al seleccionar la leyenda de cualquier widget cuyos datos estén agrupados

por "Todos", se abre una pagina de consulta que muestra los resultados de la primera consulta utilizada en el
widget.

Si ha establecido un filtro para la consulta, los datos se agrupan segun los datos filtrados.

Identificacion de datos personalizados

Cuando crea o modifica un widget que se basa en sus propios datos personalizados, es posible que sus datos
no se representen correctamente en el widget sin un atributo identificativo. Si DIl no puede identificar el objeto
que ha seleccionado para su widget, le presentara un enlace de Configuracién avanzada en el area "Agrupar
por". Amplie esta seccién para seleccionar el atributo con el que desea identificar sus datos.

Group by | | cluster_name X v | Aggrepatedby Average ¥ | Identifyby | |None '| Reset @

&
cluster_fgdn

cluster_model
cluster_name
cluster_serial_number
cluster_type
cluster_uuid

cluster_vendor

Agregacion de datos

Puede alinear aun mas sus graficos agregando puntos de datos en intervalos de minutos, horas o dias antes
de que esos datos se agrupen posteriormente por atributo (si se elige). Puede elegir agregar puntos de datos
segun su Promedio, Maximo, Minimo, Suma o Recuento.

Un intervalo pequefio combinado con un rango de tiempo largo puede generar una advertencia del tipo "El
intervalo de agregacion resulté en demasiados puntos de datos". Es posible que veas esto si tienes un
intervalo pequefio y aumentas el periodo de tiempo del panel a 7 dias. En este caso, Insight aumentara
temporalmente el intervalo de agregacién hasta que seleccione un periodo de tiempo mas pequefio.

La mayoria de los contadores de activos se agregan a Promedio de manera predeterminada. Algunos
contadores se agregan a Max, Min o Sum de forma predeterminada. Por ejemplo, los errores de puerto se
agregan a Suma de manera predeterminada, mientras que las IOPS de almacenamiento se agregan a
Promedio.

Mostrar resultados superiores e inferiores

En un widget de grafico, puede mostrar los resultados Superiores o Inferiores para los datos acumulados y
elegir la cantidad de resultados que se muestran en la lista desplegable proporcionada. En un widget de tabla,
puedes ordenar por cualquier columna.

12



Widget de grafico superior/inferior

En un widget de grafico, cuando elige agrupar datos por un atributo especifico, tiene la opcion de ver los N
resultados superiores o los N resultados inferiores. Tenga en cuenta que no puede elegir los resultados
superiores o inferiores cuando elige agrupar por todos los atributos.

Puede elegir qué resultados desea mostrar eligiendo Superior o Inferior en el campo Mostrar de la consulta
y seleccionando un valor de la lista proporcionada.

El widget de tabla muestra entradas

En un widget de tabla, puede seleccionar la cantidad de resultados que se muestran en la tabla. No se le da la
opcion de elegir resultados superiores o inferiores porque la tabla le permite ordenar de manera ascendente o
descendente por cualquier columna a pedido.

Puede elegir la cantidad de resultados que desea mostrar en la tabla del panel seleccionando un valor en el
campo Mostrar entradas de la consulta.

Agrupacion en el widget de tabla

Los datos en un widget de tabla se pueden agrupar por cualquier atributo disponible, lo que le permite ver una
descripcion general de sus datos y explorarlos en profundidad para obtener mas detalles. Las métricas de la
tabla se agrupan para facilitar su visualizacién en cada fila contraida.

Los widgets de tabla le permiten agrupar sus datos segun los atributos que configure. Por ejemplo, es posible
que desee que su tabla muestre las IOPS de almacenamiento totales agrupadas por los centros de datos en
los que se encuentran esos almacenamientos. O quizas desee mostrar una tabla de maquinas virtuales
agrupadas segun el hipervisor que las aloja. Desde la lista, puede expandir cada grupo para ver los activos en
ese grupo.

La agrupacion solo esta disponible en el tipo de widget Tabla.

Ejemplo de agrupacion (con explicacion del rollup)

Los widgets de tabla le permiten agrupar datos para facilitar su visualizacion.

En este ejemplo, crearemos un widget de tabla que mostrara todas las maquinas virtuales agrupadas por
centro de datos.

Pasos
1. Cree o abra un panel y agregue un widget Tabla.

2. Seleccione Maquina virtual como el tipo de activo para este widget.

3. Haga clic en el Selector de columnas y elija Nombre del hipervisory IOPS - Total.
Esas columnas ahora se muestran en la tabla.

4. Ignoremos todas las maquinas virtuales sin IOPS e incluyamos solo las maquinas virtuales que tengan un
total de IOPS mayor a 1. Haga clic en el botdn Filtrar por [+] y seleccione IOPS - Total. Haga clic en
Cualquieray, en el campo desde, escriba 1. Deje el campo para vacio. Presione Enter o haga clic fuera
del campo de filtro para aplicar el filtro.

La tabla ahora muestra todas las maquinas virtuales con IOPS totales mayores o iguales a 1. Tenga en
cuenta que no hay agrupacion en la tabla. Se muestran todas las maquinas virtuales.
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5. Haga clic en el botén Agrupar por [+].

Puede agrupar por cualquier atributo o anotacidon que se muestre. Seleccione Todos para mostrar todas
las maquinas virtuales en un solo grupo.

Cualquier encabezado de columna de una métrica de rendimiento muestra un menu de "tres puntos" que
contiene una opcion Abrir. El método de acumulacion predeterminado es Promedio. Esto significa que el
numero que se muestra para el grupo es el promedio de todas las IOPS totales informadas para cada VM
dentro del grupo. Puede elegir agrupar esta columna por Promedio, Suma, Minimo o Maximo. Cualquier
columna que muestre y que contenga métricas de rendimiento se puede agrupar individualmente.

¥

IO Density - Total H

fes I Fre

Roll Up by Avg -

Avg
813 Max
2044

Min
0,44

Sum

6. Haga clic en Todo y seleccione Nombre del hipervisor.

La lista de VM ahora esta agrupada por hipervisor. Puede expandir cada hipervisor para ver las maquinas
virtuales alojadas en él.

7. Haga clic en Guardar para guardar la tabla en el panel. Puede cambiar el tamafio o mover el widget como
desee.

8. Haga clic en Guardar para guardar el panel.

Resumen de datos de rendimiento

Si incluye una columna para datos de rendimiento (por ejemplo, /OPS - Total) en un widget de tabla, cuando
elige agrupar los datos, puede elegir un método de acumulacion para esa columna. El método de acumulacion
predeterminado es mostrar el promedio (avg) de los datos subyacentes en la fila del grupo. También puede
optar por mostrar la suma, el minimo o el maximo de los datos.

Selector de rango de tiempo del tablero

Puede seleccionar el rango de tiempo para los datos de su panel. En los widgets del panel solo se mostraran
los datos relevantes para el rango de tiempo seleccionado. Puede seleccionar entre los siguientes rangos de
tiempo:

« Ultimos 15 minutos

« Ultimos 30 minutos
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« Ultimos 60 minutos

« Ultimas 2 horas

+ Ultimas 3 horas (este es el valor predeterminado)

+ Ultimas 6 horas

+ Ultimas 12 horas

+ Ultimas 24 horas

« Ultimos 2 dias

« Ultimos 3 dias

« Ultimos 7 dias

« Ultimos 30 dias

* Rango de tiempo personalizado
El rango de tiempo personalizado le permite seleccionar hasta 31 dias consecutivos. También puede
establecer la hora de inicio y la hora de finalizacion del dia para este rango. La hora de inicio
predeterminada es las 12:00 a. m. del primer dia seleccionado y la hora de finalizacién predeterminada es

las 11:59 p. m. del ultimo dia seleccionado. Al hacer clic en Aplicar se aplicara el rango de tiempo
personalizado al panel.

Ampliar un rango de tiempo

Mientras visualiza un widget de serie temporal (linea, spline, area, area apilada) o un grafico en una pagina de
destino, puede arrastrar el mouse sobre el grafico para acercarlo. En la parte superior derecha de la pantalla,
puede bloquear ese rango de tiempo para que los graficos en otras paginas reflejen los datos de ese rango de
tiempo bloqueado. Para desbloquear, seleccione un rango de tiempo diferente de la lista.

Anulacion del tiempo del panel en widgets individuales

Puede anular la configuracion del rango de tiempo del panel principal en widgets individuales. Estos widgets
mostraran datos basados en el periodo de tiempo establecido, no en el periodo de tiempo del tablero.

Para anular el tiempo del tablero y forzar a un widget a usar su propio marco de tiempo, en el modo de edicion
del widget elija el rango de tiempo deseado y guarde el widget en el tablero.

El widget mostrara sus datos segun el periodo de tiempo establecido para él, independientemente del periodo
de tiempo que seleccione en el panel de control.

El periodo de tiempo que configure para un widget no afectara a ningun otro widget en el panel.
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Eje primario y secundario

Las distintas métricas utilizan distintas unidades de medida para los datos que informan en un grafico. Por
ejemplo, al observar IOPS, la unidad de medida es el nUmero de operaciones de E/S por segundo de tiempo
(IO/s), mientras que la latencia es puramente una medida de tiempo (milisegundos, microsegundos,
segundos, etc.). Al graficar ambas métricas en un grafico de una sola linea usando un Unico conjunto de
valores para el eje Y, los numeros de latencia (normalmente un pufiado de milisegundos) se grafican en la
misma escala que las IOPS (normalmente numeradas en miles), y la linea de latencia se pierde en esa
escala.

Pero es posible representar graficamente ambos conjuntos de datos en un Unico grafico significativo,
estableciendo una unidad de medida en el eje Y principal (lado izquierdo) y la otra unidad de medida en el eje
Y secundario (lado derecho). Cada métrica se representa graficamente en su propia escala.

Pasos
Este ejemplo ilustra el concepto de ejes primario y secundario en un widget de grafico.

1. Crear o abrir un panel de control. Agregue un widget de grafico de lineas, grafico de splines, grafico de
areas o grafico de areas apiladas al tablero.

2. Seleccione un tipo de activo (por ejemplo, Alimacenamiento) y elija IOPS - Total para su primera métrica.
Establezca los filtros que desee y elija un método de acumulacién si lo desea.

La linea IOPS se muestra en el grafico, con su escala indicada a la izquierda.

3. Haga clic en [+Consulta] para agregar una segunda linea al grafico. Para esta linea, elija Latencia - Total
como métrica.

Observe que la linea se muestra plana en la parte inferior del grafico. Esto se debe a que se dibuja a la
misma escala que la linea IOPS.

4. En la consulta de Latencia, seleccione Eje Y: Secundario.

La linea de latencia ahora se dibuja en su propia escala, que se muestra en el lado derecho del grafico.
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Expresiones en widgets

En un panel, cualquier widget de serie temporal (linea, spline, area, area apilada), grafico de barras, grafico de
columnas, grafico circular o widget de tabla le permite crear expresiones a partir de las métricas que elija y
mostrar el resultado de esas expresiones en un solo grafico (o columna en el caso del widget).widget de tabla
). Los siguientes ejemplos utilizan expresiones para resolver problemas especificos. En el primer ejemplo,
queremos mostrar las IOPS de lectura como un porcentaje de las IOPS totales para todos los activos de
almacenamiento en su inquilino. El segundo ejemplo brinda visibilidad de las IOPS de "sistema" o "generales"
que se producen en su inquilino (es decir, aquellas IOPS que no provienen directamente de la lectura o
escritura de datos).

Puede utilizar variables en expresiones (por ejemplo, $Var1 * 100)

Ejemplo de expresiones: porcentaje de IOPS de lectura

En este ejemplo, queremos mostrar las IOPS de lectura como un porcentaje de las IOPS totales. Puedes
pensar en esto como la siguiente formula:

Read Percentage = (Read IOPS / Total IOPS) x 100
Estos datos se pueden mostrar en un grafico de lineas en su tablero. Para
ello siga estos pasos:

Pasos
1. Cree un nuevo panel o abra un panel existente en modo de edicion.

2. Ahade un widget al panel de control. Seleccione Grafico de areas.

El widget se abre en modo de edicion. De forma predeterminada, se muestra una consulta que muestra
IOPS - Total para los activos de Almacenamiento. Si lo desea, seleccione un tipo de activo diferente.

3. Haga clic en el enlace Convertir a expresion a la derecha.
La consulta actual se convierte al modo Expresién. Tenga en cuenta que no puede cambiar el tipo de
activo mientras esta en el modo Expresion. Mientras esta en el modo Expresion, el enlace cambia a
Revertir a consulta. Haga clic aqui si desea volver al modo de consulta en cualquier momento. Tenga en
cuenta que al cambiar entre modos se restableceran los campos a sus valores predeterminados.

Por ahora, permanezca en el modo Expresion.
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4. La métrica IOPS - Total ahora esta en el campo de variable alfabética "a". En el campo de la variable "b",
haga clic en Seleccionar y elija IOPS - Lectura.

Puede agregar hasta un total de cinco variables alfabéticas para su expresion haciendo clic en el boton +
después de los campos de variable. Para nuestro ejemplo de porcentaje de lectura, solo necesitamos
IOPS totales ("a") e IOPS de lectura ("b").

5. En el campo Expresion, utiliza las letras correspondientes a cada variable para construir tu expresion.
Sabemos que el porcentaje de lectura = (IOPS de lectura / IOPS totales) x 100, por lo que escribiriamos
esta expresion como:

(b / a) * 100

El campo *Etiqueta* identifica la expresidén. Cambie la etiqueta a
"Porcentaje de lectura" o algo igualmente significativo para usted.

Cambie el campo *Unidades* a "$" o "Porcentaje".

El grafico muestra el porcentaje de lectura de IOPS a lo largo del tiempo para los dispositivos de
almacenamiento seleccionados. Si lo desea, puede establecer un filtro o elegir un método de acumulacién
diferente. Tenga en cuenta que si selecciona Suma como método de acumulacion, se suman todos los
valores porcentuales, que potencialmente pueden superar el 100 %.

6. Haga clic en Guardar para guardar el grafico en su panel de control.

Ejemplo de expresiones: E/S "Sistema”

Ejemplo 2: Entre las métricas recopiladas de las fuentes de datos se encuentran las IOPS de lectura, escritura
y total. Sin embargo, el nimero total de IOPS informado por una fuente de datos a veces incluye IOPS "del
sistema", que son aquellas operaciones de E/S que no son parte directa de la lectura o escritura de datos.
Este sistema de E/S también puede considerarse como una E/S "general", necesaria para el correcto
funcionamiento del sistema pero no relacionada directamente con las operaciones de datos.

Para mostrar estas E/S del sistema, puede restar las IOPS de lectura y escritura de las IOPS totales

informadas de la adquisicion. La férmula podria verse asi:

System IOPS = Total IOPS - (Read IOPS + Write IOPS)
Estos datos pueden luego mostrarse en un grafico de lineas en su tablero.
Para ello siga estos pasos:

Pasos
1. Cree un nuevo panel o abra un panel existente en modo de edicion.

2. Afnade un widget al panel de control. Seleccione Grafico de lineas.

El widget se abre en modo de edicion. De forma predeterminada, se muestra una consulta que muestra
IOPS - Total para los activos de Almacenamiento. Si lo desea, seleccione un tipo de activo diferente.

3. En el campo Acumular, seleccione Suma por Todo.
El grafico muestra una linea que indica la suma de IOPS totales.

4. Haga clic en el icono Duplicar esta consulta para crear una copia de la consulta.
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Se agrega un duplicado de la consulta debajo del original.
5. En la segunda consulta, haga clic en el botén Convertir en expresion.

La consulta actual se convierte al modo Expresién. Haga clic en Volver a consulta si desea volver al

modo de consulta en cualquier momento. Tenga en cuenta que al cambiar entre modos se restableceran

los campos a sus valores predeterminados.
Por ahora, permanezca en el modo Expresion.

6. La métrica IOPS - Total ahora esta en el campo de variable alfabética "a". Haga clic en IOPS - Total y
cambielo a IOPS - Lectura.
7. En el campo de la variable "b", haga clic en Seleccionar y elija IOPS - Escritura.

8. En el campo Expresion, utiliza las letras correspondientes a cada variable para construir tu expresion.
Escribiriamos nuestra expresion simplemente como:

En la seccidn Visualizacion, elija Grafico de areas para esta expresion.

9. El campo Etiqueta identifica la expresion. Cambie la etiqueta a "IOPS del sistema" o algo igualmente
significativo para usted.

El grafico muestra el total de IOPS como un grafico de lineas, con un grafico de areas que muestra la
combinacion de IOPS de lectura y escritura debajo. La brecha entre ambos muestra las IOPS que no

estan directamente relacionadas con las operaciones de lectura o escritura de datos. Estas son las IOPS

de su "sistema".

10. Haga clic en Guardar para guardar el grafico en su panel de control.

Para utilizar una variable en una expresion, simplemente escriba el nombre de la variable, por ejemplo, $var?

*100. Sélo se pueden utilizar variables numéricas en las expresiones.

Expresiones en un widget de tabla

Los widgets de tabla manejan las expresiones de forma un poco diferente. Puede tener hasta cinco
expresiones en un solo widget de tabla, cada una de las cuales se agrega como una nueva columna a la
tabla. Cada expresion puede incluir hasta cinco valores sobre los que realizar su calculo. Puedes nombrar
facilmente la columna con un nombre significativo.

A} Expression

ﬂ iops.total v “ jops.read v X Expression  b/a Column Label = Read I0Ps over Total

Variables

Las variables le permiten cambiar los datos que se muestran en algunos o todos los widgets de un tablero a la
vez. Al configurar uno o mas widgets para usar una variable comun, los cambios realizados en un lugar hacen

que los datos mostrados en cada widget se actualicen automaticamente.
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Tipos de variables

Una variable puede ser de uno de los siguientes tipos:

 Atributo: utiliza los atributos o métricas de un objeto para filtrar
* Anotacion: Utilice un predefinido"Anotacion" para filtrar los datos del widget.
* Texto: Una cadena alfanumeérica.

+ Numérico: Un valor numérico. Uselo solo o como un valor "desde" o "hasta", segtin el campo de su
widget.

» Booleano: se utiliza para campos con valores Verdadero/Falso, Si/No, etc. Para la variable booleana, las
opciones son Si, No, Ninguno, Cualquiera.

« Fecha: Un valor de fecha. Uselo como valor "desde" o "hasta", segun la configuracién de su widget.
I
+ variables

Attribute

Annotation

Text

Number

Boolean

Date

Variables de atributo

Al seleccionar una variable de tipo Atributo, podra filtrar los datos del widget que contienen el valor o los
valores de atributo especificados. El siguiente ejemplo muestra un widget de linea que muestra las tendencias
de memoria libre para los nodos del Agente. Hemos creado una variable para las IP del nodo del agente,
actualmente configurada para mostrar todas las IP:
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Pero si temporalmente desea ver solo los nodos en subredes individuales en su inquilino, puede configurar o
cambiar la variable a una o mas IP de nodo de agente especificas. Aqui solo vemos los nodos en la subred
"123"

*193* X X v

Widget 1 C 2h
12bn

10bn

Gbn

4bn
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Obn
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21



También puede configurar una variable para filtrar ftodos los objetos con un atributo particular
independientemente del tipo de objeto, por ejemplo, objetos con un atributo de "vendor", especificando
*.vendor en el campo de variable. No es necesario que escriba "*."; Data Infrastructure Insights lo
proporcionara si selecciona la opcién de comodin.

Attribute *

vendor

Objects containing "vendor”
Disk.vendor
GenericDevice.vendor
Storage.vendor
StoragePoolwendorTier
Switch.vendor

Tape.vendor
InternalVolume.storage.vendor

netapp_ontap.disk_constituent.vender

Cuando despliega la lista de opciones para el valor de la variable, los resultados se filtran para mostrar solo
los proveedores disponibles segun los objetos en su panel.

Attribute X
*wendor hd
vendor All -

Filter automatically . NETAPF

MetApp
PLIANT
SEAGATE
Unkmown
Mone

Si edita un widget en su panel donde el filtro de atributos es relevante (es decir, los objetos del widget
contienen cualquier atributo *.vendor), se le muestra que el filtro de atributos se aplica automaticamente.

22



Count of Storages

« Al Query | Stworage performance.iops total -

FilterBy  name Al v '.u:nﬁof NP 7]
Group Count - Mare 'ﬂlllh:l'l!l Thes mi @n AsiOrnalcally SNiad Tner It om

Saghbnan vl lakdas

Formatting: lfvaluels » b dk Wamning: Gplonal s - mndjor I Critieal | Cptonns s @ Showing & In Range 1z green

Description  » £a Calculatien A Ratét Delfaults
DecimalPMaces: O *  Units Displayed in:  Whole Humber =

+ Query

14

Aplicar variables es tan facil como cambiar los datos de atributos de su eleccion.

Variables de anotacion

Al elegir una variable de anotacion, podra filtrar los objetos asociados con esa anotacion, por ejemplo,
aquellos que pertenecen al mismo centro de datos.

Annotation X
Data Center v
Data Center All v

Filter automatically . Boston

London
Mone

Texto, nimero, fecha o variable booleana

Puede crear variables genéricas que no estén asociadas con un atributo particular seleccionando un tipo de
variable de Texto, Numero, Booleano o Fecha. Una vez creada la variable, puedes seleccionarla en un campo
de filtro del widget. Al configurar un filtro en un widget, ademas de los valores especificos que puede
seleccionar para el filtro, se muestran en la lista todas las variables que se hayan creado para el panel; estas
se agrupan en la seccion "Variables" en el menu desplegable y tienen nombres que comienzan con "$". Al
elegir una variable en este filtro podra buscar valores que ingrese en el campo de variable en el tablero
mismo. Cualquier widget que utilice esa variable en un filtro se actualizara dinamicamente.
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Alcance del filtro variable

Cuando agrega una variable de anotacion o atributo a su panel, la variable se puede aplicar a fodos los

widgets del panel, lo que significa que todos los widgets de su panel mostraran resultados filtrados segun el
valor que configure en la variable.

Annotation X
Division A
Division All -

Filter automatically o (7% Automatically filter all widgets in the dashboard using this variable

Tenga en cuenta que solo las variables de atributo y anotacion se pueden filtrar automaticamente de esta
manera. Las variables que no son de anotacion o de atributo no se pueden filtrar automaticamente. Cada
widget individual debe configurarse para utilizar variables de estos tipos.

Para deshabilitar el filtrado automatico de modo que la variable solo se aplique a los widgets donde la haya
configurado especificamente, haga clic en el control deslizante "Filtrar automaticamente" para deshabilitarlo.

Para establecer una variable en un widget individual, abra el widget en modo de edicion y seleccione la
anotacion o atributo especifico en el campo Filtrar por. Con una variable de anotacion, puede seleccionar uno
o mas valores especificos, o seleccionar el nombre de la variable (indicado por el simbolo "$" inicial) para
permitir escribir la variable en el nivel del panel. Lo mismo se aplica a las variables de atributo. Sélo aquellos
widgets para los que configure la variable mostraran los resultados filtrados.

El filtrado de variables es contextual; cuando selecciona uno o mas valores de filtro para una variable, las
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demas variables de su pagina mostraran solo los valores relevantes para ese filtro. Por ejemplo, al configurar
un filtro de variable para un Modelo de almacenamiento especifico, cualquier variable configurada para filtrar
por Nombre de almacenamiento solo mostrara valores relevantes para ese Modelo.

Para utilizar una variable en una expresion, simplemente escriba el nombre de la variable como parte de la
expresion, por ejemplo, $vart * 100. Solo se pueden utilizar variables numéricas en expresiones. No se
pueden utilizar variables de anotacion o atributo numéricas en expresiones.

El filtrado de variables es contextual, cuando selecciona uno o mas valores de filtro para una variable, las
demas variables de su pagina mostraran solo los valores relevantes para ese filtro. Por ejemplo, al configurar
un filtro de variable para un Modelo de almacenamiento especifico, cualquier variable configurada para filtrar
por Nombre de almacenamiento solo mostrara valores relevantes para ese Modelo.

Nombre de variables

Nombres de variables:

» Debe incluir solo las letras az, los digitos 0-9, punto (.), guion bajo (_) y espacio ().

* No puede tener mas de 20 caracteres.

« Distinguen entre mayusculas y minusculas: $CityName y $cityname son variables diferentes.
* No puede ser el mismo que el nombre de una variable existente.

* No puede estar vacio.

Formato de widgets de indicador

Los widgets Indicador solido y de bala le permiten establecer umbrales para niveles Advertencia y/o Critico, lo
que proporciona una representacion clara de los datos que especifique.

Widget 12 Ovemride Dashboard Time X

v A) Query Storage.performance.iops.total = )

Filter By

Group -~ Avg v Time aggregate by  Avg ¥  LessOptions
Formatting: lfvalusis = - A Waming 500 10/s and/or @ Critical 1000 i0/s  Showing € In Range as green

Description  IOPS - Total Calculation A MinValue OCptions MaxValue 1200
Display: Bullet Gauge « Decimal Places: 2 « x v Units Displayed In: Auto Format

= .
904.21 10/s

200 409 600 200 tk 12k
i m

Para establecer el formato de estos widgets, siga estos pasos:

1. Elija si desea resaltar los valores mayores que (>) o menores que (<) sus umbrales. En este ejemplo,
resaltaremos los valores mayores que (>) los niveles de umbral.

2. Elija un valor para el umbral de "Advertencia". Cuando el widget muestra valores mayores que este nivel,
muestra el indicador en naranja.
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3. Elija un valor para el umbral "Critico". Los valores superiores a este nivel haran que el indicador se
muestre en rojo.

Opcionalmente, puede elegir un valor minimo y maximo para el indicador. Los valores por debajo del minimo
no se mostraran en el indicador. Los valores superiores al maximo mostraran un indicador lleno. Si no elige
valores minimos o maximos, el widget seleccionara el minimo y el maximo 6ptimos segun el valor del widget.

Traditional Gauge widget

i

439.09i0/=
RO 600

s - 1oEs!

Bullet Gauge widget

£l

| .
509.0910/s

Formato de widget de valor unico

en el widget Valor unico, ademas de configurar los umbrales de Advertencia (naranja) y Critico (rojo), puede
elegir que los valores "En rango" (aquellos por debajo del nivel de Advertencia) se muestren con fondo verde o
blanco.

Single Value Widget : Single-Value widget with formatting

1 0-0561 373.54IO/5

Average User CPU Usage IOPS - Total

Al hacer clic en el enlace en un widget de valor Unico o en un widget de indicador, se mostrara una pagina de
consulta correspondiente a la primera consulta en el widget.
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Formato de widgets de tabla

Al igual que los widgets de valor unico y de indicador, puede establecer un formato condicional en los widgets
de tabla, lo que le permitira resaltar datos con colores y/o iconos especiales.

El formato condicional le permite establecer y resaltar umbrales de nivel de advertencia y nivel critico en los
widgets de tabla, lo que brinda visibilidad instantanea a valores atipicos y puntos de datos excepcionales.

14 items found in 1 group

Tabls ouging Excpandad Deta Attributes

= au Storage Pool capacityRatio.used (%) n capacity.provisioned (GiB)
All (14 o2
Sy I ...
- rip-sa-cl06-02:aggr_datal_rtp_sa_cl06_02 0.7%
> Unit Display
- rtp-sa-cl06-01:aggr_datal_rtp_sa_cl06_01 2.45
¥ Cenditienal Formatting Reset
- rtp-sa-cl06-02:aggr0_rtp_sa_cl06_02_root
Ifvalueis > {Greater than) v
- rtp-sa-cl06-01:aggr0_rtp_sa_cl06_01_root
A Warning 70 %
© critical a0 £

Formatting: Show Expanded Details  Cenditional Formatting  Background Color +Icon * @ [ ] show © InRange as green

> Rename Column

El formato condicional se establece por separado para cada columna de una tabla. Por ejemplo, puede elegir
un conjunto de umbrales para una columna de capacidad y otro conjunto para una columna de rendimiento.

Si cambia la visualizacion de la unidad de una columna, el formato condicional permanece y refleja el cambio

en los valores. Las imagenes a continuacion muestran el mismo formato condicional aunque la unidad de
visualizacion es diferente.

capacity.used (GiB) } n throughput.total (MiB/s)

? Agzregation

? Unit Display

* Conditional Formatting Reset
If value is = (Greater than) -
6,671.72
A Warning 8000 GiB
) Critical 10000 GiB

? Rename Column
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capacity.used (TiB) n throughput.total (MiB/s)

> Aggregation

“ Unit Display

Basze Unit gibibyte (GiB)

Displayed In tebibyte (TiB) v

BILNDYLE 1OIny

“ Conditional Formatt  3830yte (GE)

Ifvalue iz tebibyte (Tig)

A Warning terabyte (TE)

© Critical pebibyte (FiB)
petabyte (PE)

— izl L fTarh
? Rename Column

Puede elegir si desea mostrar el formato de la condicion como color, iconos o ambos.

Seleccion de la unidad para visualizar datos

La mayoria de los widgets en un panel le permiten especificar las unidades en las que se mostraran los
valores, por ejemplo, Megabytes, Miles, Porcentaje, Milisegundos (ms), etc. En muchos casos, Data
Infrastructure Insights conoce el mejor formato para los datos que se adquieren. En los casos donde no se
conoce el mejor formato, puedes configurar el formato que desees.

En el ejemplo de grafico de lineas a continuacion, se sabe que los datos seleccionados para el widget estan
en bytes (la unidad de datos IEC base: consulte la tabla a continuacion), por lo que la unidad base se
selecciona automaticamente como 'byte (B)'. Sin embargo, los valores de los datos son lo suficientemente
grandes como para presentarse como gibibytes (GiB), por lo que Data Infrastructure Insights formatea
automaticamente los valores como GiB de forma predeterminada. El eje Y del grafico muestra 'GiB' como
unidad de visualizacion, y todos los valores se muestran en términos de esa unidad.
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A) Query ' agent.node.mem.used.total ¥

Transform None v @ Filter By

Group ~ Avg v by node.name X v | Show Bottom ¥ 5 ¥  More Options Reset Defat
Display: LineChart ¥  Y-axis: rimary ¥ Units Displayed In: Auto Format ¥

Base Unit byte (B) v

mem.used.total (GiB)
4 DisplayedIn  Auto Format b

1:15 AM 11:20 AM 11:25 AM 11:30 AM 11:35 AM 11:40 AM 11:45 AM

Si desea mostrar el grafico en una unidad diferente, puede elegir otro formato en el que mostrar los valores.
Dado que la unidad base en este ejemplo es byte, puede elegir entre los formatos "basados en bytes"
admitidos: bit (b), byte (B), kibibyte (KiB), mebibyte (MiB), gibibyte (GiB). La etiqueta y los valores del eje Y
cambian segun el formato que elija.

A) Query agent.node.mem.used.total ¥

Transform None ~+ @ Filter By

Group ~ Avg v by  nodename X v | Show Top v 5 ¥  More Options Reset Default
Display: LineChart ¥  Y-axis: Units Displayed In:  Auto Format +

Base Unit byte (B) v

mem.used.total (GiB)
20 Displayed In  Auto Format v

Auto Format

bit (b)
10 byte (B)
kibibyte (KiB)
’ 9:30 AM 9:45 AM 10:00 AM 10115 AM 10:30An  Mebibyte (MiB) 11:00 AM
— node.name=ip-10-30-2 — node.n: gibibyte (GiB) »=ip-10-30-2 -
0-206.ec2.internal 0-14.ecz.nnernan v-1a.eczmternal

En los casos en que no se conoce la unidad base, se puede asignar una unidad de entre las"unidades
disponibles" , o escribe el tuyo propio. Una vez que asigne una unidad base, podra seleccionar mostrar los
datos en uno de los formatos admitidos adecuados.

29


#available-units
#available-units

Auto Format +

Base Unit [ |bit/sec (b/s) v

Displayed In Data Rate (IEC)

bit/sec (b/s)

byte/sec (B/s)

kibibyte/sec (KiB/s)

mebibyte/sec (MiB/s) I

gibibyte/sec (GiB/s)

10:30 AM 11:00 A

Para borrar la configuracion y comenzar de nuevo, haga clic en Restablecer valores predeterminados.

Una palabra sobre el formato automatico

Los recopiladores de datos informan la mayoria de las métricas en la unidad mas pequena, por ejemplo, un
numero entero como 1.234.567.890 bytes. De forma predeterminada, Data Infrastructure Insights formateara
automaticamente el valor para que se muestre de forma mas legible. Por ejemplo, un valor de datos de
1.234.567.890 bytes se formatearia automaticamente a 1,23 Gibibytes. Puedes elegir mostrarlo en otro
formato, como Mebibytes. El valor se mostrara correspondientemente.

@ Data Infrastructure Insights utiliza estandares de nombres de niumeros en inglés
estadounidense. El "mil millones" americano equivale a "mil millones".
Widgets con muiltiples consultas

Si tiene un widget de series de tiempo (es decir, linea, spline, area, area apilada) que tiene dos consultas
donde ambas se trazan en el eje Y principal, la unidad base no se muestra en la parte superior del eje Y. Sin
embargo, si su widget tiene una consulta en el eje Y principal y una consulta en el eje Y secundario, se
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muestran las unidades base de cada uno.

Si su widget tiene tres 0 mas consultas, las unidades base no se muestran en el eje Y.

Unidades disponibles

La siguiente tabla muestra todas las unidades disponibles por categoria.

Categoria
Divisa

Datos (IEC)

Velocidad de datos (IEC)

Datos (métricos)

Velocidad de datos (métrica)

CEl

Decimal

Porcentaje

Tiempo

Temperatura
Frecuencia

upPC

Rendimiento

Modo TV y actualizacion automatica

Unidades
centavo de dolar

bit byte kibibyte mebibyte gibibyte tebibyte pebibyte
exbibyte

bit/seg byte/seg kibibyte/seg mebibyte/seg
gibibyte/seg tebibyte/seg pebibyte/seg

kilobyte megabyte gigabyte terabyte petabyte exabyte

kilobyte/seg megabyte/seg gigabyte/seg terabyte/seg
petabyte/seg exabyte/seg

kibi mebi gibi tebi pebi exbi

numero entero mil millones mil millones billones
billones

porcentaje

nanosegundo microsegundo milisegundo segundo
minuto hora

grados Celsius y Fahrenheit
hercios kilohercios megahercios gigahercios

nanonucleos micronucleos milicores nucleos
kilonucleos meganucleos giganucleos teracores
petacores exacores

E/S operaciones/seg operaciones/seg solicitudes/seg
lecturas/seg escrituras/seg operaciones/min
lecturas/min escrituras/min

Los datos en los widgets de los paneles y las paginas de destino de activos se actualizan automaticamente
segun un intervalo de actualizacion determinado por el rango de tiempo del panel seleccionado. El intervalo de
actualizacion se basa en si el widget es de serie temporal (grafico de lineas, spline, area, area apilada) o no
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es de serie temporal (todos los demas graficos).

Intervalo de tiempo del tablero de  Intervalo de actualizacion de series Intervalo de actualizacion de series

instrumentos temporales no temporales
Ultimos 15 minutos 10 segundos 1 minuto
Ultimos 30 minutos 15 segundos 1 minuto
Ultimos 60 minutos 15 segundos 1 minuto
Ultimas 2 horas 30 segundos 5 minutos
Ultimas 3 horas 30 segundos 5 minutos
Ultimas 6 horas 1 minuto 5 minutos
Ultimas 12 horas 5 minutos 10 minutos
Ultimas 24 horas 5 minutos 10 minutos
Ultimos 2 dias 10 minutos 10 minutos
Ultimos 3 dias 15 minutos 15 minutos
Ultimos 7 dias 1 hora 1 hora
Ultimos 30 dias 2 horas 2 horas

Cada widget muestra su intervalo de actualizacion automatica en la esquina superior derecha del widget.
La actualizacion automatica no esta disponible para el rango de tiempo del panel personalizado.

Cuando se combina con el Modo TV, la actualizacién automatica permite la visualizacién de datos casi en
tiempo real en un panel o una pagina de activos. El modo TV proporciona una pantalla despejada; el menu de
navegacion esta oculto, lo que proporciona mas espacio en pantalla para la visualizacion de sus datos, al igual
que el boton Editar. El modo TV ignora los tiempos de espera tipicos de Data Infrastructure Insights y deja la
pantalla activa hasta que se cierre la sesion de forma manual o automatica mediante protocolos de seguridad
de autorizacion.

Debido a que NetApp Console tiene su propio tiempo de espera de inicio de sesién de usuario
de 7 dias, Data Infrastructure Insights también debe cerrar la sesion con ese evento.
Simplemente puedes iniciar sesidon nuevamente y tu panel de control seguira mostrandose.

 Para activar el modo TV, haga clic en el botén Modo TV.

» Para desactivar el modo TV, haga clic en el boton Salir en |la parte superior izquierda de la pantalla.

Puede suspender temporalmente la actualizaciéon automatica haciendo clic en el botdon Pausa en la esquina
superior derecha. Mientras esté en pausa, el campo de rango de tiempo del tablero mostrara el rango de
tiempo activo de los datos en pausa. Sus datos aun se estan adquiriendo y actualizando mientras la
actualizacion automatica esta en pausa. Haga clic en el botéon Reanudar para continuar con la actualizacién
automatica de datos.

Feb 24,2020-Feb 25,2020 o

3:42 PM 3:42 PM
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Grupos de paneles

La agrupacion le permite ver y administrar paneles relacionados. Por ejemplo, puede tener un grupo de
paneles dedicado al almacenamiento en su inquilino. Los grupos de paneles se administran en la pagina
Paneles > Mostrar todos los paneles.

Dashboard Groups (3) 4 Dashboards (7)

Q, search groups.. Name T

All Dashboards (60 Dashboard - Storage Cost

Dashboard - Storage 10 Detail
My Dashboards (11

Dashboard - Storage Overview

a8

Storage Group (7)
Gauges Storage Performance

Storage Admin - Which nodes are in high demand?
Storage Admin - Which pools are in high demand?

Storage I0Ps

Se muestran dos grupos por defecto:

* Todos los paneles enumera todos los paneles que se han creado, independientemente del propietario.

* Mis paneles enumera solo aquellos paneles creados por el usuario actual.
La cantidad de paneles contenidos en cada grupo se muestra junto al nombre del grupo.

Para crear un nuevo grupo, haga clic en el botén "+" Crear nuevo grupo de panel. Ingrese un nombre para
el grupo y haga clic en Crear grupo. Se crea un grupo vacio con ese nombre.

Para agregar paneles al grupo, haga clic en el grupo Todos los paneles para mostrar todos los paneles de su
inquilino o haga clic en Mis paneles si solo desea ver los paneles que posee y realice una de las siguientes
acciones:

« Para agregar un solo panel, haga clic en el menu a la derecha del panel y seleccione Agregar al grupo.

» Para agregar varios paneles a un grupo, seleccionelos haciendo clic en la casilla de verificacion junto a
cada panel, luego haga clic en el boton Acciones masivas y seleccione Agregar al grupo.

Elimine los paneles del grupo actual de la misma manera seleccionando Eliminar del grupo. No se pueden
eliminar paneles del grupo Todos los paneles o Mis paneles.

Eliminar un panel de un grupo no elimina el panel de Data Infrastructure Insights. Para eliminar
por completo un panel, seleccidnelo y haga clic en Eliminar. Esto lo elimina de cualquier grupo
al que pertenecia y ya no esta disponible para ningun usuario.

Fija tus paneles favoritos

Puede administrar aun mas sus paneles fijando sus favoritos en la parte superior de su lista de paneles. Para
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fijar un panel, simplemente haga clic en el boton de chincheta que aparece cuando pasa el cursor sobre un
panel en cualquier lista.

Anclar o desanclar el tablero es una preferencia individual del usuario e independiente del grupo (o grupos) al
que pertenece el tablero.

Dashboards (7)

Mame T

« Dashboard - Storage Overview
«  Storage Admin - Which nodes are in high demand?
« StoragelOPs

Dashboard - Storage Cost

Dashboard - Storage 10 Detail

Gauges Storage Performance

Storage Admin - Which pools are in high demand?

Tema oscuro

Puede elegir mostrar Data Infrastructure Insights utilizando un tema claro (predeterminado), que muestra la
mayoria de las pantallas con un fondo claro y texto oscuro, o un tema oscuro, que muestra la mayoria de las
pantallas con un fondo oscuro y texto claro.

Para cambiar entre temas claros y oscuros, haga clic en el botén de nombre de usuario en la esquina superior
derecha de la pantalla y elija el tema deseado.

Switch to Dark Mode

Log Qut

Vista del panel de control del tema
0Sscuro:
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Cloud Insights (mal) (C—)  Getting Staried ¥

pik2gis / Dashboards / ONTAP FAS/AFF - Capacity Utilization

ONTAP FAS/AFF Raw Capacity Total Z2h Raw Capacity by ONTAP FAS/AFF Top 10

399.12. N NN

Total Capacity - Raw

Apgregate Capacity Usage - Ratio 2 Ageregate Capacity Free 2 Apgregate Capacity Top 5

& aomin
CLOUD SECURE 191.17 B

CapacityFree

o= =
. Aggregate Capacdity Total

245.01+

CapacityFree

FlexVol Capacity Usage - Ratio 2 FlexVol Capacity Free 2 FlexVol Capacity Top 5

155.13w

Capacity Free

FlexVol Capacity Total

Vista del panel de control del tema
claro:

Cloud Insights (Tral)

pikZgis | Dashboards | ONTAP FAS/AFF - Capadity Utilization (® tss30Days * @ ZEw -
i wome
ONTAP FAS/AFF Raw Capacity Total T Raw Capacity by ONTAP FAS/AFF Top 10 2k
© Dpasusosros Capacity - Raw [TB
A aems 399.12TB ‘ <
W era B Total Capacity - Raw 3
N
Aggregate Capacity Usage - Ratio =2 Aggregate Capacity Free T Aggregate Capacity Top 5 = 2h
43 oM
CLOUD SECURE 2] 191 18 T8
0 e s r ——
X e Aggregate Capacity Total S ET
245.01+:
FlexVol Capacity Usage - Ratio o3 FlexVol Capacity Free Tz FlexVol Capacity Top 5 Zih
155.13
4 niriize Capacity Fras
. sl FlexVol Capacity Total oo
@ Algunas éareas de la pantalla, como ciertos graficos de widgets, aun muestran fondos claros
incluso cuando se visualizan en el tema oscuro.

Interpolacion de graficos de lineas

Los distintos recopiladores de datos suelen consultar sus datos en intervalos diferentes. Por ejemplo, el
recopilador de datos A puede realizar un sondeo cada 15 minutos, mientras que el recopilador de datos B
realiza un sondeo cada cinco minutos. Cuando un widget de grafico de lineas (también graficos de splines, de
areas y de areas apiladas) agrega estos datos de multiples recopiladores de datos en una sola linea (por
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ejemplo, cuando el widget agrupa por "todos") y actualiza la linea cada cinco minutos, los datos del
recopilador B pueden mostrarse con precision mientras que los datos del recopilador A pueden tener
espacios, lo que afecta la agregacion hasta que el recopilador A vuelva a sondear.

Para aliviar esto, Data Infrastructure Insights interpola los datos al agregarlos y utiliza los puntos de datos
circundantes para realizar una "mejor estimacioén" de los datos hasta que los recopiladores realicen una nueva
consulta. Siempre puedes ver los datos de los objetos de cada recopilador de datos individualmente ajustando
la agrupacion del widget.

Métodos de interpolacion

Al crear o modificar un grafico de lineas (o de splines, de areas o de areas apiladas), puede establecer el
meétodo de interpolacién en uno de tres tipos. En la seccion “Agrupar por”, elija la Interpolacion deseada.

Group by | All ¥  apggregated by @ Average ¥ Apply fix) - Interpolation Linear +

Mone
Linsar

Stair

* Ninguno: No hacer nada, es decir, no generar puntos intermedios.

No Interpolation

0

5:00c00 AR 9:05:00 AM 9-10:00 AM 91500 AR 9:20:00 AM 9:25:00 AM 93000 AN 9:35:00 AM 9:40:00 A 94500 A 5:50:00 AM 9:55:00 AM  10:00:00
Al

e Wil i 1

» Escalera: Se genera un punto a partir del valor del punto anterior. En linea recta, esto se mostraria como
un disefio tipico de "escalera".
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Stair Interpalation
ED

ED

50

40 -

an

0

900 00 AM 9:05:00 AM 210000 AN 9:15:00 AM 92000 AR 2:25:00 AM 9:30:00 AM 93500 AM 9:40:00 AM 9:45:00 A 350000 AM 9:55:00 AM  10:00:00
Al

e i Ui 1

* Lineal: se genera un punto como el valor intermedio que conecta los dos puntos. Genera una linea que se
parece a la linea que conecta los dos puntos, pero con puntos de datos adicionales (interpolados).

Linear Interpolation

&0

40
30
20

10

SO000 AN 90500 AN 2210000 A3 91500 AM 920000 AR 9:25:00 AM 23000 AN 3500 AM 94000 AM 94500 AM 95000 AM 9:55:00 AN 10:00:00
B

e W lume 4

Limites de anomalia en widgets de linea

Al incluir un widget de grafico de lineas o splines en un panel o pagina de destino, puede elegir ver el grafico
en el contexto de los limites esperados para los datos. Puedes pensar en esto como buscar anomalias en
los patrones de tus datos.

DIl utiliza datos estacionales (por hora o por dia) para establecer limites superiores e inferiores sobre donde

espera que se encuentren los datos en un momento determinado. Si los datos superan o caen por debajo de
los limites esperados, el grafico lo resaltara como una anomalia.
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Average iops.total C 10m g :

22K

20k

18k

14k

10k

8k

6k

4K

8:00 PM 4:00 AM (3. Apr) 12:00 PM 8:00 PM 4:00 AM (4. Apr) 12:00 PM

Para ver los limites de anomalia, edite el widget y elija Mostrar limites de anomalia. Puede elegir entre dos
algoritmos de deteccion:

* Detector adaptativo se adapta rapidamente a los cambios, lo que lo hace util para investigaciones
detalladas.

« Smooth Detector minimiza el ruido y los falsos positivos, filtrando fluctuaciones a corto plazo y al mismo
tiempo detectando cambios significativos.

Ademas, puede elegir mostrar la estacionalidad Por hora o Por dia, asi como establecer la sensibilidad de
deteccion. La sensibilidad alta detecta mas cruces de limites, la sensibilidad baja detecta menos.

Show Expected Bounds:  Adaptive Detector * @ Seasonality: Hourly ¥  Sensitivity: = High ¥

Tenga en cuenta que solo podra ver los limites esperados cuando el grafico esté configurado para mostrar una
sola linea. Si la configuracion o los filtros de Agrupar por muestran varias lineas, o si ha configurado varias
consultas para el widget, la opcion para mostrar los limites esperados se deshabilitara.
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Gestion de acceso al panel de control

Data Infrastructure Insights ahora le brinda un mayor control sobre el acceso a los
paneles que crea. Tu eliges quién puede modificar tus graficos. Usted controla la
exposicion a informacion potencialmente sensible. Mantener un panel privado le permite
finalizar sus visualizaciones hasta que estén listas para ser consumidas por otros en su
organizacion.

Edit Dashboard Access Settings

Select dashboard sharing access:

O O rrivate
® @ share

Select Editor: Everyone v O

_ None
Select Viewer:

Everyone

Specific Users

De forma predeterminada, cuando crea un nuevo panel, dicho panel solo sera visible para usted, el creador.
Ningun otro usuario puede ver o modificar el panel.

Cuando haya finalizado su panel de control, puede optar por permitir que otras personas de su organizacion
puedan verlo. Para compartir un panel, en la lista de paneles, seleccione Compartir en el menu de la derecha.
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[[] # Tony Dashboard Dec 132024 15:48 & Tenyl Private n

Tony Dashboard Jan 10 2025 £3:39 TonyL Private Duplicate
Tony Dashboard Oct 82024 11:16 Tony L @ Shared Add to Group
Share
Pin to Top
Delete

Puede elegir compartir el panel con todos o seleccionar usuarios, con permisos de edicion o de solo lectura.

Edit Dashboard Access Settings

Select dashboard sharing access:

O 0 Privats

(=) &) Share
Select Editor: Everyone * 0
None
Select Viewer:
Everyone
Specific Users

Mejores practicas para paneles y widgets

Consejos y trucos para ayudarle a aprovechar al maximo las potentes funciones de los
paneles y widgets.

Encontrar la métrica correcta

Data Infrastructure Insights adquiere contadores y métricas utilizando nombres que a veces difieren de un
recopilador de datos a otro.

Al buscar la métrica o el contador adecuado para el widget de su panel, tenga en cuenta que la métrica que
desea podria tener un nombre diferente al que esta pensando. Si bien las listas desplegables en Data
Infrastructure Insights suelen ser alfabéticas, a veces un término puede no aparecer en la lista donde usted
cree que deberia aparecer. Por ejemplo, términos como "capacidad bruta" y "capacidad utilizada" no aparecen
juntos en la mayoria de las listas.

Mejor practica: utilice la funcién de busqueda en campos como Filtrar por o lugares como el selector de
columnas para encontrar lo que esta buscando. Por ejemplo, si busca "cap", se mostraran todas las métricas
con "capacidad" en sus nombres, sin importar dénde aparezcan en la lista. Luego, podra seleccionar
facilmente las métricas que desee de esa lista mas corta.

Aqui hay algunas frases alternativas que puedes probar al buscar métricas:
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Cuando quieras encontrar:
UPC
Capacidad

Velocidad del disco

Host
Hipervisor
Microcodigo

Nombre

Leer / escribir

Maquina virtual

Prueba también a buscar:
Procesador

Capacidad utilizada Capacidad bruta Capacidad
aprovisionada Capacidad de pools de
almacenamiento Capacidad de <otro tipo de activo>
Capacidad escrita

Velocidad de disco mas baja Tipo de disco de menor
rendimiento

Hosts de hipervisor
El host es hipervisor
Firmware

Alias Nombre del hipervisor Nombre del
almacenamiento Nombre de <otro tipo de activo>
Nombre simple Nombre del recurso Alias de Fabric

Lectura/escritura parcial Escrituras pendientes IOPS -
Escritura Capacidad escrita Latencia - Lectura
Utilizacion de caché - lectura

La maquina virtual es virtual

Esta no es una lista completa. Estos son sélo ejemplos de posibles términos de busqueda.

Encontrar los activos adecuados

Los activos a los que puedes hacer referencia en los filtros y busquedas de widgets varian segun el tipo de

activo.

En los paneles y paginas de activos, el tipo de activo en torno al cual esta creando su widget determina los
otros contadores de tipo de activo para los cuales puede filtrar o agregar una columna. Tenga en cuenta lo

siguiente al crear su widget:

Este tipo de activo/contador:
Maquina virtual
Almacén(es) de datos
Hipervisor

Anfitrion(es)

Tela

Esta no es una lista completa.

Se puede filtrar por estos activos:

Kit de herramientas de gestion de vehiculos
Volumen interno VMDK Volumen de maquina virtual
La maquina virtual es el host del hipervisor

Volumen interno Volumen Cluster Host Maquina
virtual

Puerto

Mejor practica: Si esta filirando por un tipo de activo en particular que no aparece en la lista, intente construir

su consulta en torno a un tipo de activo alternativo.
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Ejemplo de diagrama de dispersion: conocer su eje

Cambiar el orden de los contadores en un widget de grafico de dispersion cambia los ejes en los que se
muestran los datos.

Acerca de esta tarea

Este ejemplo creara un grafico de dispersion que le permitira ver las maquinas virtuales de bajo rendimiento
que tienen alta latencia en comparacién con IOPS bajos.

Pasos
1. Cree o abra un panel en modo de edicion y agregue un widget Grafico de dispersion.

2. Seleccione un tipo de activo, por ejemplo, Maquina virtual.

3. Seleccione el primer contador que desea trazar. Para este ejemplo, seleccione Latencia - Total.
Latencia - Total se representa graficamente a lo largo del eje X del grafico.
4. Seleccione el segundo contador que desea trazar. Para este ejemplo, seleccione /IOPS - Total.

IOPS - Total se representa graficamente a lo largo del eje Y en el grafico. Las maquinas virtuales con
mayor latencia se muestran en el lado derecho del grafico. Solo se muestran las 100 maquinas virtuales
con mayor latencia, porque la configuracién Superior por eje X es la actual.

VM Latency vs IOPS X

Virtual Machine = |
Latency - Total * | | IOP5-Total » | | Filter By .

Roll Uo - Snow | Top by X-axis = _SD -

Color: W~

OPS - Tozal {I04s)

™
-]
50
25 ®
& L ]
& [ ]
[ ]
®
-] @ ® L
- -
8E% e © ® ®® B
6] 5 0 15 20 a5 30 35 40

Latency - Total (ms})

= -

5. Ahora invierta el orden de los contadores estableciendo el primer contador en /OPS - Total y el segundo
en Latencia - Total.

Latencia - Total ahora se representa a lo largo del eje Y en el grafico, y IOPS - Total a lo largo del eje X.
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Las maquinas virtuales con mayor |IOPS ahora se muestran en el lado derecho del grafico.

Tenga en cuenta que debido a que no hemos cambiado la configuracion Superior por eje X, el widget

ahora muestra las 100 principales maquinas virtuales con mayor IOPS, ya que esto es lo que actualmente

se traza a lo largo del eje X.

VM Latency vs IOPS X
Virtual Machine -

IOPS - Total = Latency - Total = Filter By .

Roll Up . Show | Top by X-axis = | 50 -

Color: W ~
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Puede elegir que el grafico muestre los N superiores en el eje X, los N superiores en el eje Y, los N inferiores
en el eje X o los N inferiores en el eje Y. En nuestro ejemplo final, el grafico muestra las 100 principales
maquinas virtuales que tienen el mayor total de IOPS. Si lo cambiamos a Superior por eje Y, el grafico
volvera a mostrar las 100 principales maquinas virtuales que tienen la latencia total mas alta.

Tenga en cuenta que en un grafico de dispersion, puede hacer clic en un punto para acceder a la pagina de
activos de ese recurso.

Paneles de muestra

Ejemplo de panel de control: Rendimiento de maquinas virtuales

Las operaciones de Tl se enfrentan hoy en dia a numerosos desafios. A los
administradores se les pide que hagan mas con menos, y tener visibilidad completa de
sus centros de datos dinamicos es imprescindible. En este ejemplo, le mostraremos
cdémo crear un panel con widgets que le brindan informacioén operativa sobre el
rendimiento de la maquina virtual (VM) en su inquilino. Si sigue este ejemplo y crea
widgets que se adapten a sus necesidades especificas, podra realizar tareas como
visualizar el rendimiento del almacenamiento de back-end en comparacion con el
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rendimiento de la maquina virtual de front-end, o ver la latencia de la maquina virtual en
comparacion con la demanda de E/S.

Acerca de esta tarea
Aqui crearemos un panel de rendimiento de maquina virtual que contenga lo siguiente:

* una tabla que enumera los nombres de las maquinas virtuales y los datos de rendimiento
 un grafico que compara la latencia de la maquina virtual con la latencia del almacenamiento
* un grafico que muestra IOPS de lectura, escritura y totales para maquinas virtuales

* un grafico que muestra el rendimiento maximo de sus maquinas virtuales

Este es solo un ejemplo basico. Puede personalizar su panel de control para resaltar y comparar cualquier
dato de rendimiento que elija, con el fin de orientar sus propias practicas operativas recomendadas.

Pasos
1. Inicie sesién en Insight como usuario con permisos administrativos.

2. Desde el menu Paneles de control, seleccione [+Nuevo panel de control].

Se abre la pagina Nuevo panel.

3. En la parte superior de la pagina, ingrese un nombre Unico para el panel, por ejemplo, "Rendimiento de
VM por aplicacion”.

4. Haga clic en Guardar para guardar el panel con el nuevo nombre.

5. Comencemos a agregar nuestros widgets. Si es necesario, haga clic en el icono Editar para habilitar el
modo Edicion.

6. Haga clic en el icono Agregar widget y seleccione Tabla para agregar un nuevo widget de tabla al panel.

Se abre el cuadro de didlogo Editar widget. Los datos predeterminados que se muestran corresponden a
todos los almacenamientos de su inquilino.

~

Table Widget =~ 10m

—| Hypervisor Name {

Virtual Machine

Capacity - Total (GB)

1OPS - Total (10/s)

Latency - Total (ms)

[H 10.197.143.53{9) - 1,680.58 1.80 12.04
H 10.197.143.54 (7) - 1,707.60 4.62 12.60
[H 10.197.143.57 (11} - 1,500.94 1.14 1.15
[H 10.197.143.58 {10) - 1,818.34 5.82 257
B AzureComputeDefaultAvailabilitySet (263 2 N7A N/A W/A NJA
[H anandh8162020113020-rg-avset.anandh816202( — N/A N/A N/A
[# anandh916202013287-rg-avset.anandh8162020: - N/A M/A N/A
[H anandh91720201288-rg-avset.anandh017202011 — N/A NfA N/A
= anjalivingrun4g-rg-avset.anjalivingrund8-rg.308: — N/A N/A N/A
= anjalivingruns0-rg-avset.anjalivingruns0-rg.308: — N/A N/A N/A
[H batutiscanaryHAS7a-rg-avset.batutiscanaryhad?  — N/A N/A N/A
i+ hatufiscanarvHAGTh-re-avset hatufiscanarvha®l  — N/A /A LIEES =

1. Podemos personalizar este widget. En el campo Nombre en la parte superior, elimine “Widget 1” e ingrese
“Tabla de rendimiento de maquina virtual”.
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2. Haga clic en el menu desplegable de tipo de activo y cambie Almacenamiento a Maquina virtual.
Los datos de la tabla cambian para mostrar todas las maquinas virtuales de su inquilino.

3. Agreguemos algunas columnas a la tabla. Haga clic en el icono de engranaje a la derecha y seleccione
Nombre del hipervisor, IOPS - Total y Latencia - Total. También puedes intentar escribir el nombre en la
busqueda para mostrar rapidamente el campo deseado.

Estas columnas ahora se muestran en la tabla. Puede ordenar la tabla por cualquiera de estas columnas.
Tenga en cuenta que las columnas se muestran en el orden en que se agregaron al widget.

4. Para este ejercicio, excluiremos las maquinas virtuales que no estén en uso activo, por lo que filtraremos
todas aquellas que tengan menos de 10 IOPS en total. Haga clic en el botén [+] junto a Filtrar por y
seleccione /OPS - Total. Haga clic en Cualquiera e ingrese "10" en el campo desde. Deje el campo para
vacio. Haga clic fuera del campo de filtro o presione Entrar para configurar el filtro.

La tabla ahora muestra solo las maquinas virtuales con 10 o mas IOPS totales.

5. Podemos contraer aun mas la tabla agrupando los resultados. Haga clic en el botdn [+] junto a Agrupar
por y seleccione un campo por el cual agrupar, como Aplicacion o Nombre del hipervisor. La agrupacion
se aplica automaticamente.

Las filas de la tabla ahora estan agrupadas segun su configuracion. Puede expandir y contraer los grupos
segun sea necesario. Las filas agrupadas muestran datos acumulados para cada una de las columnas.
Algunas columnas le permiten elegir el método de acumulacion para esa columna.

Virtual Machine Performance Table Override dashboard time b 4

Virtual Machine «

Filter by || I0PS - Total {10f5) | »=10 Group by || Hypervisor name +

181 items found in 4 groups @

[5] Hypervisor name L Name Hypervisor name IOPS - Total El I[.ate;nc.y- Total
iy ms

us-easc-1d (62) us-east-1d RollUpby | Avg + 1.94

uz-zast-1c (20) usz-zast-T¢ 0.80

us-sasc-1b (1) TBDemoEnv us-sast-1b 32.66 Q.70

us-east-1a (38) usz-zast-12 121.22 0.81

Cance' m

1. Cuando haya personalizado el widget de tabla a su gusto, haga clic en el boton [Guardar].

El widget de tabla se guarda en el panel de control.

Puede cambiar el tamafo del widget en el panel arrastrando la esquina inferior derecha. Haga el widget mas
ancho para mostrar todas las columnas claramente. Haga clic en Guardar para guardar el panel actual.

A continuacion agregaremos algunos graficos para mostrar el rendimiento de nuestra VM. Creemos un grafico
de lineas que compare la latencia de VM con la latencia de VMDK.
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. Si es necesario, haga clic en el icono Editar en el panel para habilitar el modo de edicion.

Haga clic en el icono [Agregar widget] y seleccione Grafico de lineas para agregar un nuevo widget de
grafico de lineas al tablero.

3. Se abre el cuadro de didlogo Editar widget. Nombre este widget "Latencia maxima de VM/VMDK"

Seleccione Maquina Virtual y elija Latencia - Max.. Establezca los filtros que desee o deje Filtrar por
vacio. Para Acumular, seleccione Suma por Todo. Muestra estos datos como un Grafico de lineas y deja
Eje Y como Principal.

Haga clic en el boton [+Consulta] para agregar una segunda linea de datos. Para esta linea, seleccione
VMDK y Latencia - Max.. Establezca los filtros que desee o deje Filtrar por vacio. Para Acumular,
seleccione Suma por Todo. Muestra estos datos como un Grafico de lineas y deja Eje Y como Principal.

6. Haga clic en [Guardar] para agregar este widget al panel.
| VM /VMDK Max Latency | [ Showiegend X
A)Query Virtual Machine ~ Convertto Expression [ i

Latency - Max = Filcer by |

Rollup | sum v | by | Al v B Maore options
Display: | Line chart « Y-axis: Color: W *
B) Query VMDK ~ Convert to Expression [0 E

Latency - Max = | | Filer by :

Rollup K Sum * | by [ Al > B3 More options
Dispiay: | Line chart « Y-axis: | Primary = Color H ¥
+ Query

Caﬂ cel E

A continuacion, agregaremos un grafico que muestra las IOPS de lectura, escritura y total de VM en un solo
grafico.

1.
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Haga clic en el icono [Agregar widget] y seleccione Grafico de area para agregar un nuevo widget de
grafico de area al tablero.

Se abre el cuadro de dialogo Editar widget. Nombra este widget "VM IOPS"

Seleccione Maquina virtual y elija IOPS - Total. Establezca los filtros que desee o deje Filtrar por vacio.
Para Acumular, elija Suma por Todo. Muestra estos datos como un Grafico de area y deja Eje Y como
Principal.

. Haga clic en el botén [+Consulta] para agregar una segunda linea de datos. Para esta linea, seleccione
Maquina virtual y elija /OPS - Lectura.

Haga clic en el boton [+Consulta] para agregar una tercera linea de datos. Para esta linea, seleccione
Maquina virtual y elija IOPS - Escritura.

Haga clic en Mostrar leyenda para mostrar una leyenda de este widget en el panel.



i VM IOPS | Show legend : 24 v b4

C) Query ‘ = Virtual Machine = | Convert ta Expression 1 E

| 10Ps - write = | | Filter by |

i Roll up ii Avg ol | by | All - ﬁ Meore options

Display: Area charl » Y-axis: Frimary = Cotor: | ] b

D) Query |7'7 Virtual Maching « | Convert to Expression [l @

| 10PS -Read v | | Filter by |

I Roll up !! Avg v | by | All - g More options
Display: | Areachart v | Y-axis: | Primary « Color: | B v
100
Lk
50
|all

= all

—— =

12-:00 PM 3:00 PM 6:00 PM S:00 PM 25_Jul 3:00 AM 6:00 AM 5:00 AM

| Cancel

1. Haga clic en [Guardar] para agregar este widget al panel.

A continuacion, agregaremos un grafico que muestra el rendimiento de la VM para cada aplicacién asociada
con la VM. Para ello utilizaremos la funcion Roll Up.

1. Haga clic en el icono [Agregar widget] y seleccione Grafico de lineas para agregar un nuevo widget de
grafico de lineas al tablero.
2. Se abre el cuadro de dialogo Editar widget. Nombre este widget "Rendimiento de VM por aplicacion”

3. Seleccione Maquina virtual y elija Rendimiento - Total. Establezca los filtros que desee o deje la opcién
Filtrar por vacia. Para acumular, elija “Max.” y seleccione por “Aplicacién” o “Nombre”. Mostrar las 10
mejores aplicaciones. Muestra estos datos como un grafico de lineas y deja el eje Y como principal.

4. Haga clic en [Guardar] para agregar este widget al panel.

Puede mover widgets en el panel manteniendo presionado el botén del mouse en cualquier lugar de la parte
superior del widget y arrastrandolo a una nueva ubicacion.

Puede cambiar el tamafo de los widgets arrastrando la esquina inferior derecha.
Asegurese de [Guardar] el panel después de realizar los cambios.

El panel de rendimiento de su maquina virtual final se vera asi:
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Observability / Analyze / VM Optimization / Summary

Filter By = Data Center All v X VirtualCenter IP  All
Summary
Save 2,228 cores by decommissioning 58 hypervisors &

©ooo Decommissioning these Hypervisors will reduce your consumption of cores by 27.9%

Top 10 clusters by cores savings opportunities

DC06/DC06_660_M660._...

DC06/DC06_660_M660._....

DC14/DC14_1460_M146...
DC06/DC06_660_M660._....
DC61/DC61_M6170_HNX...
DC62/DC62_M6270_HCl...
DC62/DC62_M6270_HNX...

DC14/DC14_1460_M146...

Z
>

DC14/DC14_1460_M146...

o

100.00 200.00 300.00 400.00 500.00
hosts.cpu.savings (cores)

Memory Savings (TiB)

38.9

26.8% savings

View All Hypervisor Decommissions

Trabajar con consultas

Consulta de assets y métricas

v X Cluster All

Hypervisor Decommissioning

@

~x@e

VM Reclamation

Save 74.8 TiB by reclaiming 343 virtual machines <

Reclaiming these VMs will reduce your allocated capacity by 8.5%

Underutilized capacity (TiB)

o _

0 9.77 19.53 29.30 39.06 48.83 5859  68.36
capacity.total (TiB)

VCPU Savings Memory Savings (TiB)

2,825 8.7

9.2% savings 8.0% savings

View All VM Reclamations

Consulta los activos fisicos y virtuales de tu infraestructura para monitorear el
rendimiento, solucionar problemas y realizar busquedas granulares basadas en criterios
personalizados como anotaciones. Data Infrastructure Insights permite consultas en
diversos tipos de activos, desde matrices de almacenamiento y hosts hasta aplicaciones

y maquinas virtuales, junto con métricas de integracion de Kubernetes, Docker y ONTAP
Advanced Data para una visibilidad completa.

Ten en cuenta que las reglas de anotacion, que asignan automaticamente anotaciones a los assets, requieren

una consulta que se haya compartido con todos. Mira abajo para mas informacion sobre como compartir

consultas.

Puede consultar los activos de inventario fisicos o virtuales (y sus métricas asociadas) en su inquilino, o las
métricas proporcionadas con la integracion, como Kubernetes u ONTAP Advanced Data.

Activos de inventario

Todos los tipos de activos de inventario (también llamados de infraestructura) (almacenamiento, switch, VM,
Application, etc.) pueden usarse en consultas, widgets de panel y paginas de destino de activos
personalizadas. Los campos y contadores disponibles para filtros, expresiones y visualizacion variaran entre

los tipos de activos.
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Métricas de integracion

Ademas de consultar activos de inventario y sus métricas de rendimiento asociadas, también puede consultar
métricas de datos de integracion, como las generadas por Kubernetes o Docker, o proporcionadas con
ONTAP Advanced Metrics.

0N 350 -
i 3:!:'

netapp_ontap ageregaie

netapp_oniap.resource_headroom_agpr

Compartir consultas

Controla el acceso a tus consultas eligiendo quién puede verlas y editarlas. Por defecto, las nuevas consultas
son privadas y visibles solo para ti, y puedes elegir compartirlas con usuarios especificos o con toda tu
organizacion con niveles de permiso flexibles (solo lectura o edicién).

Puedes elegir compartir la consulta con Todos o con usuarios seleccionados, con permisos de edicion o solo
lectura.

@ Los usuarios con permiso de Account Owner pueden ver todas las consultas,
independientemente de la configuracion de privacidad.

Creacion de consultas

Las consultas le permiten buscar los activos de su inquilino a un nivel granular, lo que le
permite filtrar los datos que desea y ordenar los resultados a su gusto.

Por ejemplo, puede crear una consulta para voliumenes, agregar un filtro para encontrar almacenes
especificos asociados con los volumenes seleccionados, agregar otro filtro para encontrar una anotacion
particular como "Nivel 1" en los almacenamientos seleccionados y, finalmente, agregar otro filtro para
encontrar todos los almacenamientos con IOPS - Lectura (I0/s) mayor a 25. Cuando se muestren los
resultados, podra ordenar las columnas de informacién asociadas con la consulta en orden ascendente o
descendente.

Nota: Cuando se agrega un nuevo recopilador de datos que adquiere activos, o se realizan anotaciones o
asignaciones de aplicaciones, puede consultar esos nuevos activos, anotaciones o aplicaciones solo después
de que se indexen las consultas. La indexacion se produce en un intervalo programado regularmente o
durante ciertos eventos, como la ejecucion de reglas de anotacion.

Crear una consulta es muy sencillo:
1. Vaya a Consultas > *+Nueva consulta.

2. Desde la lista 'Seleccionar...', seleccione el tipo de objeto que desea consultar. Puede desplazarse por la
lista 0 comenzar a escribir para encontrar mas rapidamente lo que esta buscando.

Lista de desplazamiento:
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awesome site [ All Queries /| New Query

|select... v

agent.node
agent.node_diskio
agent.node_fs
agent.node_net
Application
DataStore

Dizk

Fabric

GenericDevice

Escribir para buscar:
on aggr b
neiapp_ontap.ageregaie

netapp_ontap.resource_headroom_ager

Puede agregar filtros para limitar ain mas su consulta haciendo clic en el botén + en el campo Filtrar por.
Agrupar filas por objeto o atributo. Al trabajar con datos de integracion (Kubernetes, ONTAP Advanced
Metrics, etc.), puede agruparlos por multiples atributos, si lo desea.
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netapp_ontap.aggregate v

FiltearBy - cluster_name ci- x
Group aggr_name X -
5 items found )]
aggr_name cp_read_blocks cluster_name |
oci02sat0 0.5% oci-phonehome
ocid2satl 0.15 oci-phonehome
oci02sat2 212.64 oci-phonehome
oci01sat0 0.39 oci-phonehome
oci0lsatl 48.85 oci-phonehome -

La lista de resultados de la consulta muestra una serie de columnas predeterminadas, segun el tipo de objeto
buscado. Para agregar, eliminar o cambiar las columnas, haga clic en el icono de engranaje a la derecha de la
tabla. Las columnas disponibles varian segun el tipo de activo/métrica.

netapp_ontap.aggregate v
Filter By
Group aggr_name X -
aggr_name cp_read_blocks agent_version T -
|_| show Selected Only
aggr0_optimus_02 172 Apache-HttpClien' e
agent_version
agerl_optimus_02 408.84 Apache-HttpClient
|_| aggr_name
ocinaneqal_04_ager0 6.19 Apache-HupClient
] cluster_location
ocinanegal_03_agerl 8.48 Apache-HttpClien!
cluster_name
oci02satd 1.04 Apache-HttpClien'

[_] cluster_serial_number

|| cluster_version

Véalo en accion

"Explorar y analizar con consultas en Data Infrastructure Insights (Video)"

Seleccidn de agregacion, unidades y formato condicional

Agregacion y unidades

Para las columnas de "valor", puede refinar aun mas los resultados de su consulta eligiendo como se agregan

los valores mostrados, asi como seleccionando las unidades en que se muestran esos valores. Estas
opciones se encuentran seleccionando el menu de “tres puntos” en la esquina superior de una columna.
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https://media.netapp.com/video-detail/d0530e0b-a222-52e7-92b1-dbeeee41b712/explore-and-analyze-with-queries-in-data-infrastructure-insights

143 ftems found

agent.node_diskio T io_time (ms) n

nvmeldnl 20,604,960.00 "
gl v Aggregation

mvmelni 26,184,970.00 Group By Avg -
nvme0dni 4,642,684.00 Time Aggregate By Last v
mymednl 31,5918,988.00

* Unit Displa
nvmednl 29,258,256.00 s

Base Unit nilli [
nvme0nl 18,022,164.00 millisecond (ms)

Displayed In millisecond (ms) v
nvmealdnl 28,483,300.00
nvmednl 69,835,016.00 ~ Conditional Formatting Reset
nvma0nl 13,852,780.00 ifvalueis > (Greater than) hd
nvme0ni 44,169,696.00 A Warning Optiona ms
nvme0ni 12,138,928.00 © Critical Optiona ms
mymelnl 5,234,528.00

? Rename Column
nvmednl 34,260,552.00

Unidades

Puede seleccionar las unidades en las que desea mostrar los valores. Por ejemplo, si la columna
seleccionada muestra la capacidad bruta y los valores se muestran en GiB, pero prefiere mostrarlos como TiB,
simplemente seleccione TiB en el menu desplegable Visualizacion de unidades.

Agregacion

De la misma manera, si los valores mostrados se agregan a partir de los datos subyacentes como "Promedio”,
pero prefiere mostrar la suma de todos los valores, seleccione "Suma" en el menu desplegable Agrupar por (si
desea que los valores agrupados muestren las sumas) o en el menu desplegable Agregar por tiempo (si
desea que los valores de las filas muestren sumas de los datos subyacentes).

Puede elegir agregar puntos de datos agrupados por Promedio, Max., Min. o Suma.

Puede agregar datos de filas individuales por Promedio, Ultimo punto de datos adquirido, Maximo, Minimo o
Suma.

Formato condicional

El formato condicional le permite resaltar los umbrales de nivel de advertencia y nivel critico en la lista de
resultados de la consulta, lo que brinda visibilidad instantanea a valores atipicos y puntos de datos
excepcionales.
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143 items found

Metrice & Altributes

agent.node_diskio T io_time (sec) E

nvmednl

> Aggregation
nvmelnl
> Unit Display
nvrmednd 4,642.68
v Conditional Formatting Reset
Ifvalue is > (Greater than) v
nvmednl
A Warning 10000 sec
nvrnednl
@ critical 20000 sec

nvmelnl
nvmednl > Rename Column

nvmednl

El formato condicional se establece por separado para cada columna. Por ejemplo, puede elegir un conjunto
de umbrales para una columna de capacidad y otro conjunto para una columna de rendimiento.

Cambiar nombre de columna

Al cambiar el nombre de una columna, se cambia el nombre que se muestra en la lista de resultados de la
consulta. El nuevo nombre de la columna también se muestra en el archivo resultante si exporta la lista de
consultas a .CSV.

Ahorrar

Después de haber configurado su consulta para mostrarle los resultados que desea, puede hacer clic en el
boton Guardar para guardar la consulta para uso futuro. Dale un nombre significativo y unico.

Mas sobre el filtrado

Comodines y expresiones

Cuando filtra texto o valores de lista en consultas o widgets del panel, a medida que comienza a escribir se le
presenta la opcién de crear un filtro comodin basado en el texto actual. Al seleccionar esta opcion se
devolveran todos los resultados que coincidan con la expresion comodin. También puede crear expresiones
usando NOT u OR, o puede seleccionar la opcién "Ninguno" para filtrar valores nulos en el campo.

kubernetes.pod v
Filter By - pod_name | ingest v X Bd @
Group pod_name “i Create wildcard containing "ingest”

ci-service-datalake-ingestion-85bsbdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

71 items found

None
Table Row Grouping
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Los filtros basados en comodines o expresiones (por ejemplo, NO, O, "Ninguno", etc.) se muestran en azul
oscuro en el campo de filtro. Los elementos que seleccione directamente de la lista se muestran en azul claro.

kubernetes.pod v

FillerBy = pod_name ci-service-audit-5f775dd975-bride X X v |X e @

Group pod_name X v

3 items found

pod_name
ci-service-audit-5f775dd975-bridc
ci-service-datalake-ingestion-85b5bdfded-2gbwr

service-foundation-ingest-767dfd5bfc-vxd5p

Tenga en cuenta que el filtrado de comodines y expresiones funciona con texto o listas, pero no con numeros,
fechas o valores booleanos.

Filtros de refinacion

Puede utilizar lo siguiente para refinar su filtro:

Filtrar Qué hace Ejemplo Resultado

* (Asterisco) te permite buscar todo vol*rhel devuelve todos los
recursos que comienzan
con "vol" y terminan con

"rhel"

? (signo de interrogacion) le permite buscar un BOS-PRD??-S12 devuelve BOS-PRD12
numero especifico de -S12, BOS-PRD23-S12, y
caracteres asi sucesivamente

0] le permite especificar FAS2240 O CX600 O devuelve cualquiera de
multiples entidades FAS3270 los modelos FAS2440,

CX600 o FAS3270

NO le permite excluir texto de  NO EMC* devuelve todo lo que no
los resultados de comience con "EMC"
busqueda
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Ninguno busca valores NULL en Ninguno devuelve resultados
todos los campos donde el campo de
destino esta vacio

No * busca valores NULL en No * devuelve resultados
campos solo texto donde el campo de
destino esta vacio

Si encierra una cadena de filtro entre comillas dobles, Insight trata todo lo que esté entre la primera y la Ultima
comilla como una coincidencia exacta. Cualquier caracter especial u operador dentro de las comillas se tratara
como literal. Por ejemplo, filtrar por "*" devolvera resultados que son un asterisco literal; el asterisco no se
tratara como un comodin en este caso. Los operadores OR y NOT también se trataran como cadenas literales
cuando estén entre comillas dobles.

Filtrado de valores booleanos

Al filtrar un valor booleano, es posible que se le presenten las siguientes opciones para filtrar:

» Cualquiera: Esto devolvera fodos los resultados, incluidos los resultados configurados como "Si", "No" o
no configurados en absoluto.

 Si: Devuelve solo resultados "Si". Tenga en cuenta que DIl muestra "Si" como una marca de verificacion
en la mayoria de las tablas. Los valores se pueden establecer en "Verdadero", "Activado”, etc.; DIl trata
todos estos como "Si".

* No: Devuelve solo resultados "No". Tenga en cuenta que DIl muestra "No" como una "X" en la mayoria de
las tablas. Los valores se pueden establecer en "Falso", "Desactivado”, etc.; DIl trata todos estos como
"NO".

* Ninguno: Devuelve solo resultados en los que no se ha establecido ningun valor. También conocidos
como valores "Nulos".

¢ Qué hago ahora que tengo los resultados de la consulta?

La consulta proporciona un lugar sencillo para agregar anotaciones o asignar aplicaciones a los activos. Tenga
en cuenta que solo puede asignar aplicaciones o anotaciones a sus activos de inventario (disco,
almacenamiento, etc.). Las métricas de integracidén no pueden asumir anotaciones ni asignaciones de
aplicaciones.

Para asignar una anotacion o aplicacién a los activos resultantes de su consulta, simplemente seleccione
el/los activo(s) utilizando la columna de casilla de verificacion a la izquierda de la tabla de resultados, luego
haga clic en el boton Acciones masivas a la derecha. Seleccione la accidén que desea aplicar a los activos
seleccionados.
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Volume v

Filter By ~ Name Any X

Query Results (5) Bulk Actions ¥

Add Annotation

B nName T Storage Pools Capacity - Raw (GB) Mapped Ports

Remove Annotation
N/A

Add Application
N/A

Remove Application
N/A USIWINOOWS_ 20Ut

N/A 0OS:windows

N/A 0S:linux

Las reglas de anotacion requieren consulta

Si esta configurando"Reglas de anotacion" , cada regla debe tener una consulta subyacente con la que
trabajar. Pero como has visto anteriormente, las consultas pueden hacerse tan amplias o tan especificas como
necesites.

Consultas de visualizacion

Puede ver sus consultas para monitorear sus activos y cambiar la forma en que sus
consultas muestran los datos relacionados con sus activos.

Pasos
1. Inicie sesién en su inquilino de Data Infrastructure Insights .

2. Haga clic en Consultas y seleccione Mostrar todas las consultas. Puede cambiar la forma en que se
muestran las consultas realizando cualquiera de las siguientes acciones:

3. Puede ingresar texto en el cuadro de filtro para buscar y mostrar consultas especificas.

4. Puede cambiar el orden de clasificacion de las columnas en la tabla de consultas a ascendente (flecha
hacia arriba) o descendente (flecha hacia abajo) haciendo clic en la flecha en el encabezado de la
columna.

5. Para cambiar el tamafio de una columna, pase el mouse sobre el encabezado de la columna hasta que
aparezca una barra azul. Coloque el ratdn sobre la barra y arrastrela hacia la derecha o hacia la izquierda.

6. Para mover una columna, haga clic en el encabezado de la columna y arrastrelo hacia la derecha o hacia
la izquierda.

Al desplazarse por los resultados de la consulta, tenga en cuenta que los resultados pueden cambiar a
medida que Data Infrastructure Insights sondea automaticamente a sus recopiladores de datos. Esto puede

provocar que falten algunos elementos o que algunos elementos aparezcan fuera de orden segun como estén
ordenados.

Exportar los resultados de la consulta a un archivo .CSV

Puede exportar los resultados de cualquier consulta a un archivo .CSV, lo que le
permitira analizar los datos o importarlos a otra aplicacion.

Pasos
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1. Inicie sesidon en Data Infrastructure Insights.

2. Haga clic en Consultas y seleccione Mostrar todas las consultas.
Se muestra la pagina Consultas.
3. Haga clic en una consulta.

4. Hacer clici para exportar los resultados de la consulta a un archivo .CSV.

(D La exportacion a .CSV también esta disponible en el menu de "tres puntos" en los widgets de la
tabla del panel, asi como en la mayoria de las tablas de paginas de destino.

Exportacion asincrénica

Exportar datos a .CSV puede tardar desde unos segundos hasta varias horas, dependiendo de la cantidad de
datos a exportar. Data Infrastructure Insights exporta esos datos de forma asincronica, por lo que puede seguir
trabajando mientras se compila el archivo .CSV.

Vea y descargue sus exportaciones .CSV seleccionando el icono "Campana" en la barra de herramientas
superior derecha.

Tenant N _
Q S:::;ard?}n;eMain o ‘ (7 9 Tony Lavoie ¥

4 CSVDownloads (1)

@ query_export_disk_1748360447802.csv is Ready to Download ~

Size: 13.29 KiB
Initiated: 05/27/2025 11:40:47 AM
Ready: 05/27/2025 11:40:48 AM

‘ Download

Just now

Los datos exportados reflejaran el filtrado actual, las columnas y los nombres de columnas mostrados.

Comas en los nombres de los activos

Nota: Cuando aparece una coma en el nombre de un activo, la exportacion encierra el nombre entre comillas,
preservando el nombre del activo y el formato .csv adecuado.

¢Formato de hora o no formato de hora?

Al abrir un archivo .CSV exportado con Excel, si tiene un nombre de objeto u otro campo que tiene el formato
NN:NN (dos digitos seguidos de dos puntos seguidos de dos digitos mas), Excel a veces interpretara ese
nombre como un formato de hora, en lugar de formato de texto. Esto puede provocar que Excel muestre
valores incorrectos en esas columnas. Por ejemplo, un objeto llamado "81:45" se mostraria en Excel como
"81:45:00".

Para solucionar esto, importe el archivo .CSV a Excel siguiendo estos pasos:
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1. Abra una nueva hoja en Excel.

En la pestafa "Datos", seleccione "Desde texto".

Localice el archivo .CSV deseado y haga clic en "Importar".

En el asistente de importacion, seleccione “Delimitado” y haga clic en Siguiente.
Seleccione “Coma” como delimitador y haga clic en Siguiente.

Seleccione las columnas deseadas y elija "Texto" para el formato de datos de la columna.

N o o k&~ 0 DN

Haga clic en Finalizar.

Sus objetos deben mostrarse en Excel en el formato adecuado.

Modificar o eliminar una consulta

Puede cambiar los criterios asociados a una consulta cuando desee cambiar los criterios
de busqueda de los activos que esta consultando.

Modificar una consulta

Pasos
1. Haga clic en Explorar y seleccione Todas las consultas métricas.

Se muestra la pagina Consultas.

2. Haga clic en el nombre de la consulta
3. Para agregar un criterio a la consulta, haga clic en el icono Columnas y seleccione una métrica o atributo
de la lista.

Cuando haya realizado todos los cambios necesarios, realice una de las siguientes acciones:

* Haga clic en el boton Guardar para guardar la consulta con el nombre utilizado inicialmente.

» Haga clic en el menu desplegable junto al boton Guardar y seleccione Guardar como para guardar la
consulta con otro nombre. Esto no sobrescribe la consulta original.

* Haga clic en el menu desplegable junto al boton Guardar y seleccione Cambiar nombre para cambiar el
nombre de la consulta que utilizé inicialmente. Esto sobrescribe la consulta original.

» Haga clic en el menu desplegable junto al boton Guardar y seleccione Descartar cambios para revertir la
consulta a los ultimos cambios guardados.

Eliminar una consulta

Para eliminar una consulta, haga clic en Consultas y seleccione Mostrar todas las consultas, y realice una
de las siguientes acciones:

1. Haga clic en el menu de "tres puntos" a la derecha de la consulta y haga clic en Eliminar.

2. Haga clic en el nombre de la consulta y seleccione Eliminar en el menu desplegable Guardar.

Asignar varias aplicaciones a los activos o eliminar varias aplicaciones de ellos

Puedes asignar varios"aplicaciones" o eliminar multiples aplicaciones de los activos
mediante una consulta en lugar de tener que asignarlas o eliminarlas manualmente.
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@ Puede utilizar estos pasos para agregar o eliminar'anotaciones" del mismo modo.

Antes de empezar
Ya debe haber creado una consulta que encuentre todos los activos que desea editar.

Pasos
1. Haga clic en Explorar y seleccione Consultas métricas.

Se muestra la pagina Consultas.
2. Haga clic en el nombre de la consulta que encuentra los activos.
Se muestra la lista de activos asociados con la consulta.

3. Seleccione los activos deseados en la lista 0 haga clic en la casilla de verificacion superior para
seleccionar Todos.

Se muestra el menu desplegable Acciones masivas.

4. Para agregar una aplicacion a los activos seleccionados, haga clic en Acciones masivas y seleccione
Agregar aplicacion.

5. Seleccione una o mas aplicaciones.
Puede seleccionar varias aplicaciones para hosts, volumenes internos, gtrees y maquinas virtuales; sin
embargo, puede seleccionar solo una aplicacién para un volumen o un recurso compartido.

6. Haga clic en Guardar.

7. Para eliminar una aplicacion asignada a los activos, haga clic en Acciones masivas y seleccione Eliminar
aplicacion.

8. Seleccione la aplicacion o aplicaciones que desea eliminar.
9. Haga clic en Eliminar.
Cualquier aplicacion nueva que asigne anulara cualquier aplicacion en el activo que se haya derivado de otro

activo. Por ejemplo, los volumenes heredan aplicaciones de los hosts y, cuando se asignan nuevas
aplicaciones a un volumen, la nueva aplicacion tiene prioridad sobre la aplicacion derivada.

Después de hacer clic en Guardar en una adicion masiva o Eliminar en una accion de eliminacion masiva,

Data Infrastructure Insights le informa que la accion tardara algun tiempo. Puede ignorar este mensaje; la
accion continuara en segundo plano.

Para entornos con grandes cantidades de activos relacionados, la herencia de las asignaciones
de aplicaciones a esos activos podria demorar varios minutos. Por favor, permita mas tiempo
para que se produzca la herencia si tiene muchos activos relacionados.

Copiar valores de la tabla

Puede copiar valores de las tablas al portapapeles para usarlos en cuadros de busqueda
u otras aplicaciones.

Acerca de esta tarea
Hay dos métodos que puede utilizar para copiar valores de tablas o resultados de consultas al portapapeles.
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Pasos

1. Método 1: Resalte el texto deseado con el mouse, copielo y péguelo en los campos de busqueda u otras
aplicaciones.

2. Método 2: Para campos de valor unico, pase el cursor sobre el campo y haga clic en el icono del
portapapeles que aparece. El valor se copia al portapapeles para su uso en campos de busqueda u otras
aplicaciones.

Tenga en cuenta que solo se pueden copiar valores que sean vinculos a activos utilizando este método.
Soélo los campos que incluyen valores unicos (es decir, no listas) tienen el icono de copia.
Explorador de registros

El explorador de registros de Data Infrastructure Insights es una herramienta poderosa
para consultar registros del sistema. Ademas de ayudar con las investigaciones, también
puede guardar una consulta de registro en un Monitor para proporcionar alertas cuando
se activen esos desencadenadores de registro particulares.

Para comenzar a explorar los registros, haga clic en Consultas de registro > +Nueva consulta de registro.

Seleccione un registro disponible de la lista.

|select... v

logs.kubernetes
logs.kubernetes.events
logs.netapp.ems

logs.ontapems

logs.syslog
@ Los tipos de registros disponibles para consulta pueden variar segun su entorno. Es posible que
con el tiempo se agreguen tipos de registros adicionales.

Puede establecer filtros para refinar aun mas los resultados de la consulta. Por ejemplo, para encontrar todos
los mensajes de registro que muestran una falla, configure un filtro para Mensajes que contengan la palabra
"fallo".

Puede comenzar a escribir el texto deseado en el campo de filtro; Data Infrastructure Insights le
solicitara que cree una busqueda con comodines que contenga la cadena a medida que
escribe.

Los resultados se muestran en un grafico que muestra la cantidad de instancias de registro en cada periodo
de tiempo mostrado. Debajo del grafico se encuentran las propias entradas del registro. El grafico y las
entradas se actualizan automaticamente segun el rango de tiempo seleccionado.

60



2gebjfo / All Log Queries | New Query

logs.netapp.ems W

Filter By - message | [REil-ad

a

Log Entries
timestamp source

10/21/2021 10:55:39 AM
561f7-7a66-11€2-9659-
123478563412;n0de:885d3681-
T9d0-11e2-85a3-811faf325091;

10/21/2021 10:55:39 AM
561f7-7a66-112-8609-
123478563412;n0de:885d3681-
79d0-11e2-85a3-811faf325b01;

10/21/2021 10:54:40 AM
561f7-7a66-112-9695-
123478563412;node:0zc4fbd1-
79d0-11e2-b141-
417dRerfdaT:

Filtracion

Incluir / Excluir

@© Last3Hours

vx@

message

agent:EmsCellectoricluster:add  menitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSUL has failed

-

Create a Log Monitor

Bucket: 5 minutes

Last updated 10/21/2021 11:04:56 AM @

agent:EmsCollector;cluster:add  menitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSU1 Power Output has failed

agent:EmsCollector;cluster:add  monitor.chassisPowerSupply.degraded: Chassis power supply 1 is degraded: PSU1 Power Qutput has failed

Al filtrar los registros, puede elegir incluir (es decir, "Filtrar a") o excluir las cadenas que escribe. Las cadenas
excluidas se muestran en el filtro completado como "NOT <string>".

logs.netapp.ems v

Filter By Ems.ems_meassage_type

Chart: Group By - All

4k

|l v |x

() Filterto (@ Exclude

S e

app.log.info '
app.log.notice

arw.wserver.state

Los filtros basados en comodines o expresiones (por ejemplo, NO, O, "Ninguno", etc.) se muestran en azul
oscuro en el campo de filtro. Los elementos que seleccione directamente de la lista se muestran en azul claro.

@ En cualquier momento, puede hacer clic en Crear un monitor de registro para crear un nuevo
monitor basado en el filtro actual.

Filtrado avanzado

Cuando filtra texto o valores de lista en consultas o widgets del panel, a medida que comienza a escribir se le
presenta la opcion de crear un filtro comodin basado en el texto actual. Al seleccionar esta opcién se
devolveran todos los resultados que coincidan con la expresion comodin. También puede crear expresiones
usando NOT, AND u OR, o puede seleccionar la opcion "Ninguno" para filtrar valores nulos.
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Asegurese de guardar su consulta con anticipacion y con frecuencia a medida que crea su
filtrado. La consulta avanzada es una entrada de cadena de "formato libre" y pueden ocurrir
errores de analisis a medida que se compila.

Eche un vistazo a esta imagen de pantalla que muestra resultados filtrados para una consulta avanzada del
registro logs.kubernetes.event. En esta pagina estan sucediendo muchas cosas, que se explican debajo de la

imagen:

Customer-System / Observability / All Log Quer

logs.kubernetes.event =

Filter By (7]

(reason:"failed™ AND NOT reason:FailedMount} AND (metadata.namespacer™monitoring” AND NOT (metadata.namespace:"cm-monitaring” OR

metadata.namespace:"eg-monitoring”))

Chart: Group By

: ®

|
z
|

4:00 AM  65:00 AM 300 AM 10:00
AM

solrce %

Log Entries @

12:00 PM 2:00 PM

es | Advanced Query Example

Show  Top A

4:00PM  B00PM

Legend

10:00 PM  Aug 26

® Aug 25, 2023 -

Show Others

Aug 26, 2023

10:15 AM

2:00 AM

B save |"

(
Create a Log Monitor

Need Help?

X X
“

Reset Zoom | Bucket: 30 minutes

400 AM 500 AM B0 AM  T0:00
AM

Last updated 08/30/2023 9:54:13 AM t}

timestamp source message metadata.namespace T reason
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed =
stream;namespace:33504- exceaded
monitering;pod_namezevent-
exporter-5dbE7dbag5-bxmkf;
08/26/2023 8:40:28 AM kubernetes_clusterieg- Error: context deadline k3s-cm-monitoring Failed
strearm;namespace:ph- exceaded
maonitoring;pod_namezevent-
exporter-c4446976c-jxrdg;
NRFFAIIND 2 R-AN-D20 AM lenharnatas Flhisterao- Freaes Failad +n recanm k2c-rm-mnnitaring Failad

1. Esta cadena de consulta avanzada filtra lo siguiente:

o Filtrar las entradas de registro con un motivo que incluya la palabra "fallido", pero nada con el motivo
especifico "FailedMount".

o Incluya cualquiera de aquellas entradas que también incluyan un metadata.namespace que incluya la
palabra "monitoring", pero excluya los espacios de nombres especificos de "cm-monitoring" o "eg-
monitoring".

Tenga en cuenta que en el caso anterior, dado que tanto "cm-monitoring" como "eg-monitoring"
contienen un guion ("-"), las cadenas deben incluirse entre comillas dobles o se mostrara un error de
analisis. Las cadenas que no incluyen guiones, espacios, etc. no necesitan estar entre comillas. En
caso de duda, intente poner la cadena entre comillas.

2. Los resultados del filtro actual, incluidos los valores de "Filtrar por" Y el filtro de consulta avanzada, se

muestran en la lista de resultados. La lista se puede ordenar por cualquier columna mostrada. Para
mostrar columnas adicionales, seleccione el icono de "engranaje”.

62



3. Se ha ampliado el gréafico para mostrar solo los resultados del registro que ocurrieron dentro de un periodo
de tiempo especifico. El rango de tiempo que se muestra aqui refleja el nivel de zoom actual. Seleccione
el boton Restablecer zoom para restablecer el nivel de zoom al rango de tiempo actual de Data
Infrastructure Insights .

4. Los resultados del grafico se han agrupado por el campo source. El grafico muestra los resultados en
cada columna agrupados por colores. Al pasar el cursor sobre una columna en el grafico, se mostraran
algunos detalles sobre las entradas especificas.

9:00 10:00 1100  12:00 1:00 2:00 3:00 4:00 5
AM AM AM P PM P P P

Friday 08/25/2023 03:51:00 AM

. kubernetes_clustervanillaZzs:namespace:docker- 1 33.33%
monitoring;pod_name:event-exporter-
Td468bhbfsb-8bzqt:

. kubernetes_clustervanillaZs:namespace:eg- 1 33.33%
monitoring pod_nameievent-exporter-
TcdchB66dE6-xdImb;
kubernetes_clustervanillaZs:namespaceioc-k3s- 1 33.33%
monitoring;pod_name:event-exporter-
godsfcfds-lbgae;
Total E ]

Filtros de refinacion

Puede utilizar lo siguiente para refinar su filtro:

Filtrar Qué hace

* (Asterisco) te permite buscar todo

? (signo de interrogacion) le permite buscar un niumero especifico de caracteres
0] le permite especificar multiples entidades

NO le permite excluir texto de los resultados de busqueda
Ninguno busca valores NULL en todos los campos

No * busca valores NULL en campos solo texto

Si encierra una cadena de filtro entre comillas dobles, Insight trata todo lo que esté entre la primera y la ultima
comilla como una coincidencia exacta. Cualquier caracter especial u operador dentro de las comillas se tratara
como literal. Por ejemplo, filtrar por "*" devolvera resultados que son un asterisco literal; el asterisco no se
tratara como un comodin en este caso. Los operadores OR y NOT también se trataran como cadenas literales
cuando estén entre comillas dobles.

Puede combinar un filtro simple con un filiro de consulta avanzado; el filtro resultante es un "Y" de los dos.
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La leyenda del grafico

La Leyenda debajo del grafico también tiene algunas sorpresas. Para cada resultado (basado en el filtro
actual) que se muestra en la Leyenda, tiene la opcién de mostrar solo los resultados de esa linea (Agregar
filtro) o de mostrar cualquier resultado que NO sea para esa linea (Agregar filtro de exclusion). El grafico y la
lista de entradas del registro se actualizan para mostrar resultados segun su seleccion. Para eliminar este
filtrado, abra la Leyenda nuevamente y seleccione la [X] para borrar el filtro basado en Leyenda.

Legend

27.78% =

£Ln

B kubemetes_cluster:vanil = .=
IaEE;.namespacE:dOEker- Add Filter
monitoring;pod_name:e
vent-exporter-
7d468bbf5b-8bzqt;

27.78%

()]

B kubemnetes_cluster:vanil = .=
la25;namespace:eg-
monitoring;pod_name:e
vent-exporter-
Tedcbeeede-xd9mbs;

B kubemnetes_cluster:vanil = .= 3 16.67%
la25;namespace:oc-k3s-
monitoring;pod_name:e

e et a et

Detalles del registro

Al hacer clic en cualquier parte de una entrada de registro de la lista, se abrira un panel de detalles para esa
entrada. Aqui podras explorar mas informacién sobre el evento.

Haga clic en "Agregar filtro" para agregar el campo seleccionado al filtro actual. La lista de entradas del
registro se actualizara segun el nuevo filtro.

Tenga en cuenta que algunos campos no se pueden agregar como filtros; en esos casos, el icono Agregar
filtro no esta disponible.
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Log Details

timestamp

09/20/2021 9:03:36 PM

message

2021-09-20T15:33:36Z E! [processors.execd] stderr: "Total time to process
mountstats file: /hostfs/proc/1/mountstats, was: 05"

it

node_name:

50urce:

Lype:

=] Kubernetes

227814532095936770

ci-auto-dsacqg-insights-1.cloudinsi ghum
dev.netapp.com E
telegraf-ds-dfce5

logs.kubernetes

kubernetes.anno  telegraf-hostaccess
tations.openshift
JO_SCC:

kubernetes.cont «ci-
ainer_hash: registry.nane.openenglab.netapp.com:

fM77 Iraloorafifichad RA-NNhABa Trr TR ¢

Solucién de problemas

Aqui encontrara sugerencias para solucionar problemas con consultas de registro.

Problema:

Prueba esto:

No veo mensajes de "depuracion" en mi consulta de  No se recopilan mensajes del registro de depuracion.

registro

Para capturar los mensajes que desea, cambie la
gravedad del mensaje correspondiente a nivel
informativo, error, alerta, emergencia_ o aviso.

Identificacién de dispositivos inactivos

Identificar los activos que tiene y quién los utiliza es fundamental para “dimensionarlos
correctamente” y liberar infraestructura no utilizada. Puede reasignar o desmantelar
facilmente recursos infrautilizados y evitar compras innecesarias.

Utilice los siguientes pasos para identificar activos inactivos.

Pasos

* Vaya a Observabilidad > Explorar — +Nueva consulta de métricas.

» Seleccione Almacenamiento en el menu desplegable.
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* Haga clic en el engranaje y agregue isActive como columna.

Las filas que muestran una verificacion estan activas. "X" indica dispositivos inactivos.

Para eliminar dispositivos inactivos, simplemente seleccione los dispositivos que desea eliminar y en el menu
desplegable Acciones masivas, seleccione Eliminar dispositivos inactivos.

Perspectivas

Perspectivas

Los conocimientos le permiten analizar aspectos como el uso de recursos y como afecta
a otros recursos, o bien, realizar analisis de tiempo hasta completar el trabajo.

Hay una serie de informacion disponible. Vaya a Paneles > Insights para comenzar a explorar. Puede ver los
Insights activos (Insights que se estan produciendo actualmente) en la pestana principal, o los Insights
inactivos en la pestafna Insights inactivos. Las perspectivas inactivas son aquellas que anteriormente estaban
activas pero que ya no ocurren.

Tipos de informacion

Recursos compartidos bajo presion

Las cargas de trabajo de alto impacto pueden reducir el rendimiento de otras cargas de trabajo en un recurso
compartido. Esto pone bajo presion el recurso compartido. Data Infrastructure Insights proporciona
herramientas para ayudarlo a investigar la saturacion de recursos y el impacto en su inquilino."Mas
informacion”

Los espacios de nombres de Kubernetes se estan quedando sin espacio

La informacion sobre espacios de nombres de Kubernetes que se quedan sin espacio le brinda una vision de
las cargas de trabajo en sus espacios de nombres de Kubernetes que corren el riesgo de quedarse sin
espacio, con una estimacion de la cantidad de dias restantes antes de que cada espacio se llene."Mas
informacion”

Recupere el almacenamiento en frio de ONTAP

La informacion Reclaim ONTAP Cold Storage proporciona datos sobre la capacidad de frio, los posibles
ahorros de costos y energia y las acciones recomendadas para los volumenes en los sistemas ONTAP ."Mas
informacion”

Esta es una funcion de vista previa y puede cambiar con el tiempo a medida que se realicen
mejoras. "Mas informacion" Acerca de las funciones de vista previa de Data Infrastructure
Insights .

Perspectivas: Recursos compartidos bajo presion

Las cargas de trabajo de alto impacto pueden reducir el rendimiento de otras cargas de
trabajo en un recurso compartido. Esto pone bajo presion el recurso compartido. Data
Infrastructure Insights proporciona herramientas para ayudarlo a investigar la saturacion
de recursos y el impacto en su inquilino.
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Terminologia
Cuando hablamos de carga de trabajo o impacto en los recursos, las siguientes definiciones son utiles.

Una carga de trabajo exigente es una carga de trabajo que actualmente se identifica como que afecta a
otros recursos en el grupo de almacenamiento compartido. Estas cargas de trabajo generan mayores IOPS
(por ejemplo), lo que reduce las IOPS en las cargas de trabajo afectadas. Las cargas de trabajo exigentes a
veces se denominan cargas de trabajo de alto consumo.

Una Carga de trabajo impactada es una carga de trabajo que se ve afectada por una carga de trabajo de
alto consumo en el grupo de almacenamiento compartido. Estas cargas de trabajo experimentan IOPS
reducidas y/o mayor latencia, causadas por las cargas de trabajo exigentes.

Tenga en cuenta que si Data Infrastructure Insights no ha descubierto la carga de trabajo computacional
principal, el volumen o el volumen interno en si se reconocera como la carga de trabajo. Esto se aplica tanto a
cargas de trabajo exigentes como a cargas de trabajo impactadas.

Saturacion de recursos compartidos es la relacion entre las IOPS impactantes y la linea base.

La linea base se define como el punto de datos maximo informado para cada carga de trabajo en la hora
inmediatamente anterior a la saturacién detectada.

Una Contencién o Saturacion ocurre cuando se determina que las IOPS afectan otros recursos o cargas de
trabajo en el grupo de almacenamiento compartido.

Cargas de trabajo exigentes

Para comenzar a analizar las cargas de trabajo exigentes e impactadas en sus recursos compartidos, haga
clic en Paneles > Informacién y seleccione la informacién Recursos compartidos bajo estrés.

Dashboards Dashboards
Queries + Mew Dashboard
Alert=

Insights
Reports o
Manage Kubernetes Explore

Data Infrastructure Insights muestra una lista de todas las cargas de trabajo donde se ha detectado una
saturacion. Tenga en cuenta que Data Infrastructure Insights mostrara cargas de trabajo en las que se haya
detectado al menos un recurso exigente o recurso impactado.

Haga clic en una carga de trabajo para ver la pagina de detalles correspondiente. El grafico superior muestra

la actividad en el recurso compartido (por ejemplo, un grupo de almacenamiento) en el que se produce la
contencion/saturacion.
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7 Shared resource sp-444 was under stress
| The I0PS of 1 workload had saturated the shared resource sp-444 and were impacting the performance of 1 other workload, _ > »
1 -

Shared Resource & sp-444 @

Utilization (%)

nsrgh Detectec @ | | End of Evant
0o PW ) s
—_—peddd

Debajo hay dos graficos que muestran las cargas de trabajo exigente y las cargas de trabajo que se ven
afectadas por esas cargas de trabajo exigentes.

Demanding Workloads (1) @
Petentially impacted the shared resource snd other related warkleads

Contributing IOPS «

lops.total (107s)

insight Detected @ | -End of Event

Woikload Curvent Contributing I0PS (10/s) | Change Sinee Detection (10/3s)

B B intematvolume-331 500.00 +130.00

Impacted Workloads (1) @

Impacted by changed workloads on the shared resource

Latency =

latencytotal (ms)
10

| Endof Event

00 B 500 FM i
Waorkload Current Latency (ms) | Change Since Detection (ms]
W & intemalvolume-332 200,00 +110.00

Debajo de cada tabla hay una lista de cargas de trabajo y/o recursos que afectan o se ven afectados por la
contencion. Al hacer clic en un recurso (por ejemplo, una maquina virtual) se abre una pagina de detalles de
ese recurso. Al hacer clic en una carga de trabajo, se abre una pagina de consulta que muestra los pods
involucrados. Tenga en cuenta que si el enlace abre una consulta vacia, puede deberse a que el pod afectado
ya no es parte de la contencion activa. Puede modificar el rango de tiempo de la consulta para ver la lista de
pods en un rango de tiempo mayor o mas enfocado.

¢ Qué hago para resolver la saturacion?

Hay una serie de medidas que puede tomar para reducir o eliminar la posibilidad de saturacion en su inquilino.
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Estos se muestran expandiendo el enlace +Mostrar recomendaciones en la pagina. Aqui hay algunas cosas
que puedes probar.

* Mover consumidores con alto IOPS
Mueva las cargas de trabajo "codiciosas" a grupos de almacenamiento menos saturados. Se recomienda
evaluar el nivel y la capacidad de estos grupos antes de mover las cargas de trabajo, para evitar costos
innecesarios o contenciones adicionales.

* Implementar una politica de calidad de servicio (QoS)
La implementacion de una politica de QoS por carga de trabajo para garantizar que haya suficientes
recursos libres disponibles aliviara la saturacion en el grupo de almacenamiento. Esta es una solucién a
largo plazo.

» Afadir recursos adicionales
Si el recurso compartido (por ejemplo, el grupo de almacenamiento) ha alcanzado el punto de saturacion

de IOPS, agregar mas discos o discos mas rapidos al grupo garantizara que haya suficientes recursos
libres disponibles para aliviar la saturacion.

Por ultimo, puede hacer clic en Copiar enlace de Insight para copiar la URL de la pagina al portapapeles y
compartirla mas facilmente con sus colegas.

Perspectivas: Los espacios de nombres de Kubernetes se estan quedando sin
espacio

Quedarse sin espacio con su inquilino nunca es una buena situacion. Data Infrastructure
Insights le ayuda a predecir el tiempo que tendra antes de que los volumenes
persistentes de Kubernetes se llenen.

La informacion Los espacios de nombres de Kubernetes se estan quedando sin espacio le brinda una vision
de las cargas de trabajo en sus espacios de nombres de Kubernetes que corren el riesgo de quedarse sin
espacio, con una estimacion de la cantidad de dias restantes antes de que cada volumen persistente se llene.

Puede ver esta informacion navegando a Paneles > Informacion.

Kubernetes Namespaces Running Out of Space (3)

Description Estimated Days to Full Workloads at Risk Detected
1 workload at risk on es 35 1 2 days ago
1 workload at risk on manager 24 1 2 days ago
2 workloads at risk on 1 2 2 days ago

cloudinsights

Haga clic en una carga de trabajo para abrir una pagina de detalles de Insight. En esta pagina vera un grafico
que muestra las tendencias de capacidad de carga de trabajo, asi como una tabla que muestra lo siguiente:

* Nombre de la carga de trabajo

» Volumen persistente afectado
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» Tiempo previsto para completarse en dias
» Capacidad de volumen persistente

* Recurso de almacenamiento de backend afectado, con capacidad actual utilizada fuera de la capacidad
total. Al hacer clic en este enlace se abrira la pagina de destino detallada del volumen de backend.

Workloads at risk (2)

[E] workloads Persistant Volume (pvClaim) Time to Full (Days) |  Persistant Volume Capacity (GiB) ~ Backend Storage Resource (Capacity Used)
[ multi (1) pvl (pvcl) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)
[+ taskmanager (1) pvl (pvel) 1 4.00 internal-volume-601 60.00% (3.00/5.00 GiB)

¢ Qué puedo hacer si me estoy quedando sin espacio?

En la pagina Insight, haga clic en +Mostrar recomendaciones para ver posibles soluciones. La opcion mas
facil cuando uno se queda sin espacio es siempre agregar mas capacidad, y Data Infrastructure Insights le
muestra la capacidad 6ptima que debe agregar para aumentar el tiempo hasta alcanzar una prediccion
objetivo de 60 dias. También se muestran otras recomendaciones.

[El sShow Recommendations

° Get time to full back up te 60 days by adding more capacity to backend resources
Add to the following resources to bring time-to-full up to ideal capacity.

Backend Resource L Current Capacity (time to Recommended Capacity to Ideal Capacity (time to full)
full) Add
internal-volume-601 2,00 GiB I Days + 518,79 GiB =  520.79 GiB 60 Days

o Use NetApp Astra Trident with your K8s to automatically grow capacity
Astra Trident can keep your capacity lean without risk of running out of space.

| Learn more about @- Astra Trident

3 Copy Insight Link

Es aqui también donde puedes copiar un enlace conveniente a este Insight, para marcar la pagina como
favorita o compartirla facilmente con tu equipo.

Perspectivas: Recupere el almacenamiento en frio de ONTAP

La informacién Reclaim ONTAP Cold Storage proporciona datos sobre la capacidad de
frio, los posibles ahorros de costos y energia y las acciones recomendadas para los
volumenes en los sistemas ONTAP .

Para ver esta informacion, vaya a Paneles > Informacién y eche un vistazo a la informacion Reclaim ONTAP
Cold Storage. Tenga en cuenta que este Insight solo enumerara los almacenamientos afectados si Data
Infrastructure Insights ha detectado almacenamiento en frio; de lo contrario, vera un mensaje de "todo
despejado”.

Tenga en cuenta que no se muestran los datos frios con menos de 30 dias de antigliedad.
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Reclaim ONTAP Cold Storage (3)

Description Cold data storage(TiB) Workloads with cold data Detected |
0.30 TiB of cold data on storage rtp-sa-cl04 0.30 45 an hour ago
1.22 TiB of cold data on storage umeng- 1.22 84 16 days ago
aff200-01-02

11.62 TiB of cold data on storage rtp-sa-cl01  11.62 171 16 days ago

La descripcion de Insight proporciona una indicacion rapida de la cantidad de datos detectados como "frios" y
en qué almacenamiento residen esos datos. La tabla también proporciona un recuento de cargas de trabajo
con datos frios.

Al seleccionar una Insight de la lista, se abre una pagina que muestra mas detalles, incluidas
recomendaciones para mover datos a la nube o dejar de usar discos unificados, asi como un estimado de
costos y ahorros de energia que podria obtener al implementar esas recomendaciones. La pagina incluso
proporciona un enlace util a"Calculadora de TCO de NetApp" para que puedas experimentar con los numeros.

150 Workloads on storage rtp-sa-cl01 contains a total of 9.5 TiB of Detected: 2 mO"thsag"Eingl\fg;
i cold data. May 19, 2023 10:05AM

R You could lower costs 9.3%: a year and reduce your carbon footprint by moving cold storage to the cloud.

Move 9.5 TiB of data to the cloud

@ Current Storage (TiB) @

20 kWh

Hold or cycle down available storage

Estimated Yearly kWh Reduction

Cost Savings™ Yearly Savings™* 10 TiB of HDDs = 368.73 kWh per year **
$9,728.00 [ ] 368.73 kWh
0
Optimized
(Estimate)
9.1
*Visit the NetApp TCO Calculator [4 for your actual cost savings. ** Based on average disk power consumption

Goto Annotation Page [ to edit the cloud tier cost in the tier annotation.

Recomendaciones

En la pagina Insight, expanda las Recomendaciones para explorar las siguientes opciones:

* Mueva las cargas de trabajo no utilizadas (zombies) a un nivel de almacenamiento de menor costo (HDD)
Utilizando la bandera zombie, el almacenamiento en frio y la cantidad de dias, encuentre la cantidad de
datos mas grande y mas fria y mueva la carga de trabajo a un nivel de almacenamiento de menor costo
(como un grupo de almacenamiento que utiliza almacenamiento en disco duro). Una carga de trabajo se
considera "zombie" cuando no ha recibido ninguna solicitud de E/S significativa durante 30 dias o mas.

» Eliminar cargas de trabajo no utilizadas

Verifique qué cargas de trabajo no estan en uso y considere archivarlas o eliminarlas del sistema de
almacenamiento.

» Considere la solucion Fabric Pool de NetApp
De NetApp"Solucion para piscinas de tela" clasifica automaticamente los datos frios en un

almacenamiento en la nube de bajo costo, lo que aumenta la eficiencia de su nivel de rendimiento y
proporciona proteccion de datos remota.
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Visualizar y explorar

Los graficos y la tabla proporcionan informacion de tendencias adicional y también le permiten analizar en
profundidad las cargas de trabajo individuales.

Cluster Cold Storage Trend show Details

Cold Data (TiB)
15

13. May 14. May 15. May 16. May 17. May

W HOD | sSD | Virtual Disk

Cold 5torage by Days Cold (TIB)
10

Cold = 120 days Cold = 90 days Cold = 60 days Cold = 30 days
0TIB 0TiB oTB 9.5TB
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Workloads with cold data (150) € viewallworkloads = Filter.,

Workloads # Days T Total Size Cold Data Percent Is Zombie ﬂ Disk Type
cold (GiB) Size (GiB) Cold (%)

SelectPool 31 8,1%2.00 1,714.21 20.93 NA SAS
nj_UCS_VMw_Infrastruct 31 5,120.00 934.74 18.26 NA SAS
ure

Oracle_SAP_DS_220 31 2,048.00 B61.97 42.09 NA 55D
rtp_sa_workspace 31 13,000.00 741.32 5.70 A SAS
vc220_migrate 31 4,311.58 685.30 15.89 NA SAS
HO1_shared 31 998.25 646.55 64.77 NA S50
ProdSelectPool 31 8,1%2.00 555.30 6.78 NA SAS
vcenter_migrate 31 6,144.00 475,55 7.75 A SAS
rip_sa_mgmt_apps 31 4,096.00 440,26 10.97 NA SAS
SOFTWARE 31 600.00 365.34 60.92 NA SAS
DP_Migrate 31 7,168.00 347.20 4,84 NA SAS

Monitores y alertas

Alertas con monitores

Configure monitores para rastrear umbrales de rendimiento, registrar eventos y
anomalias en todos los recursos de su infraestructura. Cree alertas personalizadas para
métricas como latencia de escritura de nodos, capacidad de almacenamiento o
rendimiento de la aplicacion y reciba notificaciones cuando se cumplan estas
condiciones.

Los monitores le permiten establecer umbrales en las métricas generadas por objetos de "infraestructura",
como almacenamiento, VM, EC2 y puertos, asi como para datos de "integracion”, como los recopilados para
Kubernetes, métricas avanzadas de ONTAP y complementos de Telegraf. Estos monitores métricos le alertan
cuando se superan los umbrales de nivel de advertencia o nivel critico.

También puede crear monitores para activar alertas de nivel de advertencia, critico o informativo cuando se
detecten eventos de registro especificos.

Data Infrastructure Insights proporciona una serie de"Monitores definidos por el sistema" También,
dependiendo de su entorno.

Mejores practicas de seguridad

Las alertas de Data Infrastructure Insights estan disefiadas para resaltar puntos de datos y tendencias de su
inquilino, y Data Infrastructure Insights le permite ingresar cualquier direccion de correo electronico valida
como destinatario de la alerta. Si trabaja en un entorno seguro, tenga especial cuidado de quién recibe la
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notificacion o tiene acceso a la alerta.

¢Monitor métrico o de registro?

1.

Desde el menu Data Infrastructure Insights , haga clic en Alertas > Administrar monitores

Se muestra la pagina de lista de Monitores, que muestra los monitores configurados actualmente.

. Para modificar un monitor existente, haga clic en el nombre del monitor en la lista.

3. Para agregar un monitor, haga clic en + Monitor.

Metric Monitor A

Set the high and low e g /f -0 Use when you know
v parameters that will = @ / -\K PN the upperand lower
trigger an alert if i — = operatingrange
'} exceeded
’ Jse wh
§ Use when you want
Log Monitor e ) :
{  Monitor logs and to trigger alerts in
' : A A

response to log

configure alerts ;
0 activity

Cuando agrega un nuevo monitor, se le solicita que cree un monitor de métricas o un monitor de registro.
o Metric monitorea las alertas sobre desencadenantes relacionados con la infraestructura o el
rendimiento
o Log monitorea las alertas sobre la actividad relacionada con el registro

Después de elegir el tipo de monitor, se mostrara el cuadro de dialogo Configuracion del monitor. La
configuracion varia segun el tipo de monitor que esté creando.

Monitor de métricas

1.

En el menu desplegable, busque y elija un tipo de objeto y una métrica para monitorear.

Puede configurar filtros para limitar qué atributos de objeto o métricas monitorear.
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o Select a metric to monitor

netapp_ontap.aggregate.cp_reads

FilterBy B
Group k_

Metrics -
Unit Disple

cp_read_blocks
cp_reads
data_compaction_space_saved

data_compaction_space_saved_percent

size_total !

T
Al trabajar con datos de integracion (Kubernetes, ONTAP Advanced Data, etc.), el filtrado de métricas elimina
los puntos de datos individuales o no coincidentes de la serie de datos graficados, a diferencia de los datos de
infraestructura (almacenamiento, VM, puertos, etc.) donde los filtros funcionan en el valor agregado de la serie
de datos y potencialmente eliminan todo el objeto del grafico.

Los monitores de métricas se aplican a objetos de inventario como almacenamiento, conmutador, host,
maquina virtual, etc., asi como a métricas de integracion como datos de ONTAP Advanced o Kubernetes. Al
supervisar objetos de inventario, tenga en cuenta que no puede seleccionar el método "Agrupar por". Sin
embargo, la agrupacion esta permitida cuando se monitorean datos de integracion.

Monitores multicondicion

Puede optar por refinar aiun mas su monitor de métricas agregando una segunda condicién. Simplemente
expanda la solicitud "+Agregar condicion métrica secundaria" y configure la condicion adicional.

£\ Warning © critical
Alertifthe iops.read is = |greater than) * 1000 105 andfor | Warning er Critical requirec 10/s occurring Once ¥
AND  iops.total ¥ | | =(greaterthan) ¥ Value required 1ofs il

El monitor avisara si se cumplen ambas condiciones.

Tenga en cuenta que solo puede "AND" una segunda condicién; no puede elegir alertar sobre una condicion O
la otra.
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Definir las condiciones del monitor.

1. Después de elegir el objeto y la métrica a monitorear, configure los umbrales de nivel de advertencia y/o
nivel critico.

2. Para el nivel Advertencia, ingrese 200 para nuestro ejemplo. La linea discontinua que indica este nivel de
advertencia se muestra en el grafico de ejemplo.

3. Para el nivel Critico, ingrese 400. La linea discontinua que indica este nivel critico se muestra en el grafico
de ejemplo.

El grafico muestra datos historicos. Las lineas de nivel de Advertencia y Critico en el grafico son una
representacion visual del Monitor, por lo que puede ver faciimente cuando el Monitor podria activar una
alerta en cada caso.

4. Para el intervalo de ocurrencia, elija Continuamente durante un periodo de 15 minutos.

Puede elegir activar una alerta en el momento en que se supera un umbral o esperar hasta que el umbral
haya estado en superacion continua durante un periodo de tiempo. En nuestro ejemplo, no queremos
recibir una alerta cada vez que el total de IOPS alcance un pico por encima del nivel de Advertencia o
Critico, sino solo cuando un objeto monitoreado exceda continuamente uno de estos niveles durante al
menos 15 minutos.

£ Warning © Critical
Alertifthe jopstotalis > (greaterthan) ¥ 2500 [0/s and/or 3500 10fs

Occuring Continuously ¥ |forsperiodof 15 minutes ¥

fops.total (10/¢)
&%

e e S

BV S e ,A‘_i__/"‘-.\,/ \,_yz-\f\/--—-«/'u-’ i e e e e womee s of s NG Poas "-\,_/‘ L

e — ——— e e N =

4:00 FM 6:00 PM 8:00 FM 10:00 PV 11. Oct 2:00 AM 4:00 AM 6:00 &AM B:00 AM 10:00 AM 12:00 PM 2:00PM

Chart Displaying Top ~ 0 - Overthe | Last24 Hours +

Definir el comportamiento de resolucion de alertas

Puede elegir como se resuelve una alerta del monitor de métricas. Se le presentan dos opciones:

* Resolver cuando la métrica regrese al rango aceptable.

* Resolver cuando la métrica esté dentro del rango aceptable durante un periodo de tiempo especifico,
desde 1 minuto hasta 7 dias.

Monitor de registro

Al crear un Monitor de registro, primero elija qué registro monitorear de la lista de registros disponible. Luego
puedes filtrar segun los atributos disponibles como se indica arriba. También puede elegir uno o mas atributos
"Agrupar por".

@ El filtro del Monitor de registro no puede estar vacio.
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o Select the log to monitor

Log Source | logs.netapp.ems ¥

Filter By - ems.ems_message_type | MbladewvscanConnBackPressure X » X ems.cluster_vendor | | NetApp X v X
ems.cluster_model AFF x | As#* x | FDuwwr x v X (7]
Group By ems.cluster_uuid ¥ ems.cluster_vendor ¥  emscluster model X ems.cluster_name X

ems.svm_uuid X ems.svm_name X

Definir el comportamiento de alerta

Puede crear el monitor para alertar con un nivel de gravedad Critico, Advertencia o Informativo cuando las
condiciones que definié anteriormente ocurran una vez (es decir, inmediatamente) o esperar para alertar hasta
que las condiciones ocurran 2 veces 0 mas.

Definir el comportamiento de resolucion de alertas
Puede elegir como se resuelve una alerta del monitor de registro. Se le presentan tres opciones:

» Resolver instantaneamente: La alerta se resuelve inmediatamente sin necesidad de realizar ninguna
accion adicional.

* Resolver segun el tiempo: La alerta se resuelve una vez transcurrido el tiempo especificado

* Resolver segun la entrada del registro: la alerta se resuelve cuando se produce una actividad de
registro posterior. Por ejemplo, cuando un objeto se registra como "disponible".

(O Resolve instantly
(O Resolve based on time

(® Resolve based on log entry

Log Source

Filter By = ems.ems_message_type [RIEEECIEN bl IES v X

Monitor de deteccion de anomalias

1. En el menu desplegable, busque y elija un tipo de objeto y una métrica para monitorear.

Puede configurar filtros para limitar qué atributos de objeto o métricas monitorear.
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o Select a metric anomaly to monitor

Object | Storage ¥ Metric | iops.total v

Filter by Attribute (7]
Filter by Metric (7]

Group by  Storage v

Unit Displayed In | Whole Number +

Definir las condiciones del monitor.

1. Después de elegir el objeto y la métrica a monitorear, establezca las condiciones bajo las cuales se
detecta una anomalia.

o Elija si desea detectar una anomalia cuando la métrica elegida sube por encima de los limites
previstos, cae por debajo de esos limites, o sube por encima o cae por debajo de los limites.

o Establezca la sensibilidad de deteccion. Bajo (se detectan menos anomalias), Medio o Alto (se
detectan mas anomalias).

o Configure las alertas para que sean Advertencia o Critica.

> Silo desea, puede optar por reducir el ruido, ignorando las anomalias cuando la métrica elegida esté
por debajo de un umbral que usted establezca.
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o Define the monitor's conditions

Trigger alert when performance.iops.total = Spikesabove ¥ | the predicted bounds.
Set sensitivity: | Low [detect fewer anomalies) ¥

Alert severityr | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = Cptionz 10/s

iopstotal (10/s)
100k

50k

25k

6:00 PM 9.00 PM 9, Aug 3:00 AM 6:00 AR .00 AM 1200 PM 3.00 PM

Chart Displaying Top * 0 - Overthe  Last24 Hours ¥

Seleccione el tipo de notificacion y los destinatarios

En la seccidn Configurar notificaciones del equipo, puede elegir si desea alertar a su equipo por correo
electronico o webhook.

o Set up team notification(s) (alert your team via email, or Webhook)

Add Delivery Method +
Email

Webhook
Alerta por correo electrénico:

Especifique los destinatarios de correo electrénico para las notificaciones de alerta. Si lo desea, puede elegir
diferentes destinatarios para las advertencias o alertas criticas.
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o Set up team notification(s)

Email Notify team on Add Recipients (Required)
Critical, Resolved v user_l@email.com X user_2@email.com X
Critical -
Resolved 13
Email Notify team on Add Recipients (Required)
Warning v user_3@email.com X
Alerta via Webhook:

Especifique los webhooks para las notificaciones de alerta. Si lo desea, puede elegir diferentes webhooks
para advertencias o alertas criticas.

o Set up team notification(s) (alert your team via email, or Webhook

Slack

By Webhook Notify team on Use Webhook(s)
Critical - Slack ®  Teams x v

Notify team on Use Webhook(s)
Resolved - Slack x Teams x A

Notify team on Use Webhook(s)

Waming v Slack % Teams X v

Las notificaciones del recopilador de datos de ONTAP tienen prioridad sobre cualquier
notificacion de monitor especifica que sea relevante para el cluster/recopilador de datos. La lista

@ de destinatarios que configure para el propio recopilador de datos recibira las alertas del
recopilador de datos. Si no hay alertas de recopilador de datos activas, se enviaran alertas
generadas por el monitor a destinatarios especificos del monitor.

Establecer acciones correctivas o informacioén adicional

Puede agregar una descripcion opcional, asi como informacién adicional y/o acciones correctivas
completando la seccion Agregar una descripcion de alerta. La descripcion puede tener hasta 1024
caracteres y se enviara con la alerta. El campo de informacioén/accion correctiva puede tener hasta 67 000
caracteres y se mostrara en la seccién de resumen de la pagina de destino de la alerta.

En estos campos puede proporcionar notas, enlaces o pasos a seguir para corregir o abordar la alerta.
Puede agregar cualquier atributo de objeto (por ejemplo, nombre de almacenamiento) como parametro a una
descripcion de alerta. Por ejemplo, puede establecer parametros para el nombre del volumen y el nombre del

almacenamiento en una descripcion como: "Alta latencia para volumen: % %relatedObject.volume.name %%,
Almacenamiento: % %relatedObject.storage.name%%".
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o Add an alert description (optional)

Add a description

Add insights and o
corrective actions erau

Guarde su monitor

1. Silo desea, puede agregar una descripcion del monitor.

2. Dale al Monitor un nombre significativo y haz clic en Guardar.

Su nuevo monitor se agregara a la lista de monitores activos.

Lista de monitores

La pagina Monitor enumera los monitores configurados actualmente y muestra lo siguiente:

* Nombre del monitor
» Estado
* Objeto/métrica que se estda monitoreando
» Condiciones del Monitor
Puede optar por pausar temporalmente la monitorizacién de un tipo de objeto haciendo clic en el menu a la

derecha del monitor y seleccionando Pausa. Cuando esté listo para reanudar el monitoreo, haga clic en
Reanudar.

Puede copiar un monitor seleccionando Duplicar en el menu. Luego puede modificar el nuevo monitor y
cambiar el objeto/métrica, el filtro, las condiciones, los destinatarios del correo electrénico, etc.

Si ya no necesita un monitor, puede eliminarlo seleccionando Eliminar en el menu.

Grupos de monitores

La agrupacion le permite ver y administrar monitores relacionados. Por ejemplo, puede tener un grupo de
monitores dedicado al almacenamiento en su inquilino o monitores relevantes para una determinada lista de
destinatarios.
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Monitor Groups (5) 4

Q

All Monitors (5

Se muestran los siguientes grupos de monitores. La cantidad de monitores contenidos en un grupo se
muestra junto al nombre del grupo.

* Todos los monitores enumera todos los monitores.

* Monitores personalizados enumera todos los monitores creados por el usuario.

* Monitores suspendidos enumerara todos los monitores del sistema que hayan sido suspendidos por
Data Infrastructure Insights.

Data Infrastructure Insights también mostrara una serie de Grupos de monitorizaciéon del sistema, que
enumeraran uno o mas grupos de"monitores definidos por el sistema" , incluidos monitores de
infraestructura y carga de trabajo de ONTAP .

Los monitores personalizados se pueden pausar, reanudar, eliminar o mover a otro grupo. Los
monitores definidos por el sistema se pueden pausar y reanudar, pero no se pueden eliminar ni
mover.

Monitores suspendidos

Este grupo solo se mostrara si Data Infrastructure Insights ha suspendido uno o mas monitores. Un monitor
puede suspenderse si genera alertas excesivas o continuas. Si el monitor es un monitor personalizado,
modifique las condiciones para evitar la alerta continua y luego reanude el monitoreo. EI monitor se eliminara
del grupo Monitores suspendidos cuando se resuelva el problema que causo la suspension.

Monitores definidos por el sistema

Estos grupos mostraran los monitores proporcionados por Data Infrastructure Insights, siempre que su entorno
contenga los dispositivos y/o la disponibilidad de registros requeridos por los monitores.

Los monitores definidos por el sistema no se pueden modificar, mover a otro grupo ni eliminar. Sin embargo,
puede duplicar un monitor del sistema y modificar o mover el duplicado.

Los monitores del sistema pueden incluir monitores para la infraestructura de ONTAP (almacenamiento,
volumen, etc.) o cargas de trabajo (es decir, monitores de registro) u otros grupos. NetApp evalua
constantemente las necesidades de los clientes y la funcionalidad del producto, y actualizara o agregara
monitores y grupos del sistema segun sea necesario.
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Grupos de monitores personalizados

Puede crear sus propios grupos para contener monitores segun sus necesidades. Por ejemplo, es posible que
desee un grupo para todos los monitores relacionados con el almacenamiento.

Para crear un nuevo grupo de monitores personalizado, haga clic en el botén "+" Crear nuevo grupo de
monitores. Ingrese un nombre para el grupo y haga clic en Crear grupo. Se crea un grupo vacio con ese
nombre.

Para agregar monitores al grupo, vaya al grupo Todos los monitores (recomendado) y realice una de las
siguientes acciones:

» Para agregar un solo monitor, haga clic en el menu a la derecha del monitor y seleccione Agregar al
grupo. Seleccione el grupo al que desea agregar el monitor.

* Haga clic en el nombre del monitor para abrir la vista de edicion del monitor y seleccione un grupo en la
seccion Asociar a un grupo de monitores.

o Associate to a monitor group (optional

ONTAP Monitors -

Elimine monitores haciendo clic en un grupo y seleccionando Eliminar del grupo en el menu. No se pueden
eliminar monitores del grupo Todos los monitores o Monitores personalizados. Para eliminar un monitor de
estos grupos, debes eliminar el monitor en si.

Quitar un monitor de un grupo no elimina el monitor de Data Infrastructure Insights. Para
eliminar completamente un monitor, selecciénelo y haga clic en Eliminar. Esto también lo
elimina del grupo al que pertenecia y ya no esta disponible para ningun usuario.

También puede mover un monitor a un grupo diferente de la misma manera, seleccionando Mover a grupo.

Para pausar o reanudar todos los monitores de un grupo a la vez, seleccione el menu del grupo y haga clic en
Pausar o Reanudar.

Utilice el mismo menu para cambiar el nombre o eliminar un grupo. Eliminar un grupo no elimina los monitores
de Data Infrastructure Insights; siguen estando disponibles en Todos los monitores.
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Monitor Groups (3) <
Q Agent Monitors &)
All Monitors (4)

custom Monitors (4)

Agant Monitors (3) H

Pause
Resume
Rename

Delete

Monitores definidos por el sistema

Data Infrastructure Insights incluye una serie de monitores definidos por el sistema tanto para métricas como
para registros. Los monitores del sistema disponibles dependen de los recopiladores de datos presentes en su
inquilino. Debido a eso, los monitores disponibles en Data Infrastructure Insights pueden cambiar a medida
que se agregan recopiladores de datos o se modifican sus configuraciones.

Ver el"Monitores definidos por el sistema" Pagina para obtener descripciones de los monitores incluidos con
Data Infrastructure Insights.

Mas informacion

» "Visualizacién y desestimacion de alertas”

Visualizacion y gestion de alertas desde los monitores

Data Infrastructure Insights muestra alertas cuando"umbrales monitoreados" se superan.

Los monitores y alertas estan disponibles en Data Infrastructure Insights Standard Edition y
versiones superiores.

Visualizacién y gestion de alertas

Para ver y administrar alertas, haga lo siguiente.

1. Vaya a la pagina Alertas > Todas las alertas.

2. Se muestra una lista de hasta las 1000 alertas mas recientes. Puede ordenar esta lista por cualquier
campo haciendo clic en el encabezado de la columna del campo. La lista muestra la siguiente informacion.
Tenga en cuenta que no todas estas columnas se muestran de forma predeterminada. Puede seleccionar
columnas para mostrar haciendo clic en el icono de "engranaje™

o ID de alerta: ID de alerta unico generado por el sistema
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o Hora de activacion: La hora en la que el monitor relevante activo la alerta
o Gravedad actual (pestafia Alertas activas): La gravedad actual de la alerta activa

o Gravedad maxima (pestafia Alertas resueltas); La gravedad maxima de la alerta antes de que se
resolviera

o Monitor: El monitor configurado para activar la alerta

o Activado el: El objeto en el que se superd el umbral monitoreado

o Estado: Estado de alerta actual, Nuevo o En proceso

> Estado activo: Activo o Resuelto

o Condicién: La condicion de umbral que activo la alerta

o Métrica: La métrica del objeto en el que se superd el umbral monitoreado

o Estado del monitor: Estado actual del monitor que activo la alerta

> Tiene accidn correctiva: La alerta tiene acciones correctivas sugeridas. Abra la pagina de alertas

para verlas.

Puede administrar una alerta haciendo clic en el menu a la derecha de la alerta y eligiendo una de las
siguientes opciones:

* En proceso para indicar que la alerta esta bajo investigacion o que, de lo contrario, debe mantenerse
abierta.

* Descartar para eliminar la alerta de la lista de alertas activas.

Puede administrar multiples alertas seleccionando la casilla de verificacion a la izquierda de cada alerta 'y
haciendo clic en Cambiar estado de alertas seleccionadas.

Al hacer clic en un ID de alerta, se abre la pagina de detalles de alerta.

Panel de detalles de alertas

Seleccione cualquier fila de alerta para abrir el panel de detalles de la alerta. El panel de detalles de alerta
proporciona detalles adicionales sobre la alerta, incluido un Resumen, una seccion Rendimiento que muestra
graficos relacionados con los datos del objeto, cualquier Activo relacionado y Comentarios ingresados por los
investigadores de alerta.
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Metric Alert e X

© Critical Alert AL-14930837 (AcTvE: [ Collapse Details

Triggered On Details
Storage: Top Severity: Critical
CI-GDL1-Ontap-fasg080 Condition: Average iops.total is > (greater than) 1,700 10/s and/or 2,000 10/s all the time in 15-minute window.
Monitor Attributes
altimeout Filters Applied: N/A
Description Resoluton conditions
No Description Provided Resolve when metric is within acceptable range for 10 mins
Status Time
New Triggered time: Jun 3, 2025 10:44 AM  Duration: 17m (Active)

Alert Summary Alert Attributes

Jun 03,2025 09:29 AM - 10:47 AM & Settings -

iops.total (10/s)

9:30 AM 9:40 AM 9:50 AM 10:00 AM 10:10 AM 10:20 AM 10:30 AM 10:40 AM

Alertas cuando faltan datos

En un sistema en tiempo real como Data Infrastructure Insights, para activar el analisis de un monitor para
decidir si se debe generar una alerta, confiamos en una de dos cosas:

* El siguiente punto de datos en llegar

* un temporizador que se activa cuando no hay ningun punto de datos y has esperado lo suficiente
Como sucede cuando los datos llegan lentamente (o no llegan), el mecanismo del temporizador debe tomar el
control ya que la tasa de llegada de datos es insuficiente para activar alertas en "tiempo real". Entonces la

pregunta generalmente es "; Cuanto tiempo debo esperar antes de cerrar la ventana de analisis y ver lo que
tengo?" Si espera demasiado, no generara alertas lo suficientemente rapido como para que sean utiles.

Si tiene un monitor con una ventana de 30 minutos que detecta que se viola una condicion en el ultimo punto
de datos antes de una pérdida de datos a largo plazo, se generara una alerta porque el monitor no recibio otra
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informacioén para usar para confirmar una recuperacion de la métrica o detectar que la condicién persistio.

Alertas "Permanentemente activas"

Es posible configurar un monitor de tal manera que la condicién siempre exista en el objeto monitoreado; por
ejemplo, IOPS > 1 o latencia > 0. A menudo se crean como monitores de "prueba" y luego se olvidan. Estos
monitores crean alertas que permanecen abiertas permanentemente en los objetos constituyentes, lo que
puede provocar estrés en el sistema y problemas de estabilidad a lo largo del tiempo.

Para evitar esto, Data Infrastructure Insights cerrara automaticamente cualquier alerta "permanentemente
activa" después de 7 dias. Tenga en cuenta que las condiciones subyacentes del monitor pueden
(probablemente lo haran) seguir existiendo, lo que provocara que se emita una nueva alerta casi de inmediato,
pero este cierre de las alertas "siempre activas" alivia parte del estrés del sistema que de lo contrario puede
ocurrir.

Configuracién de notificaciones por correo electrénico

Puede configurar una lista de correo electronico para notificaciones relacionadas con
suscripciones, asi como una lista de correo electronico global de destinatarios para
notificaciones de violaciones del umbral de la politica de rendimiento.

Para configurar los ajustes del destinatario del correo electrénico de notificacion, vaya a la pagina Admin >
Notificaciones y seleccione la pestafia Correo electroénico.

Subscription Notification Recipients

Send subscription related netifications to the following:
All Account Qwners

All Monitor & Optimize Administrators

Additional Email Addresses

name@email.com X

Global Monitor Notification Recipients

Default email recipients for monitor related notifications:
[ All Account Owners

All Monitor & Optimize Administrators

[ ] Additional Email Addresses

Save

Destinatarios de notificaciones de suscripcion

Para configurar destinatarios para notificaciones de eventos relacionados con suscripciones, vaya a la seccion
"Destinatarios de notificaciones de suscripcion”. Puede elegir que se envien notificaciones por correo
electronico sobre eventos relacionados con la suscripcion a cualquiera o todos los siguientes destinatarios:

» Todos los propietarios de cuentas

» Todos los administradores de Monitor & Optimize
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* Direcciones de correo electronico adicionales que usted especifique

Los siguientes son ejemplos de los tipos de notificaciones que se pueden enviar y las acciones que puede
realizar el usuario.

Notificacion: Accion del usuario:

Se ha actualizado la version de prueba o suscripcion  Revise los detalles de la suscripcion en"Suscripcion”

pagina

La suscripcion expirara en 90 dias. La suscripcion No es necesaria ninguna accion si la “Renovacion

expirara en 30 dias. automatica” esta habilitada. Comuniquese con el
departamento de ventas de NetApp para renovar la
suscripcion.

El juicio termina en 2 dias Renovar el juicio desde el"Suscripcion” pagina.

Puedes renovar una prueba una vez. Comuniquese
con el departamento de ventas de NetApp para
comprar una suscripcion

La prueba o suscripcién ha expirado La cuenta dejara  Comuniquese con el departamento de ventas de
de recopilar datos en 48 horas La cuenta se eliminara NetApp para comprar una suscripcion
después de 48 horas

Para garantizar que sus destinatarios reciban notificaciones de Data Infrastructure Insights,
agregue las siguientes direcciones de correo electronico a cualquier lista de "permitidos™:

* cuentas@service.cloudinsights.netapp.com

* NoResponder@cloudinsights.netapp.com

Lista global de destinatarios de alertas

Las notificaciones por correo electronico de las alertas se envian a la lista de destinatarios de la alerta para
cada accion relacionada con la alerta. Puede elegir enviar notificaciones de alerta a una lista global de
destinatarios.

Para configurar los destinatarios de alertas globales, elija los destinatarios deseados en la seccién
Destinatarios de notificaciones del Monitor global.

Siempre puede anular la lista global de destinatarios de un monitor individual al crear o modificar el monitor.

Las notificaciones del recopilador de datos de ONTAP tienen prioridad sobre cualquier
notificacion de monitor especifica que sea relevante para el cluster/recopilador de datos. La lista

@ de destinatarios que configure para el propio recopilador de datos recibira las alertas del
recopilador de datos. Si no hay alertas de recopilador de datos activas, se enviaran alertas
generadas por el monitor a destinatarios especificos del monitor.

Edicién de notificaciones para ONTAP

Puede modificar las notificaciones de los clisteres de ONTAP seleccionando Editar notificaciones en el menu
desplegable superior derecho de una pagina de inicio de Almacenamiento.
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Z Edit ¥
Poll Again
Postpone 3 Days
Postpone 7 Days
Postpone 30 Days
Edit Motifications

Delete

Desde aqui, puede configurar notificaciones para alertas criticas, de advertencia, informativas y/o resueltas.

Cada escenario puede notificar a la lista de destinatarios globales u otros destinatarios que usted elija.

Edit Notifications X
By Email
Notify team on Send to i

| O clobal Monitor Recipient List
Critical, Warmm... =

(®) other Email Recipients

email@email.one

emailz@email2.two X

E ]

Notify team on Send to

ved (®) Global Monitor Recipient List
Resolve v

(O other Email Recipients

[ ] Bywebhook

Enable webhook notification to add recipients
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Monitores de deteccion de anomalias

La deteccion de anomalias proporciona informacidon sobre cambios inesperados en los
patrones de datos de su inquilino. Una anomalia ocurre cuando el patron de
comportamiento de un objeto cambia, por ejemplo, si un objeto experimenta un cierto
nivel de latencia en un momento determinado los miércoles, pero la latencia aumenta por
encima de ese nivel en ese momento el miércoles siguiente, ese aumento se
consideraria una anomalia. Data Infrastructure Insights permite la creacién de monitores
para alertar cuando ocurren anomalias como esta.

La deteccion de anomalias es adecuada para métricas de objetos que muestran un patrén recurrente y
predecible. Cuando estas métricas de objetos superan o caen por debajo de sus niveles esperados, Data
Infrastructure Insights puede generar una alerta para iniciar una investigacion.

Expert View ResetZoom  Display Metrics ¥

Mean latency.read (ms) @ [_] Show Full Anomaly Bounds Show Weekly Trend

2:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.ul 12:30 AM 1:00 AM 1:30 AM 2:00 AM 2:30 AM 3:00 AM 3:30 AM

W curent [l 1Weekago [l 2Weeks ago

¢ Qué es la deteccion de anomalias?

Se produce una anomalia cuando el valor medio de una métrica esta a varias desviaciones estandar de la
media ponderada de esa métrica durante las semanas anteriores, y las semanas recientes tienen mas peso
que las semanas anteriores. Data Infrastructure Insights proporciona la capacidad de monitorear datos y
alertar cuando se detectan anomalias. Tiene la opcién de establecer los niveles de "sensibilidad" de deteccidn.
Por ejemplo, una mayor sensibilidad seria cuando el valor medio tenga menos desviaciones estandar de la
media, lo que provocaria que se generaran mas alertas. Por el contrario, menor sensibilidad = mas
desviaciones estandar de la media = menos alertas.

La monitorizacion de deteccion de anomalias se diferencia de la monitorizacion de umbrales.

» La supervision basada en umbrales funciona cuando tienes umbrales predefinidos para métricas
especificas. En otras palabras, cuando tienes una comprensioén clara de lo que se espera (es decir, dentro
de un rango normal).

Metric Monitor

Set the high and low (1) Use when you know
parameters that will A the upper and lower
trigger an alert if —  operating range
exceeded

* El monitoreo de deteccion de anomalias utiliza algoritmos de aprendizaje automatico para identificar
valores atipicos que se desvian de la norma, cuando la definicién de "normal" no esta clara.
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Anomaly

Detection Monitor
Detect and be alerted

to abnormal
performance changes

Use when you want to
/\ trigger alerts against
Py performance spikes

and drops

¢ Cuando necesitaria deteccion de anomalias?

La monitorizaciéon de deteccidn de anomalias puede proporcionar alertas utiles para muchas situaciones,
incluidas las siguientes:

» Cuando la definicion de normal no esta clara. Por ejemplo, se pueden esperar tasas de error de SAN en
cantidades variables segun el puerto. Alertar sobre un error es ruidoso e innecesario, pero un aumento
repentino o significativo podria indicar un problema generalizado.

» Donde hay cambios a lo largo del tiempo. Cargas de trabajo que presentan estacionalidad (es decir, que
estan ocupadas o tranquilas en determinados momentos). Esto podria incluir periodos de silencio
inesperados que podrian indicar un estancamiento del lote.

 Trabajar con grandes cantidades de datos donde definir y ajustar umbrales manualmente no resulta
practico. Por ejemplo, un inquilino con una gran cantidad de hosts y/o volumenes con cargas de trabajo
variables. Cada uno puede tener diferentes SLA, por lo que es importante comprender cuales superan la
norma.

Creacion de un monitor de deteccién de anomalias

Para alertar sobre anomalias, cree un monitor navegando a Observabilidad > Alertas > +Monitor.
Seleccione Monitor de deteccion de anomalias como tipo de monitor.
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Metric Monitor
Set the high and low
parameters that will
trigger an alert if
exceeded

Log Monitor
Monitor logs and

configure alerts

Anomaly
Detection Monitor
Detect and be alerted

to abnormal
performance changes

N

Use when you know
the upper and lower
operating range

Use when you want to
trigger alerts in
response to log
activity

Use when you want to
trigger alerts against
performance spikes
and drops

Elija el objeto y la métrica que desea monitorear. Puede configurar filtros y agrupaciones como con otros tipos
de monitores.

A continuacion, configure las condiciones para el monitor.

« Activa una alerta cuando la métrica seleccionada supera los limites previstos, cae por debajo de esos

limites 0 ambas cosas.

« Establezca la sensibilidad en Media, Baja (se detectan menos anomalias) o Alta (se detectan mas

» Determinar si el nivel de alerta es Critico o Advertencia.

anomalias).

* Opcionalmente, establezca un valor por debajo del cual se ignoraran las anomalias. Esto puede ayudar a
reducir el ruido. Este valor se muestra como una linea discontinua en el grafico de muestra.
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o Define the monitor's conditions

Trigger alert when performance.iops.total  Spikes above ¥ the predicted bounds.
Setsensitivity: | Low (detect fewer anomalies] =

Alert severity: | Critical =

To reduce noise, ignore anomalies when performance.iops.total is below = 3000 13/s

iops.total (10/s)
25k

20k
15k
10k

ok

1 —_—

—_— e —_
600 PM 8:00 PM 2. Feb 300 AM 600 AM 9:00 AM 12:00 PM 300 FM

Chart Displaying Top * 0 - Overthe Last24 Hours

Por ultimo, puede configurar un método de entrega para las alertas (correo electrénico, webhook o ambos),

darle al monitor una descripcion opcional o acciones correctivas y agregar el monitor a un grupo
personalizado, si lo desea.

Guarde el monitor con un nombre significativo y listo.

Una vez creado, el monitor analiza los datos de la semana anterior para establecer una linea de base inicial.
La deteccion de anomalias se vuelve mas precisa a medida que pasa el tiempo y se acumula mas historia.

Cuando se crea un monitor, DIl analiza los datos existentes de la semana anterior para detectar
picos o caidas de datos significativos; estos se consideran anomalias. Durante la primera
semana después de la creacidon del monitor (la fase de "aprendizaje") existe la posibilidad de

@ que haya un mayor "ruido" en las alertas. Para mitigar este ruido, solo los picos o caidas que
duren mas de 30 minutos se consideran anomalias y generan alertas. En la semana siguiente,
a medida que se analicen mas datos, el ruido generalmente se reducira y un aumento o una
caida significativa que dure cualquier periodo de tiempo se considerara una anomalia.

Viendo las anomalias

En una pagina de inicio de alerta, las alertas que se activan cuando se detectan anomalias mostraran una

banda resaltada en el grafico, desde el momento en que la métrica se dispardé fuera de los limites previstos
hasta cuando volvié a estar dentro de esos limites.



Expert View ResetZoom  Display Metrics

Mean latency.read (ms) @ [ | Show Full Anomaly Bounds Show Weekly Trend

9:00 PM 9:30 PM 10:00 PM 10:30 PM 11:00 PM 11:30 PM 29.Ju 12:30 AM 1:00 AM 1:30 AM 2:00 AM 2:30 AM 300 AM 3:30 AM

W curent [l 1Weekago [l 2Weeksago

Al visualizar un grafico de anomalias en una pagina de inicio de alerta, puede elegir las siguientes opciones:

» Tendencia semanal: compara valores a la misma hora, mismo dia en semanas anteriores, durante hasta 5
semanas anteriores.

+ Limites de anomalia completos: de forma predeterminada, el grafico se centra en el valor de la métrica
para que pueda analizar mejor el comportamiento de la métrica. Seleccione para mostrar los limites de
anomalia completos (valor maximo, etc.)

También puedes ver los objetos que contribuyeron a la anomalia seleccionandolos en la seccion de
rendimiento de la pagina de destino. El grafico mostrara el comportamiento de los objetos seleccionados.

Objects Contributing to the Anomaly

latency.total {ms)

250
Detection Window @

4:35PK 40P 4,45 PM £50PM 25591 5:00 P 5:05 P 5:10 Pt 515 PM 520 P 5:25 PN 530 Pl 535 PN

Internal Volumes Value at Time of Detection (ms) + Change Over Detection Window (ms)

vol_mysql_logs_1 176.92 +99.82
|} ysql_log

vol_mysql_logs_2 159.32 324
W vol |_log
B vol_mysql_logs_3 158.21 2.43

Bl vol_mysql_logs 4 12793 +0.25
vol_mysql_logs_5 126.40 +0.17

vol_mysgl_logs_6 126,11 020

Monitores del sistema

Data Infrastructure Insights incluye una serie de monitores definidos por el sistema tanto
para métricas como para registros. Los monitores del sistema disponibles dependen de
los recopiladores de datos presentes en su inquilino. Debido a eso, los monitores
disponibles en Data Infrastructure Insights pueden cambiar a medida que se agregan
recopiladores de datos o se modifican sus configuraciones.

Muchos monitores del sistema estan en estado Pausado de forma predeterminada. Puede

habilitar un monitor del sistema seleccionando la opcion Reanudar para el monitor. Asegurese

de que Recopilacion avanzada de datos de contadory Habilitar recopilacion de registros de

ONTAP EMS estén habilitados en el Recopilador de datos. Estas opciones se pueden encontrar
@ en el Recopilador de datos de ONTAP en Configuracion avanzada

Enable ONTAP EMS log collection

: Opt in for Advanced Counter Data Collection rollout.
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Descripciones de los monitores

Los monitores definidos por el sistema se componen de métricas y condiciones predefinidas, asi como
descripciones predeterminadas y acciones correctivas, que no se pueden modificar. Puede modificar la lista
de destinatarios de notificaciones para los monitores definidos por el sistema. Para ver las métricas, las

condiciones, la descripcion y las acciones correctivas, o para modificar la lista de destinatarios, abra un grupo

de monitores definido por el sistema y haga clic en el nombre del monitor en la lista.
Los grupos de monitores definidos por el sistema no se pueden modificar ni eliminar.
Los siguientes monitores definidos por el sistema estan disponibles en los grupos indicados.

* * Infraestructura ONTAP * incluye monitores para problemas relacionados con la infraestructura en los
clusteres ONTAP .

» * Ejemplos de carga de trabajo de ONTAP * incluye monitores para problemas relacionados con la carga
de trabajo.

* Los monitores de ambos grupos tienen como valor predeterminado el estado Pausado.

A continuacién se muestran los monitores del sistema incluidos actualmente con Data Infrastructure Insights:

Monitores métricos

Nombre del monitor Gravedad Descripcion del monitor ~ Accion correctiva
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Alta utilizacién del puerto  CRITICO
de canal de fibra

96

Los puertos de protocolo
de canal de fibra se
utilizan para recibir y
transferir el trafico SAN
entre el sistema host del
cliente y los LUN de
ONTAP . Si la utilizacion
del puerto es alta, se
convertira en un cuello de
botella y, en ultima
instancia, afectara el
rendimiento de las cargas
de trabajo sensibles del
protocolo de canal de
fibra. Una alerta de
advertencia indica que se
deben tomar medidas
planificadas para
equilibrar el trafico de la
red. Una alerta critica
indica que la interrupcion
del servicio es inminente y
se deben tomar medidas
de emergencia para
equilibrar el trafico de la
red para garantizar la
continuidad del servicio.

Si se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcion del
servicio: 1. Mueva las
cargas de trabajo a otro
puerto FCP con menor
utilizacion. 2. Limite el
trafico de ciertos LUN solo
al trabajo esencial, ya sea
a través de politicas de
QoS en ONTAP o la
configuracion del lado del
host para aligerar la
utilizacion de los puertos
FCP. Si se supera el
umbral de advertencia,
planifique tomar las
siguientes medidas: 1.
Configure mas puertos
FCP para manejar el
trafico de datos de modo
que la utilizacion del
puerto se distribuya entre
mas puertos. 2. Mueva las
cargas de trabajo a otro
puerto FCP con menor
utilizacion. 3. Limite el
trafico de ciertos LUN solo
al trabajo esencial, ya sea
a través de politicas de
QoS en ONTAP o la
configuracion del lado del
host para aligerar la
utilizacion de los puertos
FCP.



Latencia LUN alta

CRITICO

Los LUN son objetos que
sirven al trafico de E/S a
menudo impulsado por
aplicaciones sensibles al
rendimiento, como las
bases de datos. Las
latencias altas de LUN
significan que las
aplicaciones mismas
podrian sufrir y ser
incapaces de realizar sus
tareas... Una alerta de
advertencia indica que se
deben tomar medidas
planificadas para mover el
LUN al nodo o agregado
apropiado... Una alerta
critica indica que la
interrupcion del servicio
es inminente y se deben
tomar medidas de
emergencia para
garantizar la continuidad
del servicio. Las
siguientes son latencias
esperadas segun el tipo
de medio: SSD hasta 1-2
milisegundos; SAS hasta
8-10 milisegundos y SATA
HDD hasta 17-20
milisegundos.

Si se supera el umbral
critico, considere las
siguientes acciones para
minimizar la interrupcién
del servicio: si el LUN o su
volumen tiene una politica
de QoS asociada, evallue
sus limites de umbral y
valide si estan
provocando que la carga
de trabajo del LUN se
limite. Si se supera el
umbral de advertencia,
planifique tomar las
siguientes medidas: 1. Si
el agregado también
experimenta una alta
utilizacion, mueva el LUN
a otro agregado. 2. Si el
nodo también
experimenta una alta
utilizacién, mueva el
volumen a otro nodo o
reduzca la carga de
trabajo total del nodo. 3.
Si el LUN o su volumen
tiene una politica de QoS
asociada, evalle sus
limites de umbral y valide
si estan provocando que
la carga de trabajo del
LUN se limite.
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Alta utilizacién del puerto  CRITICO
de red
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Los puertos de red se
utilizan para recibir y
transferir el trafico de los
protocolos NFS, CIFS e
iSCSI entre los sistemas
host del cliente y los
volumenes ONTAP . Sila
utilizacion del puerto es
alta, se convierte en un
cuello de botella 'y, en
Ultima instancia, afectara
el rendimiento de las
cargas de trabajo NFS,
CIFS e iSCSI. Una alerta
de advertencia indica que
se deben tomar medidas
planificadas para
equilibrar el trafico de la
red. Una alerta critica
indica que la interrupcion
del servicio es inminente y
se deben tomar medidas
de emergencia para
equilibrar el trafico de la
red para garantizar la
continuidad del servicio.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Limite el trafico
de ciertos volumenes solo
al trabajo esencial, ya sea
a través de politicas de
QoS en ONTAP o analisis
del lado del host para
disminuir la utilizacion de
los puertos de red. 2.
Configure uno o mas
volumenes para utilizar
otro puerto de red menos
utilizado. Si se supera el
umbral de advertencia,
considere las siguientes
acciones inmediatas: 1.
Configure mas puertos de
red para manejar el trafico
de datos de modo que la
utilizacion del puerto se
distribuya entre mas
puertos. 2. Configure uno
0 mas volumenes para
utilizar otro puerto de red
con menor utilizacion.



Alta latencia del espacio
de nombres NVMe

CRITICO

Los espacios de nombres
NVMe son objetos que
sirven al trafico de E/S
impulsado por
aplicaciones sensibles al
rendimiento, como las
bases de datos. La alta
latencia de los espacios
de nombres NVMe
significa que las propias
aplicaciones pueden
verse afectadas y ser
incapaces de realizar sus
tareas. Una alerta de
advertencia indica que se
deben tomar medidas
planificadas para mover el
LUN al nodo o agregado
apropiado. Una alerta
critica indica que la
interrupcion del servicio
es inminente y se deben
tomar medidas de
emergencia para
garantizar la continuidad
del servicio.

Si se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcion del
servicio: si el espacio de
nombres NVMe o su
volumen tienen una
politica de QoS asignada,
evalle sus umbrales
limite en caso de que
estén causando que la
carga de trabajo del
espacio de nombres
NVMe se limite. Si se
supera el umbral de
advertencia, considere
tomar las siguientes
acciones: 1. Si el
agregado también
experimenta una alta
utilizacion, mueva el LUN
a otro agregado. 2. Si el
nodo también
experimenta una alta
utilizacion, mueva el
volumen a otro nodo o
reduzca la carga de
trabajo total del nodo. 3.
Si el espacio de nombres
NVMe o su volumen
tienen una politica de QoS
asignada, evalue sus
umbrales de limite en
caso de que estén
provocando que la carga
de trabajo del espacio de
nombres NVMe se limite.
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Capacidad completa de
QTree

100

CRITICO

Un gtree es un sistema de
archivos definido
I6gicamente que puede
existir como un
subdirectorio especial del
directorio raiz dentro de
un volumen. Cada qtree
tiene una cuota de
espacio predeterminada o
una cuota definida por
una politica de cuotas
para limitar la cantidad de
datos almacenados en el
arbol dentro de la
capacidad del volumen...
Una alerta de advertencia
indica que se deben tomar
medidas planificadas para
aumentar el espacio...
Una alerta critica indica
que la interrupcion del
servicio es inminente y se
deben tomar medidas de
emergencia para liberar
espacio y garantizar la
continuidad del servicio.

Si se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcion del
servicio: 1. Aumente el
espacio del qtree para
acomodar el crecimiento.
2. Elimina datos no
deseados para liberar
espacio. Si se supera el
umbral de advertencia,
planifique tomar las
siguientes acciones
inmediatas: 1. Aumente el
espacio del qtree para
acomodar el crecimiento.
2. Elimina datos no
deseados para liberar
espacio.



Limite estricto de
capacidad de QTree

CRITICO

Un gtree es un sistema de
archivos definido
I6gicamente que puede
existir como un
subdirectorio especial del
directorio raiz dentro de
un volumen. Cada qtree
tiene una cuota de
espacio medida en
KBytes que se utiliza para
almacenar datos con el fin
de controlar el crecimiento
de los datos del usuario
en volumen y no exceder
su capacidad total. Un
gtree mantiene una cuota
de capacidad de
almacenamiento suave
que proporciona alerta al
usuario de forma
proactiva antes de
alcanzar el limite de cuota
de capacidad total en el
gtree y no poder
almacenar mas datos.
Monitorear la cantidad de
datos almacenados dentro
de un gtree garantiza que
el usuario reciba un
servicio de datos
ininterrumpido.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Aumentar la
cuota de espacio de los
arboles para dar cabida al
crecimiento 2. Indica al
usuario que elimine datos
no deseados en el arbol
para liberar espacio

101



Limite flexible de
capacidad de QTree

102

ADVERTENCIA

Un gtree es un sistema de
archivos definido
I6gicamente que puede
existir como un
subdirectorio especial del
directorio raiz dentro de
un volumen. Cada qtree
tiene una cuota de
espacio medida en
KBytes que puede utilizar
para almacenar datos con
el fin de controlar el
crecimiento de los datos
del usuario en volumen y
no exceder su capacidad
total. Un gtree mantiene
una cuota de capacidad
de almacenamiento suave
que proporciona alerta al
usuario de forma
proactiva antes de
alcanzar el limite de cuota
de capacidad total en el
gtree y no poder
almacenar mas datos.
Monitorear la cantidad de
datos almacenados dentro
de un gtree garantiza que
el usuario reciba un
servicio de datos
ininterrumpido.

Si se supera el umbral de
advertencia, considere las
siguientes acciones
inmediatas: 1. Aumentar
la cuota de espacio de los
arboles para dar cabida al
crecimiento. 2. Indique al
usuario que elimine los
datos no deseados en el
arbol para liberar espacio.



Limite estricto de archivos CRITICO
QTree

Limite suave de archivos ADVERTENCIA
QTree

Un gtree es un sistema de
archivos definido
I6gicamente que puede
existir como un
subdirectorio especial del
directorio raiz dentro de
un volumen. Cada qtree
tiene una cuota de la
cantidad de archivos que
puede contener para
mantener un tamano de
sistema de archivos
manejable dentro del
volumen... Un gtree
mantiene una cuota
estricta de cantidad de
archivos mas alla de la
cual se niegan los nuevos
archivos en el arbol.
Monitorear la cantidad de
archivos dentro de un
gtree garantiza que el
usuario reciba un servicio
de datos ininterrumpido.

Un gtree es un sistema de
archivos definido
I6gicamente que puede
existir como un
subdirectorio especial del
directorio raiz dentro de
un volumen. Cada qtree
tiene una cuota de la
cantidad de archivos que
puede contener para
mantener un tamafo de
sistema de archivos
manejable dentro del
volumen... Un qtree
mantiene una cuota de
numero de archivos
flexible para proporcionar
una alerta al usuario de
forma proactiva antes de
alcanzar el limite de
archivos en el gtree y no
poder almacenar archivos
adicionales. Monitorear la
cantidad de archivos
dentro de un qtree
garantiza que el usuario
reciba un servicio de
datos ininterrumpido.

Si se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcion del
servicio: 1. Aumente la
cuota de recuento de
archivos para el gtree. 2.
Eliminar archivos no
deseados del sistema de
archivos qtree.

Si se supera el umbral de
advertencia, planifique
tomar las siguientes
acciones inmediatas: 1.
Aumente la cuota de
recuento de archivos para
el gtree. 2. Eliminar
archivos no deseados del
sistema de archivos qtree.
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Reserva de instantaneas
Espacio lleno

104

CRITICO

La capacidad de
almacenamiento de un
volumen es necesaria
para almacenar datos de
aplicaciones y clientes.
Una parte de ese espacio,
denominada espacio
reservado para
instantaneas, se utiliza
para almacenar
instantaneas que permiten
proteger los datos
localmente. Cuantos mas
datos nuevos y
actualizados se
almacenen en el volumen
ONTAP , mas capacidad
de instantaneas se
utilizara y menos
capacidad de
almacenamiento de
instantaneas estara
disponible para futuros
datos nuevos o
actualizados. Si la
capacidad de datos de
instantaneas dentro de un
volumen alcanza el
espacio total de reserva
de instantaneas, esto
podria provocar que el
cliente no pueda
almacenar nuevos datos
de instantaneas y que se
reduzca el nivel de
proteccién de los datos en
el volumen. La
supervision del volumen
utilizado de la capacidad
de instantaneas garantiza
la continuidad de los
servicios de datos.

Si se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcion del
servicio: 1. Configure
instantaneas para utilizar
el espacio de datos en el
volumen cuando la
reserva de instantaneas
esté llena. 2. Elimina
algunas instantaneas
antiguas no deseadas
para liberar espacio. Si se
supera el umbral de
advertencia, planifique
tomar las siguientes
acciones inmediatas: 1.
Aumente el espacio de
reserva de instantaneas
dentro del volumen para
adaptarse al crecimiento.
2. Configure instantaneas
para utilizar el espacio de
datos en el volumen
cuando la reserva de
instantaneas esté llena.



Limite de capacidad de
almacenamiento

CRITICO

Cuando un grupo de
almacenamiento
(agregado) se llena, las
operaciones de E/S se
ralentizan y finalmente se
detienen, lo que da como
resultado un incidente de
interrupcion del
almacenamiento. Una
alerta de advertencia
indica que se deben tomar
medidas planificadas
pronto para restaurar el
espacio libre minimo. Una
alerta critica indica que la
interrupcion del servicio
es inminente y se deben
tomar medidas de
emergencia para liberar
espacio y garantizar la
continuidad del servicio.

Si se supera el umbral
critico, considere
inmediatamente las
siguientes acciones para
minimizar la interrupcién
del servicio: 1. Eliminar
instantaneas en
volumenes no criticos. 2.
Eliminar volimenes o
LUN que sean cargas de
trabajo no esenciales y
gue puedan restaurarse
desde copias fuera del
almacenamiento. Si se
supera el umbral de
advertencia, planifique las
siguientes acciones
inmediatas: 1. Mover uno
0 mas volumenes a una
ubicacion de
almacenamiento diferente.
2. Ahade mas capacidad
de almacenamiento. 3.
Cambie la configuracion
de eficiencia del
almacenamiento o
almacene los datos
inactivos en la nube.
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Limite de rendimiento del
almacenamiento

106

CRITICO

Cuando un sistema de
almacenamiento alcanza
su limite de rendimiento,
las operaciones se
ralentizan, la latencia
aumenta y las cargas de
trabajo y las aplicaciones
pueden empezar a fallar.
ONTAP evalua la
utilizacion del grupo de
almacenamiento para las
cargas de trabajo y estima
qué porcentaje del
rendimiento se ha
consumido. Una alerta de
advertencia indica que se
deben tomar medidas
planificadas para reducir
la carga del grupo de
almacenamiento a fin de
garantizar que haya
suficiente rendimiento del
grupo de almacenamiento
para atender los picos de
carga de trabajo. Una
alerta critica indica que es
inminente una caida del
rendimiento y se deben
tomar medidas de
emergencia para reducir
la carga del grupo de
almacenamiento a fin de
garantizar la continuidad
del servicio.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Suspender
tareas programadas como
instantaneas o replicacion
de SnapMirror . 2. Cargas
de trabajo inactivas no
esenciales... Si se supera
el umbral de advertencia,
tome las siguientes
medidas inmediatamente:
1. Mover una o mas
cargas de trabajo a una
ubicacioén de
almacenamiento diferente.
2. Agregue mas nodos de
almacenamiento (AFF) o
estantes de discos (FAS)
y redistribuya las cargas
de trabajo 3. Cambiar las
caracteristicas de la carga
de trabajo (tamafio del
bloque, almacenamiento
en caché de la
aplicacion).



Limite maximo de
capacidad de cuota de
usuario

CRITICO

ONTAP reconoce a los
usuarios de sistemas Unix
o Windows que tienen
derechos para acceder a
volumenes, archivos o
directorios dentro de un
volumen. Como resultado,
ONTAP permite a los
clientes configurar la
capacidad de
almacenamiento para sus
usuarios o grupos de
usuarios de sus sistemas
Linux o Windows. La
cuota de politica de
usuario o grupo limita la
cantidad de espacio que
el usuario puede utilizar
para sus propios datos...
Un limite estricto de esta
cuota permite notificar al
usuario cuando la
cantidad de capacidad
utilizada dentro del
volumen esta justo antes
de alcanzar la cuota de
capacidad total.
Monitorear la cantidad de

datos almacenados dentro

de una cuota de usuario o
grupo garantiza que el
usuario reciba un servicio
de datos ininterrumpido.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Aumente el
espacio de la cuota de
usuario o grupo para
adaptarse al crecimiento.
2. Indique al usuario o
grupo que elimine los
datos no deseados para
liberar espacio.
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Limite flexible de
capacidad de cuota de
usuario

108

ADVERTENCIA

ONTAP reconoce a los
usuarios de sistemas Unix
o Windows que tienen
derechos para acceder a
volumenes, archivos o
directorios dentro de un
volumen. Como resultado,
ONTAP permite a los
clientes configurar la
capacidad de
almacenamiento para sus
usuarios o grupos de
usuarios de sus sistemas
Linux o Windows. La
cuota de politica de
usuario o grupo limita la
cantidad de espacio que
el usuario puede utilizar
para sus propios datos...
Un limite flexible de esta
cuota permite recibir una
notificacion proactiva al
usuario cuando la
cantidad de capacidad
utilizada dentro del
volumen alcanza la cuota
de capacidad total.
Monitorear la cantidad de

datos almacenados dentro

de una cuota de usuario o
grupo garantiza que el
usuario reciba un servicio
de datos ininterrumpido.

Si se supera el umbral de
advertencia, planifique
tomar las siguientes
acciones inmediatas: 1.
Aumente el espacio de la
cuota de usuario o grupo
para adaptarse al
crecimiento. 2. Elimina
datos no deseados para
liberar espacio.



Capacidad de volumen
completa

CRITICO

La capacidad de
almacenamiento de un
volumen es necesaria
para almacenar datos de
aplicaciones y clientes.
Cuantos mas datos se
almacenen en el volumen
ONTAP , menor sera la
disponibilidad de
almacenamiento para
datos futuros. Si la
capacidad de
almacenamiento de datos
dentro de un volumen
alcanza la capacidad de
almacenamiento total, es
posible que el cliente no
pueda almacenar datos
debido a la falta de
capacidad de
almacenamiento. La
monitorizacion del
volumen de capacidad de
almacenamiento utilizada
garantiza la continuidad
de los servicios de datos.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Aumentar el
espacio del volumen para
acomodar el crecimiento.
2. Elimina datos no
deseados para liberar
espacio. 3. Si las copias
de instantaneas ocupan
mas espacio que la
reserva de instantaneas,
elimine las instantaneas
antiguas o habilite la
eliminacion automatica de
instantaneas de volumen.
Si se supera el umbral de
advertencia, planifique
tomar las siguientes
acciones inmediatas: 1.
Aumentar el espacio del
volumen para acomodar
el crecimiento 2. Si las
copias de instantaneas
ocupan mas espacio que
la reserva de
instantaneas, elimine las
instantaneas antiguas o
habilite la eliminacion
automatica de
instantaneas de volumen.
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Limite de inodos de
volumen

110

CRITICO

Los volumenes que
almacenan archivos
utilizan nodos de indice
(inodos) para almacenar
metadatos de archivos.
Cuando un volumen agota
su asignacion de inodos,
no se le pueden agregar
mas archivos. Una alerta
de advertencia indica que
se deben tomar medidas
planificadas para
aumentar la cantidad de
inodos disponibles. Una
alerta critica indica que el
agotamiento del limite de
archivos es inminente y se
deben tomar medidas de
emergencia para liberar
inodos para garantizar la
continuidad del servicio.

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Aumente el
valor de los inodos para el
volumen. Si el valor de los
inodos ya esta en el valor
maximo, entonces divida
el volumen en dos o mas
volumenes porque el
sistema de archivos ha
crecido mas alla del
tamano maximo. 2. Utilice
FlexGroup ya que ayuda a
acomodar sistemas de
archivos grandes. Si se
supera el umbral de
advertencia, planifique
tomar las siguientes
acciones inmediatas: 1.
Aumente el valor de los
inodos para el volumen. Si
el valor de los inodos ya
esta en el maximo,
entonces divida el
volumen en dos o0 mas
volumenes porque el
sistema de archivos ha
crecido mas alla del
tamano maximo. 2. Utilice
FlexGroup , ya que ayuda
a acomodar sistemas de
archivos grandes



Latencia de volumen alta CRITICO

Nombre del monitor

Gravedad

Los volumenes son
objetos que sirven al
trafico de E/S a menudo
impulsado por
aplicaciones sensibles al
rendimiento, incluidas
aplicaciones devOps,
directorios de inicio y
bases de datos. Las
latencias de alto volumen
significan que las propias
aplicaciones pueden sufrir
y ser incapaces de
realizar sus tareas.
Monitorear las latencias
del volumen es
fundamental para
mantener un rendimiento
constante de la aplicacion.
Las siguientes son
latencias esperadas
segun el tipo de medio:
SSD hasta 1-2
milisegundos; SAS hasta
8-10 milisegundos y SATA
HDD hasta 17-20
milisegundos.

Descripcion del monitor

Si se supera el umbral
critico, considere las
siguientes acciones
inmediatas para minimizar
la interrupcién del
servicio: si el volumen
tiene una politica de QoS
asignada, evalue sus
umbrales limite en caso
de que estén provocando
que la carga de trabajo
del volumen se limite. Si
se supera el umbral de
advertencia, considere las
siguientes acciones
inmediatas: 1. Si el
agregado también
experimenta una alta
utilizacion, mueva el
volumen a otro agregado.
2. Si el volumen tiene una
politica de QoS asignada,
evalue sus umbrales de
limite en caso de que
estén provocando que la
carga de trabajo del
volumen se limite. 3. Si el
nodo también
experimenta una alta
utilizacion, mueva el
volumen a otro nodo o
reduzca la carga de
trabajo total del nodo.

Accion correctiva
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Nodo de alta latencia

112

ADVERTENCIA/
CRITICO

La latencia del nodo ha
alcanzado niveles que
podrian afectar el
rendimiento de las
aplicaciones en el nodo.
Una latencia de nodo mas
baja garantiza un
rendimiento constante de
las aplicaciones. Las
latencias esperadas
segun el tipo de medio
son: SSD hasta 1-2
milisegundos; SAS hasta
8-10 milisegundos y SATA
HDD hasta 17-20
milisegundos.

Si se supera el umbral
critico, se deben tomar
medidas inmediatas para
minimizar la interrupcién
del servicio: 1. Suspender
tareas programadas,
instantaneas o replicacion
de SnapMirror 2. Reducir
la demanda de cargas de
trabajo de menor prioridad
mediante limites de QoS
3. Inactivar cargas de
trabajo no esenciales
Considere acciones
inmediatas cuando se
supere el umbral de
advertencia: 1. Mover una
0 mas cargas de trabajo a
una ubicacion de
almacenamiento diferente
2. Reducir la demanda de
cargas de trabajo de
menor prioridad mediante
limites de QoS 3. Agregue
mas nodos de
almacenamiento (AFF) o
estantes de discos (FAS)
y redistribuya las cargas
de trabajo 4. Cambiar las
caracteristicas de la carga
de trabajo (tamafio del
bloque, almacenamiento
en caché de la aplicacion,
etc.)



Limite de rendimiento del
nodo

ADVERTENCIA/
CRITICO

La utilizacion del
rendimiento del nodo ha
alcanzado niveles que
podrian afectar el
rendimiento de los IO y
las aplicaciones
compatibles con el nodo.
La utilizacion de bajo
rendimiento del nodo
garantiza un rendimiento
constante de las
aplicaciones.

Se deben tomar acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico: 1. Suspender
tareas programadas,
instantaneas o replicacion
de SnapMirror 2. Reducir
la demanda de cargas de
trabajo de menor prioridad
mediante limites de QoS
3. Inactivar cargas de
trabajo no esenciales
Considere las siguientes
acciones si se supera el
umbral de advertencia: 1.
Mover una o mas cargas
de trabajo a una ubicacion
de almacenamiento
diferente 2. Reducir la
demanda de cargas de
trabajo de menor prioridad
mediante limites de QoS
3. Agregue mas nodos de
almacenamiento (AFF) o
estantes de discos (FAS)
y redistribuya las cargas
de trabajo 4. Cambiar las
caracteristicas de la carga
de trabajo (tamafio del
bloque, almacenamiento
en caché de la aplicacion,
etc.)
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ADVERTENCIA/
CRITICO

Maquina virtual de
almacenamiento de alta
latencia

Limite estricto de archivos CRITICO
de cuota de usuario

114

La latencia de la maquina
virtual de almacenamiento
(SVM) ha alcanzado
niveles que podrian
afectar el rendimiento de
las aplicaciones en la
maquina virtual de
almacenamiento. Una
menor latencia de
almacenamiento de la
maquina virtual garantiza
un rendimiento constante
de las aplicaciones. Las
latencias esperadas
segun el tipo de medio
son: SSD hasta 1-2
milisegundos; SAS hasta
8-10 milisegundos y SATA
HDD hasta 17-20
milisegundos.

La cantidad de archivos
creados dentro del
volumen ha alcanzado el
limite critico y no se
pueden crear archivos
adicionales. EI monitoreo
de la cantidad de archivos
almacenados garantiza
que el usuario reciba un
servicio de datos
ininterrumpido.

Si se supera el umbral
critico, evalue de
inmediato los limites del
umbral para los
volumenes de la maquina
virtual de almacenamiento
con una politica de QoS
asignada, para verificar si
estan provocando que las
cargas de trabajo del
volumen se limiten.
Considere las siguientes
acciones inmediatas
cuando se supera el
umbral de advertencia: 1.
Si el agregado también
experimenta una alta
utilizacion, mueva algunos
volumenes de la maquina
virtual de almacenamiento
a otro agregado. 2. Para
los volumenes de la
maquina virtual de
almacenamiento con una
politica de QoS asignada,
evalue los limites de
umbral si estan
provocando que las
cargas de trabajo del
volumen se limiten 3. Si el
nodo experimenta una
alta utilizacion, mueva
algunos volumenes de la
maquina virtual de
almacenamiento a otro
nodo o reduzca la carga
de trabajo total del nodo.

Se requieren acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico...Considere tomar
las siguientes acciones: 1.
Aumentar la cuota de
recuento de archivos para
el usuario especifico 2.
Elimine los archivos no
deseados para reducir la
presion sobre la cuota de
archivos para el usuario
especifico



Limite suave de archivos ADVERTENCIA La cantidad de archivos Considere acciones

de cuota de usuario creados dentro del inmediatas si se supera el
volumen ha alcanzado el umbral de advertencia: 1.
limite del umbral de la Aumente la cuota de
cuota y esta cerca del recuento de archivos para
limite critico. No se la cuota de usuario
pueden crear archivos especifica 2. Elimine los
adicionales si la cuota archivos no deseados

alcanza el limite critico. para reducir la presion
Monitorear la cantidad de sobre la cuota de archivos
archivos almacenados por para el usuario especifico
un usuario garantiza que

éste reciba un servicio de

datos ininterrumpido.
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Tasa de errores de caché ADVERTENCIA/

de volumen
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CRITICO

La tasa de errores de
caché de volumen es el
porcentaje de solicitudes
de lectura de las
aplicaciones cliente que
se devuelven desde el
disco en lugar de desde la
caché. Esto significa que
el volumen ha alcanzado
el umbral establecido.

Si se supera el umbral
critico, se deben tomar
medidas inmediatas para
minimizar la interrupcién
del servicio: 1. Mueva
algunas cargas de trabajo
fuera del nodo del
volumen para reducir la
carga de E/S 2. Si aun no
esta en el nodo del
volumen, aumente el
caché WAFL comprando y
agregando un Flash
Cache 3. Reducir la
demanda de cargas de
trabajo de menor prioridad
en el mismo nodo a través
de limites de QoS
Considere acciones
inmediatas cuando se
supera el umbral de
advertencia: 1. Mueva
algunas cargas de trabajo
fuera del nodo del
volumen para reducir la
carga de E/S 2. Si aun no
esta en el nodo del
volumen, aumente el
caché WAFL comprando y
agregando un Flash
Cache 3. Reducir la
demanda de cargas de
trabajo de menor prioridad
en el mismo nodo
mediante limites de QoS
4. Cambiar las
caracteristicas de la carga
de trabajo (tamafio del
bloque, almacenamiento
en caché de la aplicacion,
etc.)



Sobreasignacion de cuota ADVERTENCIA/

de Qtree de volumen CRITICO
Volver arriba

Monitores de registro

Nombre del monitor Gravedad

Credenciales de AWS no INFORMACION
inicializadas

La sobreasignacion de
cuota de volumen Qtree
especifica el porcentaje
en el que se considera
que un volumen esta
sobreasignado por las
cuotas de qgtree. Se
alcanza el umbral
establecido para la cuota
gtree para el volumen.
Monitorear la
sobreasignacion de cuota
del volumen gtree
garantiza que el usuario
reciba un servicio de
datos ininterrumpido.

Descripcion

Este evento ocurre

cuando un modulo intenta

acceder a las
credenciales basadas en

roles de Administracion de

acceso e identidad (IAM)
de Amazon Web Services
(AWS) desde el hilo de
credenciales de la nube
antes de que se
inicialicen.

Si se supera el umbral
critico, se deben tomar
medidas inmediatas para
minimizar la interrupcién
del servicio: 1. Aumentar
el espacio del volumen 2.
Eliminar datos no
deseados Cuando se
supera el umbral de
advertencia, considere
aumentar el espacio del
volumen.

Accion correctiva

Espere a que el hilo de
credenciales de la nube,
asi como el sistema,
completen la
inicializacion.
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Nivel de nube
inalcanzable

Disco fuera de servicio

118

CRITICO

INFORMACION

Un nodo de
almacenamiento no puede
conectarse a la API de
almacenamiento de
objetos de Cloud Tier.
Algunos datos seran
inaccesibles.

Este evento ocurre
cuando un disco se retira
del servicio porque ha
sido marcado como
fallido, esta siendo
desinfectado o ha
ingresado al Centro de
mantenimiento.

Si utiliza productos
locales, realice las
siguientes acciones
correctivas: Verifique que
su LIF entre clusteres esté
en linea y funcionando
mediante el comando
"network interface show".
Compruebe la
conectividad de red con el
servidor de almacén de
objetos mediante el
comando "ping" en el LIF
entre clusteres del nodo
de destino. Asegurese de
lo siguiente: La
configuracion de su
almacén de objetos no
haya cambiado. La
informacion de inicio de
sesion y conectividad siga
siendo valida. Pongase en
contacto con el soporte
técnico de NetApp si el
problema persiste. Si
utiliza Cloud Volumes
ONTAP, realice las
siguientes acciones
correctivas: ...Asegurese
de que la configuracion de
su almacén de objetos no
haya cambiado....
Asegurese de que la
informacién de inicio de
sesion y conectividad aun
sea valida. Comuniquese
con el soporte técnico de
NetApp si el problema
persiste.

Ninguno.



FlexGroup Constituyente
Completo

El constituyente de
Flexgroup esta casi lleno

El componente de
FlexGroup esta casi sin
inodos

CRITICO

ADVERTENCIA

ADVERTENCIA

Un constituyente dentro
de un volumen FlexGroup
esta lleno, lo que podria
provocar una posible
interrupcion del servicio.
AuUn puede crear o
expandir archivos en el
volumen FlexGroup . Sin
embargo, ninguno de los
archivos almacenados en
el constituyente puede
modificarse. Como
resultado, es posible que
vea errores aleatorios de
falta de espacio cuando
intente realizar
operaciones de escritura
en el volumen FlexGroup .

Un constituyente dentro
de un volumen FlexGroup
esta casi sin espacio, lo
que podria provocar una
posible interrupcion del
servicio. Se pueden crear
y expandir archivos. Sin
embargo, si el
constituyente se queda
sin espacio, es posible
que no pueda agregar ni
modificar los archivos en
el constituyente.

Un constituyente dentro
de un volumen FlexGroup
esta casi sin inodos, lo
que podria provocar una
posible interrupcion del
servicio. El constituyente
recibe menos solicitudes
de creacion que el
promedio. Esto podria
afectar el rendimiento
general del volumen
FlexGroup , porque las
solicitudes se dirigen a los
constituyentes con mas
inodos.

Se recomienda que
agregue capacidad al
volumen FlexGroup
mediante el comando
"volume modify -files +X".
Alternativamente, elimine
archivos del volumen
FlexGroup . Sin embargo,
es dificil determinar qué
archivos han llegado al
constituyente.

Se recomienda que
agregue capacidad al
volumen FlexGroup
mediante el comando
"volume modify -files +X".
Alternativamente, elimine
archivos del volumen
FlexGroup . Sin embargo,
es dificil determinar qué
archivos han llegado al
constituyente.

Se recomienda que
agregue capacidad al
volumen FlexGroup
mediante el comando
"volume modify -files +X".
Alternativamente, elimine
archivos del volumen
FlexGroup . Sin embargo,
es dificil determinar qué
archivos han llegado al
constituyente.
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Constituyente de
FlexGroup fuera de los
inodos

LUN sin conexién

Fall6 el ventilador de la
unidad principal

Ventilador de la unidad
principal en estado de
advertencia

120

CRITICO

INFORMACION

ADVERTENCIA

INFORMACION

Un componente de un
volumen FlexGroup se ha
quedado sin inodos, lo
que podria provocar una
posible interrupcion del
servicio. No es posible
crear nuevos archivos en
este constituyente. Esto
podria generar una
distribucién general
desequilibrada del
contenido en todo el
volumen de FlexGroup .

Este evento ocurre
cuando un LUN se
desconecta manualmente.

Uno o mas ventiladores
de la unidad principal han
fallado. El sistema
permanece operativo. Sin
embargo, si la condicion
persiste durante
demasiado tiempo, el
exceso de temperatura
podria provocar un
apagado automatico.

Este evento ocurre
cuando uno o0 mas
ventiladores de la unidad
principal estan en un
estado de advertencia.

Se recomienda que
agregue capacidad al
volumen FlexGroup
mediante el comando
"volume modify -files +X".
Alternativamente, elimine
archivos del volumen
FlexGroup . Sin embargo,
es dificil determinar qué
archivos han llegado al
constituyente.

Vuelva a poner el LUN en
linea.

Vuelva a colocar los
ventiladores averiados. Si
el error persiste,
reemplacelos.

Reemplace los
ventiladores indicados
para evitar
sobrecalentamiento.



Bateria NVRAM baja ADVERTENCIA

Procesador de servicio no ADVERTENCIA
configurado

La capacidad de la bateria Realice las siguientes

NVRAM es criticamente
baja. Podria haber una
posible pérdida de datos
si la bateria se agota. Su
sistema genera y
transmite un mensaje de
AutoSupport o0 "llamada a
casa" al soporte técnico
de NetApp y a los
destinos configurados si
esta configurado para
hacerlo. La entrega
exitosa de un mensaje de
AutoSupport mejora
significativamente la
determinacion y
resolucion de problemas.

Este evento ocurre
semanalmente para
recordarle que debe
configurar el Procesador
de Servicio (SP). EI SP es
un dispositivo fisico que
se incorpora a su sistema
para proporcionar acceso
remoto y capacidades de
administracion remota.
Debe configurar el SP
para utilizar toda su
funcionalidad.

acciones correctivas:...
Visualice el estado actual,
la capacidad y el estado
de carga de la bateria
mediante el comando
"system node
environment sensors
show".... Si la bateria se
reemplazo recientemente
o el sistema no estuvo
operativo durante un
periodo prolongado,
monitoree la bateria para
verificar que se esté
cargando
correctamente....
Comuniquese con el
soporte técnico de NetApp
si la duracién de la bateria
continda disminuyendo
por debajo de los niveles
criticos y el sistema de
almacenamiento se apaga
automaticamente.

Realice las siguientes
acciones
correctivas:...Configure el
SP mediante el comando
"system service-processor
network
modification”....De
manera opcional, obtenga
la direccion MAC del SP
mediante el comando
"system service-processor
network show"....Verifique
la configuracion de red del
SP mediante el comando
"system service-processor
network show"....Verifique
que el SP pueda enviar un
correo electrénico de
AutoSupport mediante el
comando "system service-
processor autosupport
invoke". NOTA: Los hosts
y destinatarios de correo
electrénico de
AutoSupport deben
configurarse en ONTAP
antes de emitir este
comando.
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Procesador de servicios
fuera de linea

Los ventiladores de
estante fallaron

El sistema no puede
funcionar debido a una
falla del ventilador de la
unidad principal

Discos no asignados

122

CRITICO

CRITICO

CRITICO

INFORMACION

ONTAP ya no recibe
latidos del procesador de
servicio (SP), a pesar de
que se han realizado
todas las acciones de
recuperacion del SP .
ONTAP no puede
monitorear la salud del
hardware sin el SP... El
sistema se apagara para
evitar dafios al hardware y
pérdida de datos.
Configure una alerta de
panico para recibir una
notificacion inmediata si el
SP se desconecta.

El ventilador de
refrigeracion indicado o el
modulo de ventilador del
estante ha fallado. Es
posible que los discos en
el estante no reciban
suficiente flujo de aire de
enfriamiento, lo que
podria provocar fallas en
el disco.

Uno o mas ventiladores
de la unidad principal han
fallado, interrumpiendo el
funcionamiento del
sistema. Esto podria
provocar una posible
pérdida de datos.

El sistema tiene discos sin
asignar: se esta
desperdiciando capacidad
y es posible que su
sistema tenga alguna
configuracion incorrecta o
un cambio de
configuracion parcial
aplicado.

Apague y encienda el
sistema realizando las
siguientes acciones....
Extraiga el controlador del
chasis.... Empuje el
controlador hacia
adentro.... Encienda
nuevamente el
controlador.... Si el
problema persiste,
reemplace el médulo del
controlador.

Realice las siguientes
acciones
correctivas:...Verifique
que el moédulo del
ventilador esté
completamente asentado
y asegurado. NOTA: EI
ventilador esta integrado
en el médulo de fuente de
alimentacién en algunos
estantes de discos. Si el
problema persiste,
reemplace el mdédulo del
ventilador. Si el problema
persiste, comuniquese
con el soporte técnico de
NetApp para obtener
ayuda.

Reemplace los
ventiladores averiados.

Realice las siguientes
acciones
correctivas:...Determine
qué discos no estan
asignados mediante el
comando "disk show
-n"....Asigne los discos a
un sistema mediante el
comando "disk assign".



Servidor antivirus ADVERTENCIA
ocupado

Credenciales de AWS CRITICO

para el rol de IAM

expiradas

No se encontraron CRITICO

credenciales de AWS para
el rol de IAM

El servidor antivirus esta
demasiado ocupado para
aceptar nuevas solicitudes
de analisis.

Cloud Volume ONTAP se
ha vuelto inaccesible. Las
credenciales basadas en
roles de Gestion de
identidad y acceso (IAM)
han expirado. Las
credenciales se adquieren
del servidor de metadatos
de Amazon Web Services
(AWS) mediante la
funcion IAM y se utilizan
para firmar solicitudes de
APl a Amazon Simple
Storage Service (Amazon
S3).

El hilo de credenciales en
la nube no puede adquirir
las credenciales basadas
en roles de Administracion
de acceso e identidad
(IAM) de Amazon Web
Services (AWS) del
servidor de metadatos de
AWS. Las credenciales se
utilizan para firmar
solicitudes de APl a
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP se
ha vuelto inaccesible.

Si este mensaje aparece
con frecuencia, asegurese
de que haya suficientes
servidores antivirus para
manejar la carga de
analisis de virus generada
por el SVM.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementacion de Cloud
Volumes ONTAP y
verifique su
estado....Verifique que la
funcion de AWS IAM
asociada con la instancia
sea valida y se le hayan
otorgado los privilegios
adecuados para la
instancia.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementacion de Cloud
Volumes ONTAP y
verifique su
estado....Verifique que la
funcion de AWS IAM
asociada con la instancia
sea valida y se le hayan
otorgado los privilegios
adecuados para la
instancia.
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Credenciales de AWS CRITICO
para el rol de IAM no
validas

Rol de AWS IAM no CRITICO
encontrado

Rol de AWS IAM no vélido CRITICO
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Las credenciales basadas
en roles de Gestion de
identidad y acceso (IAM)
no son validas. Las
credenciales se adquieren
del servidor de metadatos
de Amazon Web Services
(AWS) mediante la
funcion 1AM y se utilizan
para firmar solicitudes de
APl a Amazon Simple
Storage Service (Amazon
S3). Cloud Volume
ONTAP se ha vuelto
inaccesible.

El hilo de roles de
Administracion de
identidad y acceso (IAM)
no puede encontrar un rol
de IAM de Amazon Web
Services (AWS) en el
servidor de metadatos de
AWS. El rol IAM es
necesario para adquirir
credenciales basadas en
roles que se utilizan para
firmar solicitudes de APl a
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP se
ha vuelto inaccesible.

La funcion de
administracion de
identidad y acceso (IAM)
de Amazon Web Services
(AWS) en el servidor de
metadatos de AWS no es
valida. El Cloud Volume
ONTAP se ha vuelto
inaccesible.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementaciéon de Cloud
Volumes ONTAP y
verifique su
estado....Verifique que la
funcion de AWS |IAM
asociada con la instancia
sea valida y se le hayan
otorgado los privilegios
adecuados para la
instancia.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementacion de Cloud
Volumes ONTAP y
verifique su
estado....Verifique que la
funcion de AWS |IAM
asociada con la instancia
sea valida.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementacion de Cloud
Volumes ONTAP y
verifique su
estado....Verifique que la
funcion de AWS |IAM
asociada con la instancia
sea valida y se le hayan
otorgado los privilegios
adecuados para la
instancia.



Error de conexion al
servidor de metadatos de
AWS

El limite de uso de
espacio de FabricPool
casi se alcanzo

CRITICO

ADVERTENCIA

El hilo de roles de
Administracion de
identidad y acceso (IAM)
no puede establecer un
enlace de comunicacion
con el servidor de
metadatos de Amazon
Web Services (AWS). Se
debe establecer
comunicacion para
adquirir las credenciales
basadas en roles de AWS
IAM necesarias para
firmar solicitudes de APl a
Amazon Simple Storage
Service (Amazon S3).
Cloud Volume ONTAP se
ha vuelto inaccesible.

El uso total del espacio
FabricPool en todo el
cluster de almacenes de
objetos de proveedores
con licencia de capacidad
casi ha alcanzado el limite
autorizado.

Realice lo
siguiente:...Inicie sesion
en la consola de
administracion de AWS
EC2....Vaya a la pagina
Instancias....Busque la
instancia para la
implementaciéon de Cloud
Volumes ONTAP y
verifique su estado....

Realice las siguientes
acciones
correctivas:...Verifique el
porcentaje de la
capacidad con licencia
utilizada por cada nivel de
almacenamiento de
FabricPool mediante el
comando "storage
aggregate object-store
show-space"....Elimine
copias instantaneas de los
volumenes con la politica
de niveles "snapshot" o
"backup" mediante el
comando "volume
snapshot delete" para
liberar espacio....Instale
una nueva licencia en el
cluster para aumentar la
capacidad con licencia.
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Se alcanzé el limite de
uso de espacio de
FabricPool

Fallé la devolucion del
agregado

126

CRITICO

CRITICO

El uso total del espacio
FabricPool en todo el
cluster de los almacenes
de objetos de
proveedores con licencia
de capacidad ha
alcanzado el limite de la
licencia.

Este evento ocurre
durante la migracion de
un agregado como parte
de una devolucién de
conmutacion por error de
almacenamiento (SFO),
cuando el nodo de destino
no puede alcanzar los
almacenes de objetos.

Realice las siguientes
acciones
correctivas:...Verifique el
porcentaje de la
capacidad con licencia
utilizada por cada nivel de
almacenamiento de
FabricPool mediante el
comando "storage
aggregate object-store
show-space"....Elimine
copias instantaneas de los
volumenes con la politica
de niveles "snapshot" o
"backup" mediante el
comando "volume
snapshot delete" para
liberar espacio....Instale
una nueva licencia en el
cluster para aumentar la
capacidad con licencia.

Realice las siguientes
acciones
correctivas:...Verifique
que su LIF entre clusteres
esté en linea y funcional
mediante el comando
"network interface
show"....Verifique la
conectividad de red con el
servidor de almacén de
objetos mediante el
comando "ping" en el LIF
entre clusteres del nodo
de destino. Verifique que
la configuracion de su
almacén de objetos no
haya cambiado y que la
informacién de inicio de
sesion y conectividad siga
siendo precisa mediante
el comando "aggregate
object-store config show".
Como alternativa, puede
anular el error
especificando "false" en el
parametro "require-
partner-waiting" del
comando giveback.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacién o asistencia.



Interconexion HA inactiva ADVERTENCIA

La interconexion de alta
disponibilidad (HA) esta
inactiva. Riesgo de
interrupcion del servicio
cuando la conmutacién
por error no esta
disponible.

Las acciones correctivas
dependen de la cantidad y
el tipo de enlaces de
interconexion de alta
disponibilidad (HA)
admitidos por la
plataforma, asi como del
motivo por el cual la
interconexion no funciona.
...Si los enlaces estan
inactivos:...Verifique que
ambos controladores en el
par HA estén
operativos....Para enlaces
conectados externamente,
asegurese de que los
cables de interconexién
estén conectados
correctamente y que los
conectores SFP (de factor
de forma pequefio), si
corresponde, estén bien
colocados en ambos
controladores....Para
enlaces conectados
internamente, deshabilite
y vuelva a habilitar los
enlaces, uno tras otro,
usando los comandos "ic
link off" y "ic link on". ...Si
los enlaces estan
deshabilitados, habilitelos
mediante el comando "ic
link on". ...Si un par no
esta conectado,
deshabilite y vuelva a
habilitar los enlaces, uno
tras otro, utilizando los
comandos "ic link off" y "ic
link on"....Comuniquese
con el soporte técnico de
NetApp si el problema
persiste.
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Se supero el maximo de
sesiones por usuario
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ADVERTENCIA

Ha excedido el nimero
maximo de sesiones
permitidas por usuario en
una conexion TCP.
Cualquier solicitud para
establecer una sesién
sera denegada hasta que
se liberen algunas
sesiones. ...

Realice las siguientes
acciones correctivas:
Inspeccione todas las
aplicaciones que se
ejecutan en el cliente y
finalice las que no
funcionen correctamente.
Reinicie el cliente.
Compruebe si el problema
se debe a una aplicacion
nueva o existente: Si la
aplicacion es nueva,
establezca un umbral mas
alto para el cliente
mediante el comando "cifs
option modify -max-opens
-same-file-per-tree". En
algunos casos, los
clientes operan como se
espera, pero requieren un
umbral mas alto. Debe
tener privilegios
avanzados para
establecer un umbral mas
alto para el cliente. ...Si el
problema es causado por
una aplicacién existente,
podria haber un problema
con el cliente.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacién o asistencia.



Se supero el maximo de
veces que se abrié cada
archivo

ADVERTENCIA

Ha superado el numero
maximo de veces que
puede abrir el archivo a
través de una conexion
TCP. Cualquier solicitud
para abrir este archivo
sera denegada hasta que
cierre algunas instancias
abiertas del archivo. Esto
generalmente indica un
comportamiento anormal
de la aplicacion.

Realice las siguientes
acciones
correctivas:...Inspeccione
las aplicaciones que se
ejecutan en el cliente que
utiliza esta conexion TCP.
El cliente podria estar
funcionando
incorrectamente debido a
la aplicacion que se
ejecuta en él. Reinicie el
cliente. Compruebe si el
problema se debe a una
aplicacion nueva o
existente: Si la aplicacion
es nueva, establezca un
umbral mas alto para el
cliente con el comando
"cifs option modify -max
-opens-same-file-per
-tree". En algunos casos,
los clientes operan como
se espera, pero requieren
un umbral mas alto. Debe
tener privilegios
avanzados para
establecer un umbral mas
alto para el cliente. ...Si el
problema es causado por
una aplicacién existente,
podria haber un problema
con el cliente.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacion o asistencia.
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Conflicto de nombres
NetBIOS

El grupo de
almacenamiento de
NFSv4 esta agotado
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CRITICO

CRITICO

El servicio de nombres
NetBIOS ha recibido una
respuesta negativa a una
solicitud de registro de
nombre, desde una
maquina remota.
Generalmente, esto se
debe a un conflicto en el
nombre NetBIOS o un
alias. Como resultado, es
posible que los clientes no
puedan acceder a los
datos o conectarse al
nodo de servicio de datos
correcto en el cluster.

Se ha agotado un grupo
de almacenamiento
NFSv4.

Realice cualquiera de las
siguientes acciones
correctivas:... Si hay un
conflicto en el nombre
NetBIOS o un alias,
realice una de las
siguientes acciones....
Elimine el alias NetBIOS
duplicado mediante el
comando "vserver cifs
delete -aliases alias
-vserver vserver"....
Cambie el nombre de un
alias NetBIOS eliminando
el nombre duplicado y
agregando un alias con un
nombre nuevo mediante
el comando "vserver cifs
create -aliases alias
-vserver vserver". ...Si no
hay alias configurados y
hay un conflicto en el
nombre NetBIOS, cambie
el nombre del servidor
CIFS utilizando los
comandos "vserver cifs
delete -vserver vserver"y
"vserver cifs create -cifs
-server netbiosname".
NOTA: Eliminar un
servidor CIFS puede
hacer que los datos sean
inaccesibles. ...Elimine el
nombre NetBIOS o
cambie el nombre del
NetBIOS en la maquina
remota.

Si el servidor NFS no
responde durante mas de
10 minutos después de
este evento, comuniquese
con el soporte técnico de
NetApp .



No hay ningun motor de
escaneo registrado

Sin conexion Vscan

Espacio de volumen de
raiz de nodo bajo

Compartir administrador
inexistente

CRITICO

CRITICO

CRITICO

CRITICO

El conector antivirus
notifico a ONTAP que no
tiene un motor de
escaneo registrado. Esto
podria provocar la falta de
disponibilidad de datos si
la opcion "escaneo
obligatorio" esta
habilitada.

ONTAP no tiene conexion
Vscan para atender
solicitudes de escaneo de
virus. Esto podria
provocar la falta de
disponibilidad de datos si
la opcidn "escaneo
obligatorio" esta
habilitada.

El sistema ha detectado
que el volumen raiz tiene
un espacio
peligrosamente bajo. El
nodo no esta
completamente operativo.
Es posible que los LIF de
datos hayan fallado dentro
del cluster, por lo que el
acceso a NFS y CIFS esta
limitado en el nodo. La
capacidad administrativa
esta limitada a los
procedimientos de
recuperacion local para
que el nodo libere espacio
en el volumen raiz.

Problema de Vscan: un
cliente intentdé conectarse
a un recurso compartido
ONTAP_ADMIN$
inexistente.

Realice las siguientes
acciones
correctivas:...Asegurese
de que el software del
motor de analisis
instalado en el servidor
antivirus sea compatible
con ONTAP....Asegurese
de que el software del
motor de analisis esté
ejecutandose y
configurado para
conectarse al conector
antivirus a través del
bucle invertido local.

Asegurese de que el
grupo de escaneres esté
configurado
correctamente y que los
servidores antivirus estén
activos y conectados a
ONTAP.

Realice las siguientes
acciones
correctivas:...Libere
espacio en el volumen
raiz eliminando copias
antiguas de Snapshot,
eliminando archivos que
ya no necesita del
directorio /mroot o
ampliando la capacidad
del volumen
raiz....Reinicie el
controlador....Comunique
se con el soporte técnico
de NetApp para obtener
mas informacioén o
asistencia.

Asegurese de que Vscan
esté habilitado para el ID
de SVM mencionado. Al
habilitar Vscan en una
SVM, se crea
automaticamente el
recurso compartido
ONTAP_ADMINS para la
SVM.
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Espacio de nombres CRITICO

NVMe sin espacio

Periodo de gracia NVMe- ADVERTENCIA
oF activo

Periodo de gracia de ADVERTENCIA
NVMe-oF expirado

Inicio del periodo de ADVERTENCIA
gracia de NVMe-oF

Host del almacén de CRITICO

objetos irresoluble

132

Un espacio de nombres
NVMe se ha
desconectado debido a un
error de escritura
provocado por la falta de
espacio.

Este evento ocurre
diariamente cuando el
protocolo NVMe over
Fabrics (NVMe-oF) esta
en uso y el periodo de
gracia de la licencia esta
activo. La funcionalidad
NVMe-oF requiere una
licencia una vez que
expira el periodo de
gracia de la licencia. La
funcionalidad NVMe-oF se
deshabilita cuando finaliza
el periodo de gracia de la
licencia.

El periodo de gracia de la
licencia NVMe over
Fabrics (NVMe-oF) ha
finalizado y la
funcionalidad NVMe-oF
esta deshabilitada.

La configuracion de NVMe
over Fabrics (NVMe-oF)
se detectd durante la
actualizacion al software
ONTAP 9.5. La
funcionalidad NVMe-oF
requiere una licencia una
vez que expira el periodo
de gracia de la licencia.

El nombre de host del
servidor de
almacenamiento de
objetos no se puede
resolver en una direccién
IP. El cliente del almacén
de objetos no puede
comunicarse con el
servidor del almacén de
objetos sin resolverse en
una direccion IP. Como
resultado, los datos
podrian resultar
inaccesibles.

Agregue espacio al
volumen y luego ponga el
espacio de nombres
NVMe en linea mediante
el comando "vserver
nvme namespace modify".

Comuniquese con su
representante de ventas
para obtener una licencia
NVMe-oF y agregarla al
cluster, o eliminar todas
las instancias de
configuracion NVMe-oF
del cluster.

Comuniquese con su
representante de ventas
para obtener una licencia
NVMe-oF y agregarla al
cluster.

Comuniquese con su
representante de ventas
para obtener una licencia
NVMe-oF y agregarla al
cluster.

Verifique la configuracion
de DNS para verificar que
el nombre de host esté
configurado
correctamente con una
direccion IP.



LIF entre clusteres del CRITICO
almacén de objetos
inactivo

Falta de coincidencia de  CRITICO
firmas en el almacén de
objetos

El cliente del almacén de
objetos no puede
encontrar un LIF operativo
para comunicarse con el
servidor del almacén de
objetos. El nodo no
permitira el trafico de
clientes del almacén de
objetos hasta que el LIF
entre clusteres esté
operativo. Como
resultado, los datos
podrian resultar
inaccesibles.

La firma de solicitud
enviada al servidor de
almacén de objetos no
coincide con la firma
calculada por el cliente.
Como resultado, los datos
podrian resultar
inaccesibles.

Realice las siguientes
acciones correctivas:
Verifique el estado del LIF
entre clusteres mediante
el comando "network
interface show -role
intercluster". Verifique que
el LIF entre clusteres esté
configurado
correctamente y en
funcionamiento. Si no hay
un LIF entre clusteres
configurado, agréguelo
mediante el comando
"network interface create
-role intercluster”.

Verifique que la clave de
acceso secreta esté
configurada
correctamente. Si esta
configurado
correctamente,
comuniquese con el
soporte técnico de NetApp
para obtener ayuda.
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Tiempo de espera de
READDIR
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CRITICO

Una operacioén de archivo
READDIR ha excedido el
tiempo de espera
permitido para su
ejecuciéon en WAFL. Esto
puede deberse a
directorios muy grandes o
dispersos. Se recomienda
tomar medidas
correctivas.

Realice las siguientes
acciones correctivas:...
Busque informacion
especifica de directorios
recientes en los que
expiraron operaciones de
archivo READDIR
mediante el siguiente
comando CLI de
nodeshell con privilegio
'diag": wafl readdir notice
show.... Verifique si los
directorios estan
indicados como dispersos
0 no:... Si un directorio
esta indicado como
disperso, se recomienda
copiar el contenido del
directorio a un nuevo
directorio para eliminar la
dispersion del archivo de
directorio. ...Siun
directorio no esta indicado
como disperso y el
directorio es grande, se
recomienda reducir el
tamano del archivo del
directorio reduciendo la
cantidad de entradas de
archivo en el directorio.



Fallo la reubicacion del
agregado

Error en la copia de
sombra

CRITICO

CRITICO

Este evento ocurre
durante la reubicacion de
un agregado, cuando el
nodo de destino no puede
alcanzar los almacenes
de objetos.

Se ha producido un error
en una operacion de copia
de seguridad y
restauracion del Servicio
de instantaneas de
volumen (VSS) de
Microsoft Server.

Realice las siguientes
acciones
correctivas:...Verifique
que su LIF entre clusteres
esté en linea y funcional
mediante el comando
"network interface
show"....Verifique la
conectividad de red con el
servidor de almacén de
objetos mediante el
comando "ping" en el LIF
entre clusteres del nodo
de destino. Verifique que
la configuracién de su
almacén de objetos no
haya cambiado y que la
informacion de inicio de
sesion y conectividad siga
siendo precisa mediante
el comando "aggregate
object-store config show".
Como alternativa, puede
anular el error mediante el
parametro "override-
destination-checks" del
comando de reubicacion.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacion o asistencia.

Verifique lo siguiente
utilizando la informacion
proporcionada en el
mensaje de evento....

¢ Esta habilitada la
configuracion de copia de
sombra?... sEstan
instaladas las licencias
adecuadas? ...;En qué
recursos compartidos se
realiza la operacion de
copia de sombra?...; Es
correcto el nombre del
recurso

compartido?...¢ Existe la
ruta del recurso
compartido?...;Cuales
son los estados del
conjunto de copias de
sombra y sus copias de
sombra?
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Las fuentes de ADVERTENCIA
alimentacion del
conmutador de

almacenamiento fallaron

Demasiadas ADVERTENCIA

autenticaciones CIFS

Acceso de usuario no ADVERTENCIA
autorizado al recurso
compartido de

administracion
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Falta una fuente de
alimentacion en el
interruptor del grupo. Se
reduce la redundancia y el
riesgo de interrupcion del
suministro eléctrico ante
futuros cortes de
suministro eléctrico.

Se han producido
simultaneamente muchas
negociaciones de
autenticacion. Hay 256
solicitudes de nueva
sesion incompletas de
este cliente.

Un cliente intentd
conectarse al recurso
compartido privilegiado
ONTAP_ADMINS$ aunque
Su usuario conectado no
es un usuario permitido.

Realice las siguientes
acciones
correctivas:...Asegurese
de que la red eléctrica de
alimentacién, que
suministra energia al
conmutador del cluster,
esté
encendida....Asegurese
de que el cable de
alimentacién esté
conectado a la fuente de
alimentacion....Comuniqu
ese con el soporte técnico
de NetApp si el problema
persiste.

Investigue por qué el
cliente ha creado 256 o
mas solicitudes de
conexion nuevas. Es
posible que tengas que
ponerte en contacto con el
proveedor del cliente o de
la aplicacion para
determinar por qué se
produjo el error.

Realice las siguientes
acciones
correctivas:...Asegurese
de que el nombre de
usuario y la direccién IP
mencionados estén
configurados en uno de
los grupos de escaneres
Vscan activos....Verifique
la configuracion del grupo
de escaneres que esta
activo actualmente
mediante el comando
"vserver vscan scanner
pool show-active".



Virus detectado

Volumen sin conexion

Volumen restringido

La maquina virtual de
almacenamiento se
detuvo correctamente

Panico en el nodo

Volver arriba

ADVERTENCIA

INFORMACION

INFORMACION

INFORMACION

ADVERTENCIA

Monitores de registros anti-ransomware

Nombre del monitor

Monitoreo anti-
ransomware de VM de
almacenamiento
deshabilitado

Gravedad
ADVERTENCIA

Un servidor Vscan ha
informado de un error al
sistema de
almacenamiento. Esto
generalmente indica que
se ha encontrado un virus.
Sin embargo, otros
errores en el servidor
Vscan pueden provocar
este evento...Se deniega
el acceso del cliente al
archivo. El servidor Vscan
podria, dependiendo de
su configuracion, limpiar
el archivo, ponerlo en
cuarentena o eliminarlo.

Este mensaje indica que
un volumen esta fuera de
linea.

Este evento indica que un
volumen flexible esta
restringido.

Este mensaje aparece
cuando una operacion
'vserver stop' tiene éxito.

Este evento se emite
cuando se produce un
panico.

Descripcion

La supervision anti-
ransomware para la
maquina virtual de
almacenamiento esta
deshabilitada. Habilite el
anti-ransomware para
proteger la maquina
virtual de
almacenamiento.

Verifique el registro del
servidor Vscan informado
en el evento "syslog" para
ver si pudo limpiar, poner
en cuarentena o eliminar
con éxito el archivo
infectado. Si no puede
hacerlo, es posible que un
administrador del sistema
tenga que eliminar el
archivo manualmente.

Vuelva a poner el volumen
en linea.

Vuelva a poner el volumen
en linea.

Utilice el comando
'vserver start' para iniciar
el acceso a los datos en
una maquina virtual de
almacenamiento.

Comuniquese con el
servicio de atencion al
cliente de NetApp .

Accion correctiva

Ninguno
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Monitoreo
antiransomware de
maquinas virtuales de
almacenamiento
habilitado (modo de
aprendizaje)

Monitoreo anti-
ransomware de volumen
habilitado

Monitoreo anti-
ransomware de volumen
deshabilitado

Monitoreo
antiransomware de
volumen habilitado (modo
de aprendizaje)

Monitoreo
antiransomware de
volumen en pausa (modo
de aprendizaje)

Monitoreo
antiransomware de
volumen en pausa

Desactivacion de la
supervision
antiransomware de
volumen

Actividad de ransomware
detectada

Volver arriba
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INFORMACION

INFORMACION

ADVERTENCIA

INFORMACION

ADVERTENCIA

ADVERTENCIA

ADVERTENCIA

CRITICO

La supervision anti-
ransomware para la
maquina virtual de
almacenamiento esta
habilitada en modo de
aprendizaje.

La monitorizacion anti-
ransomware para el
volumen esta habilitada.

La supervision anti-
ransomware para el
volumen esta
deshabilitada. Habilite el
anti-ransomware para
proteger el volumen.

La monitorizacion anti-
ransomware del volumen
esta habilitada en el modo
de aprendizaje.

La supervision anti-
ransomware del volumen
esta en pausa en modo
de aprendizaje.

La supervision anti-
ransomware del volumen
esta en pausa.

La supervision anti-
ransomware del volumen
se esta deshabilitando.

Para proteger los datos
del ransomware
detectado, se ha tomado
una copia instantanea que
puede utilizarse para
restaurar los datos
originales. Su sistema
genera y transmite un
mensaje de AutoSupport
o "llamada a casa" al

soporte técnico de NetApp

y a cualquier destino
configurado. El mensaje
de AutoSupport mejora la
determinacion y
resolucion de problemas.

Ninguno

Ninguno

Ninguno

Ninguno

Ninguno

Ninguno

Ninguno

Consulte "FINAL-
DOCUMENT-NAME" para
tomar medidas correctivas
para la actividad de
ransomware.



FSx para monitores NetApp ONTAP

Nombre del monitor

Umbrales

La capacidad del volumen Advertencia @ > 85

de FSx esta llena

%...Critico @ > 95 %

Descripcion del monitor

La capacidad de
almacenamiento de un
volumen es necesaria
para almacenar datos de
aplicaciones y clientes.
Cuantos mas datos se
almacenen en el volumen
ONTAP , menor sera la
disponibilidad de
almacenamiento para
datos futuros. Si la
capacidad de
almacenamiento de datos
dentro de un volumen
alcanza la capacidad de
almacenamiento total, es
posible que el cliente no
pueda almacenar datos
debido a la falta de
capacidad de
almacenamiento. La
monitorizacion del
volumen de capacidad de
almacenamiento utilizada
garantiza la continuidad
de los servicios de datos.

Accion correctiva

Se requieren acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico:...1. Considere
eliminar datos que ya no
necesite para liberar
espacio
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Volumen FSx de alta
latencia
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Advertencia a > 1000
Ms... Critico a > 2000 ps

Los volumenes son
objetos que sirven al
trafico de E/S a menudo
impulsado por
aplicaciones sensibles al
rendimiento, incluidas
aplicaciones devOps,
directorios de inicio y
bases de datos. Las
latencias de alto volumen
significan que las propias
aplicaciones pueden sufrir
y ser incapaces de
realizar sus tareas.
Monitorear las latencias
del volumen es
fundamental para
mantener un rendimiento
constante de la aplicacion.

Se requieren acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico:...1. Si el volumen
tiene una politica de QoS
asignada, evalue sus
umbrales limite en caso
de que estén causando
que la carga de trabajo
del volumen se limite...
Planifique tomar las
siguientes acciones
pronto si se infringe el
umbral de advertencia:...
1. Si el volumen tiene una
politica de QoS asignada,
evalue sus umbrales de
limite en caso de que
estén provocando que la
carga de trabajo del
volumen se limite...2. Si el
nodo también
experimenta una alta
utilizacion, mueva el
volumen a otro nodo o
reduzca la carga de
trabajo total del nodo.



Limite de inodos de
volumen de FSx

Advertencia @ > 85
%...Critico @ > 95 %

Sobreasignacion de cuota Advertencia @ > 95

de Qtree de volumen de
FSx

%...Critico @ > 100 %

Los volumenes que
almacenan archivos
utilizan nodos de indice
(inodos) para almacenar
metadatos de archivos.
Cuando un volumen agota
su asignacion de inodo,
no se pueden agregar
mas archivos. Una alerta
de advertencia indica que
se deben tomar medidas
planificadas para
aumentar la cantidad de
inodos disponibles. Una
alerta critica indica que el
agotamiento del limite de
archivos es inminente y se
deben tomar medidas de
emergencia para liberar
inodos para garantizar la
continuidad del servicio.

La sobreasignacion de
cuota de volumen Qtree
especifica el porcentaje
en el que se considera
que un volumen esta
sobreasignado por las
cuotas de qgtree. Se
alcanza el umbral
establecido para la cuota
gtree para el volumen.
Monitorear la
sobreasignacion de cuota
del volumen gtree
garantiza que el usuario
reciba un servicio de
datos ininterrumpido.

Se requieren acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico:...1. Considere
aumentar el valor de los
inodos para el volumen. Si
el valor de los inodos ya
esta en el maximo,
entonces considere dividir
el volumen en dos o mas
volumenes porque el
sistema de archivos ha
crecido mas alla del
tamano maximo...
Planifique tomar las
siguientes acciones
pronto si se supera el
umbral de advertencia:...
1. Considere aumentar el
valor de los inodos para el
volumen. Si el valor de los
inodos ya esta en el
maximo, considere dividir
el volumen en dos o mas
volumenes porque el
sistema de archivos ha
crecido mas alla del
tamano maximo.

Si se supera el umbral
critico, se deben tomar
medidas inmediatas para
minimizar la interrupcién
del servicio: 1. Eliminar
datos no deseados...
Cuando se supere el
umbral de advertencia,
considere aumentar el
espacio del volumen.
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El espacio de reserva de
instantaneas de FSx esta
lleno
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Advertencia @ > 90
%...Critico @ > 95 %

La capacidad de
almacenamiento de un
volumen es necesaria
para almacenar datos de
aplicaciones y clientes.
Una parte de ese espacio,
denominada espacio
reservado para
instantaneas, se utiliza
para almacenar
instantaneas que permiten
proteger los datos
localmente. Cuantos mas
datos nuevos y
actualizados se
almacenen en el volumen
ONTAP , mas capacidad
de instantaneas se
utilizara y menos
capacidad de
almacenamiento de
instantaneas estara
disponible para futuros
datos nuevos o
actualizados. Si la
capacidad de datos de
instantaneas dentro de un
volumen alcanza el
espacio total de reserva
de instantaneas, es
posible que el cliente no
pueda almacenar nuevos
datos de instantaneas y
se reduzca el nivel de
proteccién de los datos en
el volumen. La
supervision del volumen
utilizado de la capacidad
de instantaneas garantiza
la continuidad de los
servicios de datos.

Se requieren acciones
inmediatas para minimizar
la interrupcion del servicio
si se supera el umbral
critico:...1. Considere
configurar instantaneas
para usar el espacio de
datos en el volumen
cuando la reserva de
instantaneas esté llena...
2. Considere eliminar
algunas instantaneas
antiguas que quizas ya no
necesite para liberar
espacio... Planifique
tomar las siguientes
acciones pronto si se
supera el umbral de
advertencia:... 1.
Considere aumentar el
espacio de reserva de
instantaneas dentro del
volumen para adaptarse
al crecimiento...2.
Considere configurar
instantaneas para usar el
espacio de datos en el
volumen cuando la
reserva de instantaneas
esté llena



Tasa de errores de caché Advertencia @ > 95

de volumen de FSx

Volver arriba

Monitores K8s

Nombre del monitor

%...Critico @ > 100 %

Descripcion

La tasa de errores de
caché de volumen es el
porcentaje de solicitudes
de lectura de las
aplicaciones cliente que
se devuelven desde el
disco en lugar de desde la
caché. Esto significa que
el volumen ha alcanzado
el umbral establecido.

Acciones correctivas

Si se supera el umbral
critico, se deben tomar
medidas inmediatas para
minimizar la interrupcién
del servicio: 1. Mueva
algunas cargas de trabajo
fuera del nodo del
volumen para reducir la
carga de E/S 2. Reducir la
demanda de cargas de
trabajo de menor prioridad
en el mismo nodo a través
de limites de QoS...
Considere acciones
inmediatas cuando se
supera el umbral de
advertencia: 1. Mueva
algunas cargas de trabajo
fuera del nodo del
volumen para reducir la
carga de E/S 2. Reducir la
demanda de cargas de
trabajo de menor prioridad
en el mismo nodo
mediante limites de QoS
3. Cambiar las
caracteristicas de la carga
de trabajo (tamafio del
bloque, almacenamiento
en caché de la aplicacion,
etc.)

Gravedad/Umbral

143



Latencia de volumen
persistente alta

Saturacion alta de la
memoria del cluster

Error al conectar el POD
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Las latencias de volumen
altas y persistentes
significan que las
aplicaciones mismas
pueden sufrir y ser
incapaces de realizar sus
tareas. Monitorear las
latencias de volumen
persistentes es
fundamental para
mantener un rendimiento
constante de la aplicacion.
Las siguientes son
latencias esperadas
segun el tipo de medio:
SSD hasta 1-2
milisegundos; SAS hasta
8-10 milisegundos y SATA
HDD hasta 17-20
milisegundos.

La saturacion de la
memoria asignable del
cluster es alta. La
saturacion de la CPU del
cluster se calcula como la
suma del uso de la
memoria dividida por la
suma de la memoria
asignable en todos los
nodos de K8.

Esta alerta se produce
cuando falla la conexion
de un volumen con POD.

Acciones inmediatas Si
se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcién del
servicio: si el volumen
tiene una politica de QoS
asignada, evalue sus
umbrales limite en caso
de que estén provocando
que la carga de trabajo
del volumen se limite.
Acciones a realizar
pronto Si se supera el
umbral de advertencia,
planifique las siguientes
acciones inmediatas: 1. Si
el grupo de
almacenamiento también
experimenta una alta
utilizacion, mueva el
volumen a otro grupo de
almacenamiento. 2. Si el
volumen tiene una politica
de QoS asignada, evalue
sus umbrales de limite en
caso de que estén
provocando que la carga
de trabajo del volumen se
limite. 3. Si el controlador
también experimenta un
alto uso, mueva el
volumen a otro
controlador o reduzca la
carga de trabajo total del
controlador.

Advertencia a > 6000 us
Criticoa > 12 000 ps

Anadir nodos. Repara
cualquier nodo no
programado. Pods de
tamano adecuado para
liberar memoria en los
nodos.

Advertencia @ > 80 %
Critico @ > 90 %

Advertencia



Alta tasa de retransmisiéon Alta tasa de retransmision Comprobar la congestion

Capacidad alta del
sistema de archivos del
nodo

Fluctuacion alta en la red
de carga de trabajo

de TCP

Capacidad alta del
sistema de archivos del
nodo

Alto jitter de TCP (alta
latencia/variaciones del
tiempo de respuesta)

Advertencia @ > 10 %
de la red: identifique las  Critico @ > 25 %
cargas de trabajo que

consumen mucho ancho

de banda de la red.

Comprueba si el Pod tiene

una alta utilizacion de

CPU. Compruebe el

rendimiento de la red de

hardware.

- Aumente el tamafio de
los discos del nodo para
garantizar que haya
suficiente espacio para los
archivos de la aplicacion. -
Disminuir el uso de
archivos de la aplicacion.

Advertencia @ > 80 %
Critico @ > 90 %

Advertencia a > 30 ms
Criticoa > 50 ms

Compruebe si hay
congestion en la red.
Identifique las cargas de
trabajo que consumen
mucho ancho de banda
de red. Comprueba si el
Pod tiene una alta
utilizacion de CPU.
Comprobar el rendimiento
de la red de hardware

145



Rendimiento de volumen
persistente

Contenedor en riesgo de
OOM destruido

Carga de trabajo reducida

Error en la vinculacion de
la reclamacion de
volumen persistente

Los limites de memoria de
ResourceQuota estan a
punto de superarse
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Los umbrales de MBPS
en volumenes
persistentes se pueden
usar para alertar a un
administrador cuando los
volumenes persistentes
exceden las expectativas
de rendimiento
predefinidas, lo que
podria afectar a otros
volumenes persistentes.
La activacion de este
monitor generara alertas
apropiadas para el perfil
de rendimiento tipico de
los volumenes
persistentes en SSD. Este
monitor cubrira todos los
volumenes persistentes
de su inquilino. Los
valores de umbral de
advertencia y criticos se
pueden ajustar en funcién
de sus objetivos de
monitoreo duplicando este
monitor y configurando
umbrales apropiados para
su clase de
almacenamiento. Un
monitor duplicado puede
orientarse ademas a un
subconjunto de los
volumenes persistentes
de su inquilino.

Los limites de memoria
del contenedor estan
configurados demasiado
bajos. El contenedor corre
el riesgo de ser
desalojado (Out of
Memory Kill).

La carga de trabajo no
tiene pods saludables.

Esta alerta se produce
cuando falla un enlace en
un PVC.

Los limites de memoria
para el espacio de
nombres estan a punto de
superar ResourceQuota

Acciones inmediatas Si Advertencia a > 10 000
se supera el umbral MB/s Critico a > 15 000
critico, planifique acciones MB/s
inmediatas para minimizar

la interrupcién del

servicio: 1. Introduzca

limites de MBPS de QoS

para el volumen. 2.

Revise la aplicacién que

impulsa la carga de

trabajo en el volumen

para detectar anomalias.
Acciones a realizar

pronto Si se supera el

umbral de advertencia,
planifique tomar las

siguientes acciones

inmediatas: 1. Introduzca

limites de MBPS de QoS

para el volumen. 2.

Revise la aplicacién que

impulsa la carga de

trabajo en el volumen

para detectar anomalias.

Aumentar los limites de
memoria del contenedor.

Advertencia @ > 95 %

Critico @ < 1

Advertencia

Advertencia @ > 80 %
Critico @ > 90 %



Las solicitudes de
membresia de
ResourceQuota estan a
punto de superarse

Fall6 la creacién del nodo

Error en la recuperacion
de volumen persistente

Limitacion de la CPU del
contenedor

No se pudo eliminar el
balanceador de carga del
servicio

IOPS de volumen
persistente

El balanceador de carga
del servicio no se pudo
actualizar

Las solicitudes de
memoria para el espacio
de nombres estan a punto
de superar la cuota de
recursos

No se pudo programar el  Consulte el registro de

nodo debido a un error de eventos de Kubernetes

configuracion. para conocer la causa de
la falla de configuracion.

El volumen ha fallado su
recuperacion automatica.

Los limites de CPU del Aumentar los limites de
contenedor estan CPU del contenedor.
configurados demasiado

bajos. Los procesos de

contenedores se

ralentizan.

Los umbrales de IOPS en Acciones inmediatas Si
volumenes persistentes se supera el umbral

se pueden utilizar para critico, planifique acciones
alertar a un administrador inmediatas para minimizar

cuando los volumenes la interrupcion del
persistentes superan las  servicio: 1. Introduzca
expectativas de limites de IOPS de QoS
rendimiento predefinidas. para el volumen. 2.

La activacién de este Revise la aplicaciéon que

monitor generara alertas  impulsa la carga de
apropiadas para el perfil  trabajo en el volumen

de IOPS tipico de los para detectar anomalias.
volumenes de Acciones a realizar
persistencia. Este monitor pronto Si se supera el
cubrira todos los umbral de advertencia,
volumenes persistentes  planifique las siguientes
de su inquilino. Los acciones inmediatas: 1.
valores de umbral de Introduzca limites de

advertencia y criticos se  IOPS de QoS para el
pueden ajustar en funcién volumen. 2. Revise la

de sus objetivos de aplicacion que impulsa la
monitoreo duplicando este carga de trabajo en el
monitor y configurando volumen para detectar
umbrales apropiados para anomalias.

su carga de trabajo.

Advertencia @ > 80 %
Critico @ > 90 %

Critico

Advertencia @ > 0 B

Advertencia @ > 95 %
Critico @ > 98 %

Advertencia

Advertencia a > 20 000
IO/s Critico a > 25 000
I0/s

Advertencia
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Fallo de montaje del POD

Presion PID del nodo

Error en la extraccion de

la imagen del pod

El trabajo se esta
ejecutando demasiado
tiempo

Memoria de nodo alta

Los limites de CPU de
ResourceQuota estan a
punto de superarse

Retroceso del bucle de
choque de capsula
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Esta alerta se produce

cuando falla el montaje en

un POD.

Los identificadores de

proceso disponibles en el

nodo (Linux) han caido

por debajo de un umbral

de desalojo.

Kubernetes no pudo
extraer la imagen del
contenedor del pod.

El trabajo se esta
ejecutando durante
demasiado tiempo

El uso de memoria del
nodo es alto

Los limites de CPU para

el espacio de nombres

estan a punto de superar

la cuota de recursos

El pod se bloqued y se
intentd reiniciar varias
veces.

Advertencia

Busque y repare los pods Critico @ > 0
que generan muchos
procesos y privan al nodo
de identificadores de
procesos disponibles.
Configure PodPidsLimit
para proteger su nodo
contra pods o
contenedores que
generan demasiados
procesos.

- Asegurese de que la Advertencia
imagen del pod esté
escrita correctamente en
la configuracion del pod. -
Verifique que la etiqueta
de imagen exista en su
registro. - Verificar las
credenciales para el
registro de imagenes. -
Verifique si hay problemas
de conectividad del
registro. - Verifique que no
esté alcanzando los
limites de tarifas
impuestos por los
proveedores de registro
publico.

Advertencia @ > 1h
Critco@>5h

Anadir nodos. Repara
cualquier nodo no
programado. Pods de
tamano adecuado para
liberar memoria en los
nodos.

Advertencia @ > 85 %
Critico @ > 90 %

Advertencia @ > 80 %
Critico @ > 90 %

Critico@ > 3



CPU de nodo alta

Latencia de red de carga
de trabajo RTT alta

Trabajo fallido

Volumen persistente lleno
en unos pocos dias

Presion de memoria del
nodo

Nodo no listo

El uso de CPU del nodo
es alto.

Alta latencia TCP RTT
(tiempo de ida y vuelta)

El trabajo no se completd
correctamente debido a
una falla o reinicio del
nodo, agotamiento de
recursos, tiempo de
espera del trabajo o falla
en la programacion del
pod.

El volumen persistente se
quedara sin espacio en
unos dias

El nodo se esta quedando
sin memoria. La memoria
disponible ha alcanzado el
umbral de desalojo.

El nodo no ha estado listo
durante 5 minutos

Afadir nodos. Repara
cualquier nodo no
programado. Pods de
tamano adecuado para
liberar CPU en los nodos.

Comprobar la congestion
- ldentifique las
cargas de trabajo que
consumen mucho ancho
de banda de la red.
Comprueba si el Pod tiene
una alta utilizacion de
CPU. Compruebe el
rendimiento de la red de
hardware.

Consulte los registros de
eventos de Kubernetes
para conocer las causas
de las fallas.

-Aumente el tamafio del
volumen para garantizar
que haya suficiente
espacio para los archivos
de la aplicacién. -Reducir
la cantidad de datos
almacenados en las
aplicaciones.

Afadir nodos. Repara
cualquier nodo no
programado. Pods de
tamano adecuado para
liberar memoria en los
nodos.

Verifique que el nodo
tenga suficientes recursos
de CPU, memoria y disco.
Verifique la conectividad
de la red del nodo.
Consulte los registros de
eventos de Kubernetes
para conocer las causas
de las fallas.

Advertencia @ > 80 %
Critico @ > 90 %

Advertencia a > 150 ms
Critico a > 300 ms

Advertencia @ > 1

Advertencia @ < 8 dias
Critico @ < 3 dias

Critco@ >0

Critico @ < 1
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Capacidad de volumen
persistente alta

Error en la creacion del
balanceador de carga de
servicio

Desajuste de réplicas de
carga de trabajo

Solicitudes de CPU de
ResourceQuota a punto
de superarse

Alta tasa de retransmision

Presion del disco del nodo

Alta saturacion de CPU
del cluster

Volver arriba
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La capacidad utilizada del
backend de volumen
persistente es alta.

Error en la creacion del
balanceador de carga de
servicio

Algunos pods actualmente
no estan disponibles para
una implementacion o un
DaemonSet.

Las solicitudes de CPU
para el espacio de
nombres estan a punto de
superar la cuota de
recursos

Alta tasa de retransmision
de TCP

El espacio de disco y los
inodos disponibles en el
sistema de archivos raiz o
en el sistema de archivos
de imagen del nodo han
satisfecho un umbral de
desalojo.

La saturacion de CPU
asignable del cluster es
alta. La saturacion de la
CPU del cluster se calcula
como la suma del uso de
la CPU dividida por la
suma de la CPU
asignable en todos los
nodos de K8.

- Aumente el tamario del
volumen para garantizar
que haya suficiente
espacio para los archivos
de la aplicacién. - Reducir
la cantidad de datos
almacenados en las
aplicaciones.

Advertencia @ > 80 %
Critico @ > 90 %

Critico

Advertencia @ > 1

Advertencia @ > 80 %
Critico @ > 90 %

Advertencia @ > 10 %
Critico@ > 25 %

Comprobar la congestion
de la red: identifique las
cargas de trabajo que
consumen mucho ancho
de banda de la red.
Comprueba si el Pod tiene
una alta utilizacién de
CPU. Compruebe el
rendimiento de la red de
hardware.

- Aumente el tamafio de
los discos del nodo para
garantizar que haya
suficiente espacio para los
archivos de la aplicacion. -
Disminuir el uso de
archivos de la aplicacion.

Critco@ >0

Afadir nodos. Repara
cualquier nodo no
programado. Pods de
tamano adecuado para
liberar CPU en los nodos.

Advertencia @ > 80 %
Critico @ > 90 %



Monitores de registro de cambios
Nombre del monitor
Volumen interno descubierto

Volumen interno modificado

Nodo de almacenamiento
descubierto

Nodo de almacenamiento
eliminado

Pool de almacenamiento
descubierto

Maquina virtual de almacenamiento
descubierta

Maquina virtual de almacenamiento
modificada

Volver arriba

Monitores de recopilacion de datos

Nombre del monitor

Parada de la unidad de adquisicion

Gravedad

Informativo

Informativo

Informativo

Informativo

Informativo

Informativo

Informativo

Descripcion

Las unidades de adquisicion de
Data Infrastructure Insights se
reinician periddicamente como
parte de las actualizaciones para
introducir nuevas funciones. Esto
sucede una vez al mes o0 menos en
un entorno tipico. Una alerta de
advertencia de que una unidad de
adquisicion se ha cerrado debe ser
seguida poco después por una
resolucion que indique que la
unidad de adquisicion
recientemente reiniciada ha
completado un registro en Data
Infrastructure Insights.
Normalmente, este ciclo de
apagado a registro demora entre 5
y 15 minutos.

Descripcion del monitor

Este mensaje aparece cuando se
descubre un volumen interno.

Este mensaje aparece cuando se
modifica un volumen interno.

Este mensaje aparece cuando se
descubre un nodo de
almacenamiento.

Este mensaje aparece cuando se
elimina un nodo de
almacenamiento.

Este mensaje aparece cuando se
descubre un grupo de
almacenamiento.

Este mensaje aparece cuando se
descubre una maquina virtual de
almacenamiento.

Este mensaje aparece cuando se
modifica una maquina virtual de
almacenamiento.

Accidn correctiva

Si la alerta ocurre con frecuencia o
dura mas de 15 minutos, verifique
el funcionamiento del sistema que
aloja la Unidad de Adquisicion, la
red y cualquier proxy que conecta
la AU a Internet.
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El colector fallé La encuesta de un recopilador de  Visite la pagina del recopilador de
datos se topd con una situacion de datos en Data Infrastructure
falla inesperada. Insights para obtener mas
informacién sobre la situacion.

Advertencia para coleccionistas Esta alerta generalmente puede Verifique la configuracién del
surgir debido a una configuracion  recopilador de datos o del sistema
erronea del recopilador de datos 0 de destino. Tenga en cuenta que el
del sistema de destino. Revise las  monitor de advertencia de
configuraciones para evitar futuras recopilador puede enviar mas
alertas. También puede deberse a  alertas que otros tipos de
una recuperacion de datos monitores, por lo que se
incompletos en la que el recolector recomienda no configurar
de datos reunié todos los datos que destinatarios de alerta a menos que
pudo. Esto puede suceder cuando esté solucionando problemas.
las situaciones cambian durante la
recopilacion de datos (por ejemplo,
una maquina virtual presente al
comienzo de la recopilacion de
datos se elimina durante la
recopilacion de datos y antes de
que se capturen sus datos).

Volver arriba

Monitores de seguridad

Nombre del monitor Limite Descripcion del monitor ~ Accion correctiva

Transporte HTTPS de Advertencia @ < 1 AutoSupport admite Para configurar HTTPS

AutoSupport deshabilitado HTTPS, HTTP y SMTP como protocolo de
como protocolos de transporte para los

transporte. Debido a la mensajes de AutoSupport
naturaleza sensible de los , ejecute el siguiente
mensajes de AutoSupport comando ONTAP

, NetApp recomienda ....system node
enfaticamente utilizar autosupport modify
HTTPS como protocolo de -transport https
transporte predeterminado

para enviar mensajes de

AutoSupport al soporte de

NetApp .
Cifrados inseguros de Advertencia @ < 1 Indica que SSH esta Para eliminar los cifrados
cluster para SSH utilizando cifrados CBC, ejecute el siguiente
inseguros, por ejemplo, comando ONTAP
cifrados que comienzan  :...security ssh remove
con *cbc. -vserver <admin vserver>

-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc
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Banner de inicio de sesion Advertencia @ < 1
del cluster deshabilitado

Comunicacion entre pares Advertencia @ < 1
del cluster no cifrada

Usuario administrador
local predeterminado
habilitado

Advertencia @ > 0

Modo FIPS deshabilitado Advertencia @ < 1

Indica que el banner de
inicio de sesion esta
deshabilitado para los
usuarios que acceden al
sistema ONTAP . Mostrar
un banner de inicio de
sesion es util para
establecer expectativas
de acceso y uso del
sistema.

Al replicar datos para
recuperacion ante
desastres,
almacenamiento en caché
o copia de seguridad,
debe proteger esos datos
durante el transporte por
cable desde un cluster de
ONTAP a otro. El cifrado
debe configurarse tanto
en el cluster de origen
como en el de destino.

NetApp recomienda
bloquear (deshabilitar)
cualquier cuenta de
usuario administrador
predeterminado
(integrada) innecesaria
con el comando de
bloqueo. Se trata
principalmente de cuentas
predeterminadas cuyas
contrasefias nunca se
actualizaron ni cambiaron.

Cuando la conformidad
con FIPS 140-2 esta
habilitada, TLSv1 y SSLv3
se deshabilitan, y solo
TLSv1.1y TLSv1.2
permanecen habilitados.
ONTAP le impide habilitar
TLSv1y SSLv3 cuando la
conformidad con FIPS
140-2 esta habilitada.

Para configurar el banner
de inicio de sesién para
un cluster, ejecute el
siguiente comando
ONTAP :...security login
banner modify -vserver
<admin svm> -message
"Acceso restringido a
usuarios autorizados"

Para habilitar el cifrado en
las relaciones entre pares
del cluster que se crearon
antes de ONTAP 9.6, el
cluster de origen y de
destino se deben
actualizar a 9.6. Luego,
utilice el comando "cluster
peer modification" para
cambiar los pares del
cluster de origen y destino
para que utilicen el cifrado
de intercambio de trafico
de cluster. Consulte la
Guia de refuerzo de
seguridad de NetApp para
ONTAP 9 para obtener
mas detalles.

Para bloquear la cuenta
"admin" incorporada,
ejecute el siguiente
comando ONTAP
....security login lock
-username admin

Para habilitar la
conformidad con FIPS
140-2 en un cluster,
ejecute el siguiente
comando ONTAP en
modo de privilegio
avanzado:...security
config modify -interface
SSL -is-fips-enabled true
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Reenvio de registros no
cifrado

Advertencia @ < 1

Contrasefia con hash
MD5

Advertencia @ > 0

No hay servidores NTP
configurados

Advertencia @ < 1

El nimero de servidores
NTP es bajo

Advertencia @ < 3
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La descarga de
informacion de syslog es
necesaria para limitar el
alcance o la huella de una
violacioén a un solo
sistema o solucion. Por lo
tanto, NetApp recomienda
descargar de forma
segura la informacion de
syslog a una ubicacion de
almacenamiento o
retencion segura.

NetApp recomienda
encarecidamente utilizar
la funcidén hash SHA-512
mas segura para las
contrasefias de cuentas
de usuario de ONTAP .
Las cuentas que utilizan la
funcién hash MD5, menos
segura, deberian migrar a
la funcién hash SHA-512.

Indica que el cluster no
tiene servidores NTP
configurados. Para lograr
redundancia y un servicio
optimo, NetApp
recomienda asociar al
menos tres servidores
NTP con el cluster.

Indica que el cluster tiene
menos de 3 servidores
NTP configurados. Para
lograr redundancia y un
servicio 6ptimo, NetApp
recomienda asociar al
menos tres servidores
NTP con el cluster.

Una vez que se crea un
destino de reenvio de
registros, su protocolo no
se puede cambiar. Para
cambiar a un protocolo
cifrado, elimine y vuelva a
crear el destino de
reenvio de registros
mediante el siguiente
comando ONTAP
:...cluster log-forwarding
create -destination
<destination ip> -protocol
tcp-encrypted

NetApp recomienda
encarecidamente que las
cuentas de usuario migren
a la solucion SHA-512
mas segura haciendo que
los usuarios cambien sus
contrasefias. Para
bloquear cuentas con
contrasefias que usan la
funcion hash MD5,
ejecute el siguiente
comando ONTAP :
security login lock -vserver
* -username * -hash
-function md5

Para asociar un servidor
NTP con el cluster,
ejecute el siguiente
comando ONTAP : cluster
time-service ntp server
create -server <nombre
de host o direccion IP del
servidor ntp>

Para asociar un servidor
NTP con el cluster,
ejecute el siguiente
comando ONTAP
....cluster time-service ntp
server create -server
<nombre de host o
direccion IP del servidor
ntp>



Shell remoto habilitado

Registro de auditoria de
magquinas virtuales de
almacenamiento
deshabilitado

Cifrados inseguros de
maquinas virtuales de
almacenamiento para
SSH

Advertencia @ > 0

Advertencia @ < 1

Advertencia @ < 1

Banner de inicio de sesién Advertencia @ < 1

de Storage VM
deshabilitado

Protocolo Telnet habilitado Advertencia @ >0

Volver arriba

Remote Shell no es un
meétodo seguro para
establecer acceso
mediante linea de
comandos a la solucién
ONTAP . El Shell remoto
debe estar deshabilitado
para un acceso remoto
seguro.

Indica que el registro de
auditoria esta
deshabilitado para SVM.

Indica que SSH esta
utilizando cifrados
inseguros, por ejemplo,
cifrados que comienzan
con *cbc.

Indica que el banner de
inicio de sesion esta
deshabilitado para los
usuarios que acceden a
las SVM en el sistema.
Mostrar un banner de
inicio de sesién es util
para establecer
expectativas de acceso y
uso del sistema.

Telnet no es un método
seguro para establecer
acceso mediante linea de
comandos a la solucién
ONTAP . Telnet debe
estar deshabilitado para
un acceso remoto seguro.

NetApp recomienda
Secure Shell (SSH) para
acceso remoto seguro.
Para deshabilitar el shell
remoto en un cluster,
ejecute el siguiente
comando ONTAP en
modo de privilegio
avanzado: security
protocol modify
-application rsh- enabled
false

Para configurar el registro
de auditoria de un
vserver, ejecute el
siguiente comando
ONTAP :...vserver audit
enable -vserver <svm>

Para eliminar los cifrados
CBC, ejecute el siguiente
comando ONTAP
:...security ssh remove
-vserver <vserver>
-ciphers aes256-
cbc,aes192-cbc,aes128-
cbc,3des-cbc

Para configurar el banner
de inicio de sesion para
un cluster, ejecute el
siguiente comando
ONTAP ....security login
banner modify -vserver
<svm> -message "Acceso
restringido a usuarios
autorizados"

NetApp recomienda
Secure Shell (SSH) para
acceso remoto seguro.
Para deshabilitar Telnet
en un cluster, ejecute el
siguiente comando
ONTAP en modo de
privilegio
avanzado:...security
protocol modify
-application telnet
-enabled false
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Monitores de protecciéon de datos

Nombre del monitor Umbrales

Espacio insuficiente para (El filtro contiene_luns =
la copia de instantanea de Si) Advertencia @ > 95
LUN %... Critica @ > 100 %
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Descripcion del monitor

La capacidad de
almacenamiento de un
volumen es necesaria
para almacenar datos de
aplicaciones y clientes.
Una parte de ese espacio,
denominada espacio
reservado para
instantaneas, se utiliza
para almacenar
instantaneas que permiten
proteger los datos
localmente. Cuantos mas
datos nuevos y
actualizados se
almacenen en el volumen
ONTAP , mas capacidad
de instantaneas se
utilizara y menos
capacidad de
almacenamiento de
instantaneas estara
disponible para futuros
datos nuevos o
actualizados. Si la
capacidad de datos de
instantaneas dentro de un
volumen alcanza el
espacio total de reserva
de instantaneas, es
posible que el cliente no
pueda almacenar nuevos
datos de instantaneas y
se reduzca el nivel de
proteccién de los datos en
los LUN del volumen. La
supervisiéon del volumen
utilizado de la capacidad
de instantaneas garantiza
la continuidad de los
servicios de datos.

Accion correctiva

Acciones inmediatas Si
se supera el umbral
critico, considere acciones
inmediatas para minimizar
la interrupcién del
servicio: 1. Configure
instantaneas para utilizar
el espacio de datos en el
volumen cuando la
reserva de instantaneas
esté llena. 2. Elimina
algunas instantaneas
antiguas no deseadas
para liberar espacio.
Acciones a realizar
pronto Si se supera el
umbral de advertencia,
planifique tomar las
siguientes acciones
inmediatas: 1. Aumente el
espacio de reserva de
instantaneas dentro del
volumen para adaptarse
al crecimiento. 2.
Configure instantaneas
para utilizar el espacio de
datos en el volumen
cuando la reserva de
instantaneas esté llena.



Retraso en la relacion de  Advertencia @ >
SnapMirror 150%...Critica @ > 300%

Volver arriba

Monitores de volumen de nube (CVO)

Gravedad de ClI
INFORMACION

Nombre del monitor

Disco CVO fuera de
servicio

El retraso de la relacion
de SnapMirror es la
diferencia entre la marca
de tiempo de la
instantanea y la hora en el
sistema de destino.
Lag_time_percent es la
relacion entre el tiempo de
retraso y el intervalo de
programacion de la
politica SnapMirror . Si el
tiempo de retraso es igual
al intervalo de
programacion, el
lag_time_percent sera
100%. Si la politica
SnapMirror no tiene una
programacion, no se
calculara
lag_time_percent.

Descripcion del monitor

Este evento ocurre
cuando un disco se retira
del servicio porque ha
sido marcado como
fallido, esta siendo
desinfectado o ha
ingresado al Centro de
mantenimiento.

Supervise el estado de
SnapMirror utilizando el
comando "snapmirror
show". Verifique el
historial de transferencias
de SnapMirror usando el
comando "snapmirror
show-history"

Accion correctiva

Ninguno
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Fallé la devolucion del
grupo de almacenamiento
de CVO
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CRITICO

Este evento ocurre
durante la migracion de
un agregado como parte
de una devolucién de
conmutacion por error de
almacenamiento (SFO),
cuando el nodo de destino
no puede alcanzar los
almacenes de objetos.

Realice las siguientes
acciones correctivas:
Verifique que su LIF entre
clusteres esté en linea 'y
funcional mediante el
comando "network
interface show". Verifique
la conectividad de la red
con el servidor de
almacén de objetos
mediante el comando
"ping" a través del LIF
entre clusteres del nodo
de destino. Verifique que
la configuracién de su
almacén de objetos no
haya cambiado y que la
informacion de inicio de
sesion y conectividad aun
sea precisa utilizando el
comando "aggregate
object-store config show".
Alternativamente, puede
anular el error
especificando falso para
el parametro "require-
partner-waiting" del
comando giveback.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacion o asistencia.



Interconexiéon CVO HA
inactiva

ADVERTENCIA

La interconexion de alta
disponibilidad (HA) esta
inactiva. Riesgo de
interrupcion del servicio
cuando la conmutacién
por error no esta
disponible.

Las acciones correctivas
dependen de la cantidad y
el tipo de enlaces de
interconexion de alta
disponibilidad (HA)
admitidos por la
plataforma, asi como del
motivo por el cual la
interconexion no funciona.
Si los enlaces estan
inactivos: Verifique que
ambos controladores en el
par HA estén operativos.
Para enlaces conectados
externamente, asegurese
de que los cables de
interconexion estén
conectados correctamente
y que los conectores SFP
(de factor de forma
pequeno), si corresponde,
estén colocados
correctamente en ambos
controladores. Para los
enlaces conectados
internamente, deshabilite
y vuelva a habilitar los
enlaces, uno tras otro,
utilizando los comandos
"ic link off" y "ic link on". Si
los enlaces estan
deshabilitados, habilitelos
mediante el comando "ic
link on". Si un par no esta
conectado, deshabilite y
vuelva a habilitar los
enlaces, uno tras otro,
utilizando los comandos
"ic link off" y "ic link on".
Comuniquese con el
soporte técnico de NetApp
si el problema persiste.
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Se supero el maximo de
sesiones por usuario de
CvOo

160

ADVERTENCIA

Ha excedido el nimero
maximo de sesiones
permitidas por usuario en
una conexion TCP.
Cualquier solicitud para
establecer una sesién
sera denegada hasta que
se liberen algunas
sesiones.

Realice las siguientes
acciones correctivas:
inspeccione todas las
aplicaciones que se
ejecutan en el cliente y
finalice aquellas que no
funcionen correctamente.
Reinicie el cliente.
Compruebe si el problema
es causado por una
aplicacion nueva o
existente: si la aplicacion
es nueva, establezca un
umbral mas alto para el
cliente utilizando el
comando "cifs option
modify -max-opens-same
-file-per-tree". En algunos
casos, los clientes operan
Como se espera, pero
requieren un umbral mas
alto. Debe tener
privilegios avanzados
para establecer un umbral
mas alto para el cliente. Si
el problema es causado
por una aplicacion
existente, podria haber un
problema con el cliente.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacioén o asistencia.



Conflicto de nombres
NetBIOS de CVO

El grupo de
almacenamiento NFSv4
de CVO se ha agotado

Panico en el nodo CVO

CRITICO

CRITICO

ADVERTENCIA

El servicio de nombres
NetBIOS ha recibido una
respuesta negativa a una
solicitud de registro de
nombre, desde una
maquina remota.
Generalmente, esto se
debe a un conflicto en el
nombre NetBIOS o un
alias. Como resultado, es
posible que los clientes no
puedan acceder a los
datos o conectarse al
nodo de servicio de datos
correcto en el cluster.

Se ha agotado un grupo
de almacenamiento
NFSv4.

Este evento se emite
cuando se produce un
panico.

Realice cualquiera de las
siguientes acciones
correctivas: Si hay un
conflicto en el nombre
NetBIOS o un alias,
realice una de las
siguientes acciones:
Elimine el alias NetBIOS
duplicado mediante el
comando "vserver cifs
delete -aliases alias
-vserver vserver". Cambie
el nombre de un alias
NetBIOS eliminando el
nombre duplicado y
agregando un alias con un
nombre nuevo mediante
el comando "vserver cifs
create -aliases alias
-vserver vserver". Si no
hay alias configurados y
hay un conflicto en el
nombre NetBIOS, cambie
el nombre del servidor
CIFS utilizando los
comandos "vserver cifs
delete -vserver vserver"y
"vserver cifs create -cifs
-server netbiosname".
NOTA: Eliminar un
servidor CIFS puede
hacer que los datos sean
inaccesibles. Elimine el
nombre NetBIOS o
cambie el nombre del
NetBIOS en la maquina
remota.

Si el servidor NFS no
responde durante mas de
10 minutos después de
este evento, comuniquese
con el soporte técnico de
NetApp .

Comuniquese con el
servicio de atencion al
cliente de NetApp .
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Espacio bajo en el CRITICO
volumen raiz del nodo
CVvVO

CVO Compartir CRITICO
administrador inexistente

Host de almacén de CRITICO
objetos CVO irresoluble
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El sistema ha detectado
que el volumen raiz tiene
un espacio
peligrosamente bajo. El
nodo no esta
completamente operativo.
Es posible que los LIF de
datos hayan fallado dentro
del cluster, por lo que el
acceso a NFS y CIFS esta
limitado en el nodo. La
capacidad administrativa
esta limitada a los
procedimientos de
recuperacion local para
que el nodo libere espacio
en el volumen raiz.

Problema de Vscan: un
cliente intentd conectarse
a un recurso compartido
ONTAP_ADMIN$
inexistente.

El nombre de host del
servidor de
almacenamiento de
objetos no se puede
resolver en una direccién
IP. El cliente del almacén
de objetos no puede
comunicarse con el
servidor del almacén de
objetos sin resolverse en
una direccion IP. Como
resultado, los datos
podrian resultar
inaccesibles.

Realice las siguientes
acciones correctivas:
libere espacio en el
volumen raiz eliminando
copias de instantaneas
antiguas, eliminando
archivos que ya no
necesita del directorio
/mroot o ampliando la
capacidad del volumen
raiz. Reinicie el
controlador. Comuniquese
con el soporte técnico de
NetApp para obtener mas
informacion o asistencia.

Asegurese de que Vscan
esté habilitado para el ID
de SVM mencionado. Al
habilitar Vscan en una
SVM, se crea
automaticamente el
recurso compartido
ONTAP_ADMINS para la
SVM.

Verifique la configuracion
de DNS para verificar que
el nombre de host esté
configurado
correctamente con una
direccion IP.



LIF entre clusteres del CRITICO
almacén de objetos CVO
inactivo

Falta de coincidencia de  CRITICO
firmas del almacén de
objetos CVO

Memoria del monitor QoS CRITICO
de CVO al maximo

El cliente del almacén de
objetos no puede
encontrar un LIF operativo
para comunicarse con el
servidor del almacén de
objetos. El nodo no
permitira el trafico de
clientes del almacén de
objetos hasta que el LIF
entre clusteres esté
operativo. Como
resultado, los datos
podrian resultar
inaccesibles.

La firma de solicitud
enviada al servidor de
almacén de objetos no
coincide con la firma
calculada por el cliente.
Como resultado, los datos
podrian resultar
inaccesibles.

La memoria dinamica del
subsistema QoS ha
alcanzado su limite para
el hardware de la
plataforma actual.
Algunas funciones de
QoS podrian funcionar
con una capacidad
limitada.

Realice las siguientes
acciones correctivas:
Verifique el estado del LIF
entre clusteres mediante
el comando "network
interface show -role
intercluster". Verifique que
el LIF entre clusteres esté
configurado
correctamente y
operativo. Si no se
configura un LIF entre
clusteres, agréguelo
mediante el comando
"network interface create
-role intercluster".

Verifique que la clave de
acceso secreta esté
configurada
correctamente. Si esta
configurado
correctamente,
comuniquese con el
soporte técnico de NetApp
para obtener ayuda.

Elimine algunas cargas de
trabajo o transmisiones
activas para liberar
memoria. Utilice el
comando “statistics show
-object workload -counter
ops” para determinar qué
cargas de trabajo estan
activas. Las cargas de
trabajo activas muestran
operaciones distintas de
cero. Luego, utilice el
comando “workload delete
<workload _name>" varias
veces para eliminar
cargas de trabajo
especificas. Como
alternativa, utilice el
comando “stream delete
-workload <workload
name> *” para eliminar los
flujos asociados de la
carga de trabajo activa.
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Tiempo de espera de
CVO READDIR

164

CRITICO

Una operacioén de archivo
READDIR ha excedido el
tiempo de espera
permitido para su
ejecuciéon en WAFL. Esto
puede deberse a
directorios muy grandes o
dispersos. Se recomienda
tomar medidas
correctivas.

Realice las siguientes
acciones correctivas:
Busque informacion
especifica de los
directorios recientes en
los que expiraron las
operaciones de archivo
READDIR mediante el
siguiente comando CLI de
nodeshell con privilegio
'diag": wafl readdir notice
show. Compruebe si los
directorios estan
indicados como dispersos
0 no: si un directorio esta
indicado como disperso,
se recomienda copiar el
contenido del directorio a
un nuevo directorio para
eliminar la dispersion del
archivo del directorio. Si
un directorio no esta
indicado como disperso y
el directorio es grande, se
recomienda reducir el
tamano del archivo del
directorio reduciendo la
cantidad de entradas de
archivo en el directorio.



Fallé la reubicacion del
grupo de almacenamiento
de CVO

Error en la copia de
sombra de CVO

CRITICO

CRITICO

Este evento ocurre
durante la reubicacion de
un agregado, cuando el
nodo de destino no puede
alcanzar los almacenes
de objetos.

Se ha producido un error
en una operacion de copia
de seguridad y
restauracion del Servicio
de instantaneas de
volumen (VSS) de
Microsoft Server.

Realice las siguientes
acciones correctivas:
Verifique que su LIF entre
clusteres esté en linea 'y
funcional mediante el
comando "network
interface show". Verifique
la conectividad de la red
con el servidor de
almacén de objetos
mediante el comando
"ping" a través del LIF
entre clusteres del nodo
de destino. Verifique que
la configuracién de su
almacén de objetos no
haya cambiado y que la
informacion de inicio de
sesion y conectividad aun
sea precisa utilizando el
comando "aggregate
object-store config show".
Alternativamente, puede
anular el error utilizando el
parametro "override-
destination-checks" del
comando de reubicacion.
Comuniquese con el
soporte técnico de NetApp
para obtener mas
informacion o asistencia.

Verifique lo siguiente
utilizando la informacion
proporcionada en el
mensaje del evento:

¢ Esta habilitada la
configuracion de copia de
sombra? ;Estan
instaladas las licencias
adecuadas? ;En qué
acciones se realiza la
operacion de shadow
copy? ¢ Es correcto el
nombre de la accion?

¢ Existe la ruta
compartida? ;Cuales son
los estados del conjunto
de copias de sombra y
sus copias de sombra?
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La maquina virtual de INFORMACION
almacenamiento CVO se

detuvo correctamente

CVO Demasiadas ADVERTENCIA

autenticaciones CIFS

Discos no asignados CVO INFORMACION

Acceso de usuario no ADVERTENCIA

autorizado a la cuenta de
administrador de CVO

166

Este mensaje aparece
cuando una operacion
'vserver stop' tiene éxito.

Se han producido
simultaneamente muchas
negociaciones de
autenticacion. Hay 256
solicitudes de nueva
sesion incompletas de
este cliente.

El sistema tiene discos sin
asignar: se esta
desperdiciando capacidad
y es posible que su
sistema tenga alguna
configuracion incorrecta o
un cambio de
configuracion parcial
aplicado.

Un cliente intentd
conectarse al recurso
compartido privilegiado
ONTAP_ADMINS$ aunque
Su usuario conectado no
es un usuario permitido.

Utilice el comando
'vserver start' para iniciar
el acceso a los datos en
una maquina virtual de
almacenamiento.

Investigue por qué el
cliente ha creado 256 o
mas solicitudes de
conexion nuevas. Es
posible que tengas que
ponerte en contacto con el
proveedor del cliente o de
la aplicacion para
determinar por qué se
produjo el error.

Realice las siguientes
acciones correctivas:
Determine qué discos no
estan asignados mediante
el comando "disk show
-n". Asigne los discos a un
sistema mediante el
comando "disk assign".

Realice las siguientes
acciones correctivas:
Asegurese de que el
nombre de usuario y la
direccion IP mencionados
estén configurados en uno
de los grupos de
escaneres Vscan activos.
Verifique la configuracion
del grupo de escaneres
que esta actualmente
activo mediante el
comando "vserver vscan
scanner pool show-
active".



Virus CVO detectado ADVERTENCIA

Volumen CVO sin INFORMACION

conexion

Volumen CVO restringido INFORMACION

Volver arriba

Monitores de registro del mediador de SnapMirror para la continuidad empresarial (SMBC)

Nombre del monitor Gravedad

Mediador ONTAP afiadido INFORMACION

Mediador de ONTAP no  CRITICO
accesible
Mediador de ONTAP INFORMACION

eliminado

Un servidor Vscan ha
informado de un error al
sistema de
almacenamiento. Esto
generalmente indica que
se ha encontrado un virus.
Sin embargo, otros
errores en el servidor
Vscan pueden causar
este evento. Se deniega
el acceso del cliente al
archivo. El servidor Vscan
podria, dependiendo de
su configuracion, limpiar
el archivo, ponerlo en
cuarentena o eliminarlo.

Este mensaje indica que
un volumen esta fuera de
linea.

Este evento indica que un
volumen flexible esta
restringido.

Descripcion del monitor

Este mensaje aparece
cuando ONTAP Mediator
se agrega correctamente
a un cluster.

Este mensaje aparece
cuando se reutiliza
ONTAP Mediator o
cuando el paquete
Mediator ya no esta
instalado en el servidor
Mediator. Como resultado,
la conmutacién por error
de SnapMirror no es
posible.

Este mensaje aparece
cuando ONTAP Mediator
se elimina correctamente
de un cluster.

Verifique el registro del
servidor Vscan informado
en el evento "syslog" para
ver si pudo limpiar, poner
en cuarentena o eliminar
con éxito el archivo
infectado. Si no puede
hacerlo, es posible que un
administrador del sistema
tenga que eliminar el
archivo manualmente.

Vuelva a poner el volumen
en linea.

Vuelva a poner el volumen
en linea.

Accion correctiva

Ninguno

Elimine la configuracion
del mediador ONTAP
actual mediante el
comando "snapmirror
mediator remove".
Reconfigure el acceso al
Mediador ONTAP
mediante el comando
"snapmirror mediator
add".

Ninguno
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Mediador de ONTAP ADVERTENCIA
inalcanzable

Certificado CA SMBC CRITICO
expirado

Certificado de CA de ADVERTENCIA

SMBC a punto de expirar
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Este mensaje aparece
cuando no se puede
acceder al mediador de
ONTAP en un cluster.
Como resultado, la
conmutacion por error de
SnapMirror no es posible.

Este mensaje aparece
cuando el certificado de la
autoridad de certificacion
(CA) de ONTAP Mediator
ha expirado. Como
resultado, no sera posible
ninguna comunicacion
adicional con el Mediador
de ONTAP .

Este mensaje aparece
cuando el certificado de la
autoridad de certificacion
(CA) de ONTAP Mediator
esta a punto de vencer
dentro de los préximos 30
dias.

Verifique la conectividad
de red al Mediador
ONTAP mediante los
comandos "network ping"
y "network traceroute". Si
el problema persiste,
elimine la configuracion
del Mediador ONTAP
actual mediante el
comando "snapmirror
mediator remove".
Reconfigure el acceso al
Mediador ONTAP
mediante el comando
"snapmirror mediator
add".

Elimine la configuracion
del mediador ONTAP
actual mediante el
comando "snapmirror
mediator remove".
Actualice un nuevo
certificado de CA en el
servidor ONTAP Mediator.
Reconfigure el acceso al
Mediador ONTAP
mediante el comando
"snapmirror mediator
add".

Antes de que este
certificado expire, elimine
la configuracion del
Mediador ONTAP actual
mediante el comando
"snapmirror mediator
remove". Actualice un
nuevo certificado de CA
en el servidor ONTAP
Mediator. Reconfigure el
acceso al Mediador
ONTAP mediante el
comando "snapmirror
mediator add".



Certificado de cliente CRITICO
SMBC expirado
Certificado de cliente ADVERTENCIA

SMBC a punto de expirar

Relacién SMBC fuerade CRITICO
sincronizacion Nota: UM
no tiene esta

Certificado de servidor CRITICO

SMBC expirado

Este mensaje aparece
cuando el certificado del
cliente ONTAP Mediator
ha expirado. Como
resultado, no sera posible
ninguna comunicacion
adicional con el Mediador
de ONTAP .

Este mensaje aparece
cuando el certificado del
cliente ONTAP Mediator
esta a punto de vencer
dentro de los préximos 30
dias.

Este mensaje aparece
cuando una relacion de
SnapMirror for Business
Continuity (SMBC) cambia
su estado de
"sincronizado" a
"desincronizado". Debido
a este RPO=0 la
proteccién de datos se
vera interrumpida.

Este mensaje aparece
cuando el certificado del
servidor ONTAP Mediator
ha expirado. Como
resultado, no sera posible
ninguna comunicacion
adicional con el Mediador
de ONTAP .

Elimine la configuracion
del mediador ONTAP
actual mediante el
comando "snapmirror
mediator remove".
Reconfigure el acceso al
Mediador ONTAP
mediante el comando
"snapmirror mediator
add".

Antes de que este
certificado expire, elimine
la configuracion del
Mediador ONTAP actual
mediante el comando
"snapmirror mediator
remove". Reconfigure el
acceso al Mediador
ONTAP mediante el
comando "snapmirror
mediator add".

Verifique la conexién de
red entre los volumenes
de origen y destino.
Supervise el estado de la
relacion SMBC utilizando
el comando "snapmirror
show" en el destino y el
comando "snapmirror list-
destinations" en el origen.
La resincronizacion
automatica intentara que
la relacion vuelva al
estado "sincronizado". Si
la resincronizacion falla,
verifique que todos los
nodos del cluster estén en
quorum y funcionen
correctamente.

Elimine la configuracion
del mediador ONTAP
actual mediante el
comando "snapmirror
mediator remove".
Actualice un nuevo
certificado de servidor en
el servidor ONTAP
Mediator. Reconfigure el
acceso al Mediador
ONTAP mediante el
comando "snapmirror
mediator add".
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Certificado de servidor
SMBC a punto de expirar

Volver arriba

ADVERTENCIA

Este mensaje aparece
cuando el certificado del
servidor ONTAP Mediator
esta a punto de vencer
dentro de los proximos 30
dias.

Monitores adicionales de energia, frecuencia cardiaca y otros sistemas

Nombre del monitor

Se descubrié una fuente
de alimentacion para
estantes de discos

Gravedad

INFORMATIVO

Estantes de discos Fuente INFORMATIVO

de alimentacion retirada

Cambio automatico no
planificado de
MetroCluster
deshabilitado
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CRITICO

Descripcion del monitor

Este mensaje aparece
cuando se agrega una
unidad de fuente de
alimentacion al estante de
discos.

Este mensaje aparece
cuando se quita una
unidad de fuente de
alimentacion del estante
de discos.

Este mensaje aparece
cuando la capacidad de
cambio automatico no
planificado esta
deshabilitada.

Antes de que este
certificado expire, elimine
la configuracion del
Mediador ONTAP actual
mediante el comando
"snapmirror mediator
remove". Actualice un
nuevo certificado de
servidor en el servidor
ONTAP Mediator.
Reconfigure el acceso al
Mediador ONTAP
mediante el comando
"snapmirror mediator
add".

Accion correctiva

NINGUNO

NINGUNO

Ejecute el comando
"metrocluster modify
-node-name <nodename>
-automatic-switchover
-onfailure true" para cada
nodo del cluster para
habilitar el cambio
automatico.



Gravedad

CRITICO

Nombre del monitor

Puente de
almacenamiento de
MetroCluster inaccesible

Temperatura del puente  CRITICO
MetroCluster anormal -

por debajo del nivel critico

Temperatura del puente  CRITICO
MetroCluster anormal -
por encima del nivel

critico

El agregado de ADVERTENCIA
MetroCluster se quedo

atras

Descripcion del monitor

No se puede acceder al
puente de
almacenamiento a través
de lared de
administracion

El sensor del puente Fibre
Channel informa una
temperatura que esta por
debajo del umbral critico.

El sensor del puente Fibre
Channel informa una

temperatura que esta por
encima del umbral critico.

El agregado quedo
abandonado durante el
retroceso.

Accion correctiva

1) Si el puente esta
monitoreado por SNMP,
verifique que el LIF de
administracion de nodos
esté activo utilizando el
comando "network
interface show". Verifique
que el puente esté activo
utilizando el comando
"ping de red". 2) Si el
puente se monitorea en
banda, verifique el
cableado de la red hacia
el puente y luego verifique
que el puente esté
encendido.

1) Verifique el estado
operativo de los
ventiladores del puente de
almacenamiento. 2)
Verificar que el puente
esté operando bajo las
condiciones de
temperatura
recomendadas.

1) Verifique el estado
operativo del sensor de
temperatura del chasis en
el puente de
almacenamiento
utilizando el comando
"storage bridge show
-cooling". 2) Verifique que
el puente de
almacenamiento esté
funcionando en las
condiciones de
temperatura
recomendadas.

1) Verifique el estado
agregado utilizando el
comando "aggr show". 2)
Si el agregado esta en
linea, devuélvalo a su
propietario original
utilizando el comando
"metrocluster switchback".
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Nombre del monitor

Todos los vinculos entre
los socios de Metrocluster
estan caidos

Los socios de
MetroCluster no son
accesibles a través de la
red de intercambio de
trafico
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Gravedad

CRITICO

CRITICO

Descripcion del monitor

Los adaptadores de
interconexion RDMAy los
LIF entre clusteres tienen
conexiones interrumpidas
con el cluster emparejado
o el cluster emparejado
esta inactivo.

La conectividad con el
cluster de pares esta
interrumpida.

Accion correctiva

1) Asegurese de que los
LIF entre clusteres estén
en funcionamiento.
Reparar los LIF entre
clusteres si estan
inactivos. 2) Verifique que
el cluster emparejado esté
en funcionamiento
mediante el comando
"cluster peer ping".
Consulte la Guia de
recuperacion ante
desastres de MetroCluster
si el cluster emparejado
no funciona. 3) Para el
fabric MetroCluster,
verifique que los ISL de
fabric de back-end estén
en funcionamiento.
Reparar los ISL de la
estructura del back-end si
estan caidos. 4) Para
configuraciones de
MetroCluster que no sean
de estructura, verifique
que el cableado sea
correcto entre los
adaptadores de
interconexion RDMA.
Reconfigure el cableado si
los enlaces estan
inactivos.

1) Asegurese de que el
puerto esté conectado a la
red/conmutador correcto.
2) Asegurese de que el
LIF entre clusteres esté
conectado con el cluster
emparejado. 3) Asegurese
de que el cluster
emparejado esté en
funcionamiento mediante
el comando "cluster peer
ping". Consulte la Guia de
recuperacion ante
desastres de MetroCluster
si el cluster emparejado
no funciona.



Nombre del monitor Gravedad

MetroCluster Inter Switch CRITICO
Todos los enlaces caen

Enlace SAS del nodo
MetroCluster a la pila de
almacenamiento inactivo

ADVERTENCIA

Los enlaces iniciadores de CRITICO
MetroClusterFC estan
caidos

Enlace de interconexion CRITICO

FC-VI inactivo

Descripcion del monitor

Todos los enlaces entre
conmutadores (ISL) en el
conmutador de
almacenamiento estan
inactivos.

Es posible que el
adaptador SAS o el cable
conectado al mismo sean
los causantes de la falla.

El adaptador iniciador FC
esta defectuoso.

El enlace fisico en el
puerto FC-VI esta fuera
de linea.

Accion correctiva

1) Reparar los ISL de la
estructura back-end en el
conmutador de
almacenamiento. 2)
Asegurese de que el
conmutador asociado esté
activo y sus ISL estén
operativos. 3) Asegurese
de que los equipos
intermedios, como los
dispositivos xXWDM, estén
operativos.

1. Verifique que el
adaptador SAS esté en
linea y funcionando. 2.
Verifique que la conexion
del cable fisico esté
segura y funcionando, y
reemplace el cable si es
necesario. 3. Si el
adaptador SAS esta
conectado a los estantes
de discos, asegurese de
que los médulos de E/S y
los discos estén
colocados correctamente.

1. Asegurese de que el
enlace del iniciador FC no
haya sido alterado. 2.
Verifique el estado
operativo del adaptador
del iniciador FC mediante
el comando "system node
run -node local -command
storage show adapter".

1. Asegurese de que el
enlace FC-VI no haya sido
manipulado. 2. Verifique
que el estado fisico del
adaptador FC-VI sea
"Activo" utilizando el
comando "metrocluster
interconnect adapter
show". 3. Sila
configuracion incluye
conmutadores de
estructura, asegurese de
que estén correctamente
cableados y configurados.
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Nombre del monitor

Discos de repuesto de
MetroCluster
abandonados

Puerto del puente de
almacenamiento de
MetroCluster inactivo

Fallo en los ventiladores
del conmutador de
almacenamiento
MetroCluster

Conmutador de
almacenamiento de
MetroCluster inaccesible

174

Gravedad

ADVERTENCIA

CRITICO

CRITICO

CRITICO

Descripcion del monitor

El disco de repuesto se
quedé atras durante el
cambio de sentido.

El puerto en el puente de
almacenamiento esta
fuera de linea.

El ventilador del
interruptor de
almacenamiento fall6.

No se puede acceder al
conmutador de
almacenamiento a través
de lared de
administracion.

Accion correctiva

Si el disco no falla,
devuélvalo a su
propietario original
utilizando el comando
"metrocluster switchback".

1) Verifique el estado
operativo de los puertos
en el puente de
almacenamiento
utilizando el comando
"storage bridge show
-ports". 2) Verificar la
conectividad logica y
fisica al puerto.

1) Asegurese de que los
ventiladores del
conmutador funcionen
correctamente utilizando
el comando "storage
switch show -cooling". 2)
Asegurese de que las
FRU del ventilador estén
correctamente insertadas
y operativas.

1) Asegurese de que el
LIF de administracion de
nodos esté activo
mediante el comando
"network interface show".
2) Asegurese de que el
conmutador esté activo
mediante el comando
"ping de red". 3)
Asegurese de que el
conmutador sea accesible
a través de SNMP
verificando su
configuracion SNMP
después de iniciar sesion
en el conmutador.



Nombre del monitor

Las fuentes de
alimentacion del
conmutador MetroCluster
fallaron

Los sensores de
temperatura del
conmutador MetroCluster
fallaron

Temperatura anormal del
interruptor MetroCluster

Gravedad

CRITICO

CRITICO

CRITICO

Descripcion del monitor

Una unidad de fuente de
alimentacion en el
conmutador de
almacenamiento no esta
operativa.

El sensor del conmutador
Fibre Channel fallo.

El sensor de temperatura
del conmutador Fibre
Channel informé una
temperatura anormal.

Accion correctiva

1) Verifique los detalles
del error utilizando el
comando "storage switch
show -error -switch-name
<swtich name>". 2)
Identifique la unidad de
fuente de alimentacion
defectuosa utilizando el
comando "storage switch
show -power -switch
-name <nombre del
interruptor>". 3)
Asegurese de que la
unidad de fuente de
alimentacion esté
correctamente insertada
en el chasis del
conmutador de
almacenamiento y esté
completamente operativa.

1) Verifique el estado
operativo de los sensores
de temperatura en el
interruptor de
almacenamiento
utilizando el comando
"storage switch show
-cooling". 2) Verifique que
el interruptor esté
funcionando en las
condiciones de
temperatura
recomendadas.

1) Verifique el estado
operativo de los sensores
de temperatura en el
interruptor de
almacenamiento
utilizando el comando
"storage switch show
-cooling". 2) Verifique que
el interruptor esté
funcionando en las
condiciones de
temperatura
recomendadas.
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Nombre del monitor

Latido del procesador de
servicio perdido

El latido del procesador
de servicio se detuvo
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Gravedad

INFORMATIVO

ADVERTENCIA

Descripcion del monitor Accidn correctiva

Este mensaje aparece Comuniquese con el
cuando ONTAP no recibe soporte técnico de NetApp
una sefal de "latido"

esperada del procesador

de servicio (SP). Junto

con este mensaje, se

enviaran archivos de

registro del SP para su

depuraciéon. ONTAP

reiniciara el SP para

intentar restablecer la

comunicacion. El SP no

estara disponible durante

dos minutos mientras se

reinicia.

Si el sistema se ha
apagado, intente un ciclo
de encendido completo:
extraiga el controlador del
(SP). Dependiendo del chasis, empujelo hacia
disefio del hardware, el adentro y luego encienda
sistema puede continuar el sistema. Comuniquese
proporcionando datos o con el soporte técnico de
puede decidir apagarse NetApp si el problema
para evitar la pérdida de  persiste después del ciclo
datos o dafios al de encendido o si existe
hardware. El sistema cualquier otra condicion
continda brindando datos, que requiera atencion.
pero debido a que el SP

podria no estar

funcionando, el sistema

no puede enviar

notificaciones de

dispositivos inactivos,

errores de arranque o

errores de prueba

automatica de encendido

(POST) de firmware

abierto (OFW). Si su

sistema esta configurado

para hacerlo, genera y

transmite un mensaje de

AutoSupport (o "llamada a

casa") al soporte técnico

de NetApp y a los

destinos configurados. La

entrega exitosa de un

mensaje de AutoSupport

mejora significativamente

la determinacion y

resolucion de problemas.

Este mensaje aparece
cuando ONTAP ya no
recibe latidos del
procesador de servicio



Volver arriba

Mas informacion

* "Visualizacion y desestimacion de alertas”

Notificaciones de webhook

Notificacion mediante webhooks

Los webhooks permiten a los usuarios enviar notificaciones de alerta a varias
aplicaciones utilizando un canal webhook personalizado.

Muchas aplicaciones comerciales admiten webhooks como interfaz de entrada estandar; por ejemplo: Slack,

PagerDuty, Teams y Discord admiten webhooks. Al admitir un canal webhook genérico y personalizable, Data
Infrastructure Insights puede soportar muchos de estos canales de distribucion. Puede encontrar informacion
sobre webhooks en estos sitios web de aplicaciones. Por ejemplo, Slack ofrece"Esta util guia" .

Puede crear multiples canales webhook, cada uno destinado a un propdsito diferente: aplicaciones
independientes, destinatarios diferentes, etc.

La instancia del canal webhook se compone de los siguientes elementos:

Nombre Nombre Unico

URL URL de destino del webhook, incluido el prefijo http:/
o0 https:// junto con los parametros de URL

Método GET, POST - El valor predeterminado es POST

Encabezado personalizado Especifique aqui cualquier linea de encabezado
personalizada

Cuerpo del mensaje Coloque el cuerpo de su mensaje aqui

Parametros de alerta predeterminados Enumera los parametros predeterminados para el
webhook

Parametros y secretos personalizados Los parametros y secretos personalizados le permiten

agregar parametros Unicos y elementos seguros
como contrasefas.

Creacion de un webhook

Para crear un webhook de Data Infrastructure Insights , vaya a Admin > Notificaciones y seleccione la
pestafia Webhooks.

La siguiente imagen muestra un ejemplo de webhook configurado para Slack:
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https://api.slack.com/messaging/webhooks

Edit a Webhook

Name

Slack Test

Template Type

Slack v

URL

hitps:/ hooks.slack.com/services/<token=

Method
FOST -

Custom Header

Content-Type: application/json
Accept: application/json

b

Message Body

{
"blocks":[

"type™: "saction",
"t "]
"type":"mrkdwn",
"taxt";"*Cloud Insights Alert - 2c%alertid %
Severity - *U%saverity®a0et"
¥ .

L5 ) -

Cancel ‘ ‘ Test Webhook Save Webhook

Ingrese la informacion apropiada para cada uno de los campos y haga clic en "Guardar" cuando haya
terminado.

También puede hacer clic en el botdn "Probar webhook" para probar la conexion. Tenga en cuenta que esto
enviara el "Cuerpo del mensaje" (sin sustituciones) a la URL definida segun el método seleccionado.

Los webhooks de Data Infrastructure Insights comprenden una serie de parametros predeterminados.
Ademas, puedes crear tus propios parametros o secretos personalizados.
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Default Alert Parameters

Name
%o%alertDescription%a%o

Ya%alertid®e%s

2% alertRelativelrl%:%

Yo%metricName%:%0
Bp%monitorMamefa’
%o%objectTypelods
Yo%oseveritydo%o
%u%alertCondition%a%
Yo%ctriggerTime%®o
Yo%etriggerTimeEpochado
So%etriggeredOn%%%
%o%valueteo

%o%cloudinsightsLogoUrl%%

Description
Alert description
AlertID

Relative URL to the Alert page. To build alert link use
hitps://%%cloudinsightsHostMame®:%%%alertRelativeUrl%%

Monitored metric

Monitor name

Monitored object type

Alert saverity level

Alert condition

Alert trigger time in GMT (Tue, 27 Oct 2020 01:20:30 GMT’)
Alert trigger time in Epoch format (milliseconds)

I

Triggered On |

L}

key:value pairs separated by commas)
Metric value that triggered the alert
Cloud Insights logo URL

Cloud Insights Hostname (concatenate with relative URL to build

g, :
%o%ecloudinsightsHostname%6% alert link]

Custom Parameters and Secrets ©

Name Value Description

Mo Data Available

Parametros: ;Qué son y como los uso?

Los parametros de alerta son valores dinamicos que se completan por cada alerta. Por ejemplo, el parametro
%% TriggeredOn%% se reemplazara con el objeto en el que se activo la alerta.

Puede agregar cualquier atributo de objeto (por ejemplo, nombre de almacenamiento) como parametro a un
webhook. Por ejemplo, puede establecer parametros para el nombre del volumen y el nombre del
almacenamiento en una descripcion de webhook como: "Alta latencia para volumen:

% %relatedObject.volume.name %%, Almacenamiento: % %relatedObject.storage.name%%".
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Tenga en cuenta que en esta seccion, las sustituciones no se realizan al hacer clic en el botdn "Probar
webhook"; el botdn envia una carga util que muestra las %% sustituciones pero no las reemplaza con datos.

Parametros y secretos personalizados

En esta seccion puedes agregar cualquier parametro personalizado y/o secretos que desees. Por razones de
seguridad, si se define un secreto, solo el creador del webhook puede modificar este canal del webhook. Es
de solo lectura para otros. Puedes usar secretos en URL/encabezados como % %<secret_name>%%.

Pagina de lista de webhooks

En la pagina de lista de Webhooks, se muestran los campos Nombre, Creado por, Creado el, Estado, Seguro
y Ultimo informe.

Coémo elegir la notificacion de webhook en un monitor

Para elegir la notificacién de webhook en un"supervision" , vaya a Alertas > Administrar monitores y
seleccione el monitor deseado o agregue un nuevo monitor. En la seccion Configurar notificaciones del
equipo, elija Webhook como método de entrega. Seleccione los niveles de alerta (Critico, Advertencia,

Resuelto) y luego elija el webhook deseado.

e Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook m

Critical, Warning, Resolved - Please Select -

ci-alerts-notifications-dev

ci-alerts-notifications-aa

Ejemplos de webhooks:

Webhooks para"Flojo" Webhooks para“"PagerDuty" Webhooks para"Equipos" Webhooks para"Discordia”

Ejemplo de webhook para Discord

Los webhooks permiten a los usuarios enviar notificaciones de alerta a varias
aplicaciones utilizando un canal webhook personalizado. Esta pagina proporciona un
ejemplo para configurar webhooks para Discord.

@ Esta pagina hace referencia a instrucciones de terceros, que podrian estar sujetas a cambios.
Consulte la"Documentacion de Discord" para obtener la informacion mas actualizada.

Configuracion de Discord:

» En Discord, selecciona el Servidor, en Canales de texto, selecciona Editar canal (icono de engranaje)
» Seleccione Integraciones > Ver webhooks y haga clic en Nuevo webhook

» Copiar la URL del webhook. Necesitara pegar esto en la configuracion del webhook de Data Infrastructure
Insights .
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task_create_monitor.html
task_webhook_example_slack.html
task_webhook_example_pagerduty.html
task_webhook_example_teams.html
task_webhook_example_discord.html
https://support.discord.com/hc/en-us/articles/228383668-Intro-to-Webhooks

Crear webhook de Data Infrastructure Insights :

1.

En Data Infrastructure Insights, navegue a Admin > Notificaciones y seleccione la pestafia Webhooks.

Haga clic en +Webhook para crear un nuevo webhook.

Dale al webhook un nombre significativo, como "Discord".

3. En el menu desplegable Tipo de plantilla, seleccione Discord.

Pegue la URL de arriba en el campo URL.

Edit a Webhook

MName

Discord Webhook

Template Type

Discord v

URL

https://discord.com/api/webhooks/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

-
1

"content™: null,
“embeds™: [

"color™: 3244733,
"fields™ [

1

T e T FOL L e imwri Bl e s TRD LT

Cancel Test Webhook Save Webhook

Para probar el webhook, reemplace temporalmente el valor de la URL en el cuerpo del mensaje
@ con cualquier URL valida (como https./netapp.com) y luego haga clic en el botén Probar
webhook. Asegurese de volver a configurar el cuerpo del mensaje una vez que se complete la

prueba.
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Notificaciones mediante webhook

Para notificar eventos a través de un webhook, en Data Infrastructure Insights navegue a Alertas > Monitores
y haga clic en +Monitor para crear un nuevo"supervision" .

» Seleccione una métrica y defina las condiciones del monitor.

* En Configurar notificaciones del equipo, seleccione el Método de entrega Webhook.

« Elija el webhook "Discord" para los eventos deseados (Critico, Advertencia, Resuelto)

© Sset up team notification(s) (alert your team via email, or Webhook)
By Webhook Notify team on Use Webhook(s) 0
Critical, Warning, Resolved v Discord x X

Ejemplo de webhook para PagerDuty

Los webhooks permiten a los usuarios enviar notificaciones de alerta a varias
aplicaciones utilizando un canal webhook personalizado. Esta pagina proporciona un
ejemplo para configurar webhooks para PagerDuty.

@ Esta pagina hace referencia a instrucciones de terceros, que podrian estar sujetas a cambios.
Consulte la"Documentacion de PagerDuty" para obtener la informacién mas actualizada.

Configuracion de PagerDuty:

1. En PagerDuty, navegue a Servicios > Directorio de servicios y haga clic en el boton +Nuevo servicio

2. Ingrese un Nombre y seleccione Usar nuestra API directamente. Haga clic en Agregar servicio.
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task_create_monitor.html
https://support.pagerduty.com/docs/services-and-integrations

Add a Service

A service may represent an application, component or team you wish to open incidents against

General Settings

MName

Description

Integration Settings

Conneot with one of PesgerDuty’s supported integrations, or oreate a custom Integration through email or AP Alans fr

a saervice from & supported integration or through the Events V2 AP

You can add more then one integration to a servics, for example, one for monitoring alerts and one for change events

Integration Type @

3. Haga clic en la pestafa Integraciones para ver la Clave de integracién. Necesitara esta clave cuando
cree el webhook de Data Infrastructure Insights a continuacion.

4. Vaya a Incidentes o Servicios para ver las alertas.

PagedDuty

Incidents on All Teams

Vit g inciente

4
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-

-
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Integrate via emall
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Crear webhook de Data Infrastructure Insights :

1. En Data Infrastructure Insights, navegue a Admin > Notificaciones y seleccione la pestafia Webhooks.
Haga clic en +Webhook para crear un nuevo webhook.

2. Dale al webhook un nombre significativo, como por ejemplo "PagerDuty Trigger". Utilizara este webhook
para eventos de nivel critico y de advertencia.

3. En el menu desplegable Tipo de plantilla, seleccione PagerDuty.

4. Cree un parametro secreto personalizado llamado routingKey y establezca el valor en el valor Integration
Key de PagerDuty mencionado anteriormente.

Custom Parameters and Secrets ©

Name Value T Description

FhEEEEE

Bo%routingKeye%e :

Name © Value
routingkey

Type Description
Secret v

Repita estos pasos para crear un webhook "PagerDuty Resolve" para eventos resueltos.

Mapeo de campos de PagerDuty para Data Infrastructure Insights

La siguiente tabla e imagen muestran la asignacion de campos entre PagerDuty y Data Infrastructure Insights:

PagerDuty Data Infrastructure Insights
Tecla de alerta ID de alerta

Fuente Activado en

Componente Nombre de la métrica

Grupo Tipo de objeto

Clase Nombre del monitor
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Message Body
{

"dedup_key": "%%alertld%%",
"event_action™: "trigger”,
"links": [
"href": "hitps:/ /%% cloudinsightsHostname%%%%alertRelativeUr|%6%4",
"text™: "'t metricNamet' value of %% valuee®s (%%alertCondition®e%s) for
Se%etriggered On% et

]l

"payload™: |
"class™: "M% monitorNametsie,
"component™: "% metrichame%eta",
"group™: "%%objectTypeas’,

"severity": "critical”,

"source”: "%%otriggeredOn®ods”

"summary": "%oseverity?ol | %0%alertld%% | %oY%iriggeredOnYso”
h

"routing_key": "%%routingKeya%"
!

Notificaciones mediante webhook

Para notificar eventos a través de un webhook, en Data Infrastructure Insights navegue a Alertas > Monitores
y haga clic en +Monitor para crear un nuevo"supervision" .

« Seleccione una métrica y defina las condiciones del monitor.
» En Configurar notificaciones del equipo, seleccione el Método de entrega Webhook.
» Seleccione el webhook “PagerDuty Trigger” para eventos de nivel critico y de advertencia.

» Seleccione “PagerDuty Resolve” para eventos resueltos.

o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s) o
Critical, Warning v PagerDuty Trigger X v

Notify team on Use Webhook(s) m

Resolved - PagerDuty Resolve x v

Una buena practica es configurar notificaciones separadas para eventos desencadenantes y
eventos resueltos, ya que PagerDuty maneja los eventos desencadenantes de manera
diferente a los eventos resueltos.
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Ejemplo de webhook para Slack

Los webhooks permiten a los usuarios enviar notificaciones de alerta a varias
aplicaciones utilizando un canal webhook personalizado. Esta pagina proporciona un
ejemplo para configurar webhooks para Slack.

@ Esta pagina hace referencia a instrucciones de terceros, que podrian estar sujetas a cambios.
Consulte la"Documentacion de Slack" para obtener la informaciéon mas actualizada.

Ejemplo de Slack:

* Ir a https://api.slack.com/apps y crea una nueva aplicacion. Asignele un nombre significativo y seleccione
el espacio de trabajo de Slack.

Create a Slack App X

App Name

e.g. Super Service ‘

Don't worry; you'll be able to change this later.

Development Slack Workspace

‘ Development Slack Workspace - ‘

Your app belongs to this workspace—leaving this workspace will remove your
ability to manage this app. Unfortunately, this can't be changed later.

By creating a Web API Application, you agree to the Slack API Terms of
Service.

Cancel Create App

* Vaya a Webhooks entrantes, haga clic en Activar webhooks entrantes, Solicitar para Agregar nuevo
webhook y seleccione el canal en el que desea publicar.

» Copiar la URL del webhook. Necesitara pegar esto en la configuracion del webhook de Data Infrastructure
Insights .

Crear webhook de Data Infrastructure Insights :

1. En Data Infrastructure Insights, navegue a Admin > Notificaciones y seleccione la pestafia Webhooks.
Haga clic en +Webhook para crear un nuevo webhook.

2. Dale al webhook un nombre significativo, como por ejemplo "Slack Webhook".

3. En el menu desplegable Tipo de plantilla, seleccione Slack.
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4. Pegue la URL de arriba en el campo URL.

Edit a Webhook

Mame

Slack

Template Type
Slack v

URL

https://hooks.slack.com/services/ <token string=

Method
POST v

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

{
"blocks":[
"type":"section",
"text":d
"type":"mrkdwn",
"text":""Cloud Insights Alert - %6%alertld%%”
Severity - "%0%severityo™"

]

1
EL)
[

‘ Cancel H Test Webhook ‘

Notificaciones mediante webhook

Para notificar eventos a través de un webhook, en Data Infrastructure Insights navegue a Alertas > Monitores

y haga clic en +Monitor para crear un nuevo"supervision" .

» Seleccione una métrica y defina las condiciones del monitor.
* En Configurar notificaciones del equipo, seleccione el Método de entrega Webhook.

» Seleccione el webhook "Slack" para los eventos deseados (Critico, Advertencia, Resuelto)
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o Set up team notification(s) (alert your team via email, or Webhook)

By Webhook Notify team on Use Webhook(s)

Critical, Warning, Resolved Ad Slack x -

Mas informacion:

» Para modificar el formato y el disefio del mensaje, consulte https://api.slack.com/messaging/composing

* Manejo de errores: https://api.slack.com/messaging/webhooks#handling_errors

Ejemplo de webhook para Microsoft Teams

Los webhooks permiten a los usuarios enviar notificaciones de alerta a varias
aplicaciones utilizando un canal webhook personalizado. Esta pagina proporciona un
ejemplo para configurar webhooks para Teams.

@ Esta pagina hace referencia a instrucciones de terceros, que podrian estar sujetas a cambios.
Consulte la"Documentacion de Teams" para obtener la informacion mas actualizada.

Configuracion de los equipos:

1. En Teams, seleccione el kebab y busque Webhook entrante.

incoming webhook Q

Incoming Webhook

1
A" -
ff(:f) Send data from a service to your Office 365 grou

2. Seleccione Agregar a un equipo > Seleccionar un equipo > Configurar un conector.

3. Copiar la URL del webhook. Necesitara pegar esto en la configuracion del webhook de Data Infrastructure
Insights .

Crear webhook de Data Infrastructure Insights :

1. En Data Infrastructure Insights, navegue a Admin > Notificaciones y seleccione la pestafia Webhooks.
Haga clic en +Webhook para crear un nuevo webhook.

2. Dale al webhook un nombre significativo, como por ejemplo “Webhook de equipos”.
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3. En el menu desplegable Tipo de plantilla, seleccione Equipos.

Edit a Webhook

Name

Teams Webhook

Template Type

Teams b

URL

https://netapp.webhook.office.com/webhookb2/ <token string>

Method
POST -

Custom Header

Content-Type: application/json
Accept: application/json

Message Body

"@type": "MessageCard",
"@context™ "hitp:/fschema.org/extensions”,
"themeColor™: "0076DT",
"summary": "Cloud Insights Alert”,
"sections”: [

[

"activityTitle": "%%bseverity%:96 | %%alertid%% | %%triggeradOn®6t",
"activitySubtitle": "%%6triggarTimales”,

“"markdown": false,

e ety T s

Cancel H Test Webhook ‘ Save Webhook

1. Pegue la URL de arriba en el campo URL.

Notificaciones mediante webhook

Para notificar eventos a través de un webhook, en Data Infrastructure Insights navegue a Alertas > Monitores
y haga clic en +Monitor para crear un nuevo"supervision" .

» Seleccione una métrica y defina las condiciones del monitor.
* En Configurar notificaciones del equipo, seleccione el Método de entrega Webhook.

» Seleccione el webhook "Equipos” para los eventos deseados (Critico, Advertencia, Resuelto)
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e Set up team notification(s) (alert your team via email, or Web

By Webhook Motify team on Use Webhook{s)

Critical, Warning, Resolved - Teams- Edwin % K-

Trabajar con anotaciones

Definicion de anotaciones

Al personalizar Data Infrastructure Insights para rastrear datos segun sus requisitos
corporativos, puede definir notas especializadas, llamadas anotaciones, y asignarlas a
sus activos.

Puede asignar anotaciones a los activos con informacion como el final de la vida util del activo, el centro de
datos, la ubicacioén del edificio, el nivel de almacenamiento o el nivel de servicio de volumen.

El uso de anotaciones para ayudar a monitorear su entorno incluye las siguientes tareas de alto nivel:

» Creacion o edicion de definiciones para todos los tipos de anotaciones.

* Visualizar paginas de activos y asociar cada activo con una o mas anotaciones.

Por ejemplo, si se esta arrendando un activo y el contrato de arrendamiento vence dentro de dos meses,
es posible que desee aplicar una anotacion de fin de vida util al activo. Esto ayuda a evitar que otros
utilicen ese activo durante un tiempo prolongado.

» Creacion de reglas para aplicar automaticamente anotaciones a multiples activos del mismo tipo.

« Filtrar activos por sus anotaciones.

Tipos de anotacion predeterminados

Data Infrastructure Insights proporciona algunos tipos de anotaciones predeterminados. Estas anotaciones se
pueden utilizar para filtrar o agrupar datos.

Puede asociar activos con tipos de anotacion predeterminados como los siguientes:

« Ciclo de vida del activo, como cumpleanos, puesta de sol o fin de vida util
* Informacion de ubicacién sobre un dispositivo, como centro de datos, edificio o piso

« Clasificacion de activos, como por calidad (niveles), por dispositivos conectados (nivel de conmutador) o
por nivel de servicio

» Estado, como caliente (alta utilizacion)
En la siguiente tabla se enumeran los tipos de anotaciones proporcionados por Data Infrastructure Insights.
Tipos de anotaciones Descripcion Tipo

Alias Nombre facil de usar para un recurso Texto

Grupo de recursos informaticos Asignacion de grupo utilizada por el recopilador de datos Lista
de sistemas de archivos de host y maquina virtual
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Centro de datos Ubicacion fisica Lista

Caliente Dispositivos sometidos a un uso intensivo de forma Booleano
regular o al limite de su capacidad

Nota Comentarios asociados a un recurso Prueba

Nivel de servicio Un conjunto de niveles de servicio admitidos que puede  Lista

asignar a los recursos. Proporciona una lista de opciones
ordenada para volumenes internos, gtree y volumenes.
Edite los niveles de servicio para establecer politicas de
rendimiento para diferentes niveles.

Atardecer Umbral establecido después del cual no se pueden Fecha
realizar nuevas asignaciones a ese dispositivo. Util para
migraciones planificadas y otros cambios de red
pendientes.

Cambiar nivel Opciones predefinidas para configurar categorias para Lista
conmutadores. Normalmente, estas designaciones
permanecen durante la vida util del dispositivo, aunque
puedes editarlas. Disponible s6lo para conmutadores.

Nivel Se puede utilizar para definir diferentes niveles de Lista
servicio dentro de su entorno. Los niveles pueden definir
el tipo de nivel, como la velocidad necesaria (por ejemplo,
oro o plata). Esta funcion solo esta disponible en
volumenes internos, gtrees, matrices de almacenamiento,
grupos de almacenamiento y volumenes.

Gravedad de la infraccion Rango (por ejemplo, mayor) de una violacién (por Lista
ejemplo, puertos de host faltantes o redundancia faltante),
en una jerarquia de mayor a menor importancia.

Alias, Centro de datos, Activo, Nivel de servicio, Atardecer, Nivel de conmutador, Nivel y
Gravedad de violacion son anotaciones a nivel de sistema que no puede eliminar ni cambiar de
nombre; solo puede cambiar sus valores asignados.

Creacion de anotaciones personalizadas

Al usar anotaciones, puede agregar datos personalizados especificos de su negocio que coincidan con las
necesidades de su negocio y sus activos. Si bien Data Infrastructure Insights proporciona un conjunto de
anotaciones predeterminadas, es posible que desee ver los datos de otras maneras. Los datos en
anotaciones personalizadas complementan los datos del dispositivo ya recopilados, como el fabricante del
almacenamiento, la cantidad de volumenes y las estadisticas de rendimiento. Data Infrastructure Insights no
descubre los datos que agrega mediante anotaciones.

Pasos
1. En el menu Data Infrastructure Insights , haga clic en Administrar > Anotaciones.

La pagina Anotaciones muestra la lista de anotaciones.

2. Haga clic en +Agregar

3. Introduzca un Nombre y una Descripcién de la anotacion.

Puede ingresar hasta 255 caracteres en estos campos.
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4. Haga clic en Tipo y luego seleccione una de las siguientes opciones que represente el tipo de datos
permitidos en esta anotacion:

Tipos de anotaciones

* Booleano: Crea una lista desplegable con opciones de si y no. Por ejemplo, la anotacion "Conexion
directa" es booleana.

* Fecha: Esto crea un campo que contiene una fecha. Por ejemplo, si la anotacién sera una fecha,
seleccione esto.

* Lista: crea cualquiera de los siguientes:
> Una lista fija desplegable

Cuando otros asignan este tipo de anotacion en un dispositivo, no pueden agregar mas valores a la
lista.

> Una lista desplegable flexible

Si selecciona la opcion Agregar nuevos valores sobre la marcha al crear esta lista, cuando otros
asignen este tipo de anotacion en un dispositivo, podran agregar mas valores a la lista.

* Numero: Crea un campo donde el usuario que asigna la anotacion puede ingresar un numero. Por
ejemplo, si el tipo de anotacion es "Piso", el usuario podria seleccionar el Tipo de valor "niumero" e
ingresar el numero de piso.

» Texto: crea un campo que permite texto de formato libre. Por ejemplo, puede ingresar "ldioma" como tipo
de anotacion, seleccionar "Texto" como tipo de valor e ingresar un idioma como valor.

@ Después de configurar el tipo y guardar los cambios, no podra cambiar el tipo de anotacion. Si
necesita cambiar el tipo, debera eliminar la anotacion y crear una nueva.

1. Si selecciona Lista como tipo de anotacion, haga lo siguiente:
a. Seleccione Agregar nuevos valores sobre la marcha si desea tener la posibilidad de agregar mas
valores a la anotacion cuando esté en una pagina de activos, lo que crea una lista flexible.

Por ejemplo, supongamos que esta en una pagina de activos y el activo tiene la anotacion Ciudad con
los valores Detroit, Tampa y Boston. Si seleccion6 la opcion Agregar nuevos valores sobre la
marcha, puede agregar valores adicionales a ciudades como San Francisco y Chicago directamente
en la pagina de activos en lugar de tener que ir a la pagina de Anotaciones para agregarlos. Si no elige
esta opcion, no podra agregar nuevos valores de anotacion al aplicar la anotacion; esto crea una lista
fija.

b. Introduzca un valor y una descripcion en los campos Valor y Descripcion.

c. Haga clic en Agregar para agregar valores adicionales.

d. Haga clic en el icono de la Papelera para eliminar un valor.

2. Haga clic en Guardar

Tus anotaciones aparecen en la lista de la pagina Anotaciones.

Una nota sobre las anotaciones booleanas

Al filtrar una anotacion booleana, es posible que se le presenten los siguientes valores para filtrar:

« Cualquiera: Esto devolvera fodos los resultados, incluidos los resultados configurados como "Si", "No" o
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no configurados en absoluto.

 Si: Devuelve solo resultados "Si". Tenga en cuenta que DIl muestra "Si" como una marca de verificacion
en la mayoria de las tablas. Los valores se pueden establecer en "Verdadero", "Activado”, etc.; DIl trata
todos estos como "Si".

* No: Devuelve sélo resultados "No". Tenga en cuenta que DIl muestra "No" como una "X" en la mayoria de
las tablas. Los valores se pueden establecer en "Falso", "Desactivado”, etc.; DIl trata todos estos como
|IN0"

* Ninguno: Devuelve solo resultados en los que no se ha establecido ninguna anotacion. También
conocidos como valores "Nulos".

Después de terminar
En la interfaz de usuario, la anotacion esta disponible inmediatamente para su uso.

Uso de anotaciones

Crea anotaciones y asignalas a los activos que supervisas. Las anotaciones son notas
que proporcionan informacion sobre un activo, como la ubicacion fisica, el final de su
vida util, el nivel de almacenamiento o los niveles de servicio de volumen.

Definicion de anotaciones

Al usar anotaciones, puede agregar datos personalizados especificos de su negocio que coincidan con las
necesidades de su negocio y sus activos. Si bien Data Infrastructure Insights proporciona un conjunto de
anotaciones predeterminadas, como el ciclo de vida del activo (fecha de nacimiento o fin de vida util), la
ubicacion del edificio o centro de datos y el nivel, es posible que desee ver los datos de otras maneras.

Los datos en las anotaciones personalizadas complementan los datos del dispositivo ya recopilados, como el
fabricante del conmutador, la cantidad de puertos y las estadisticas de rendimiento. Data Infrastructure
Insights no descubre los datos que agrega mediante anotaciones.

Antes de empezar
* Enumere cualquier terminologia industrial a la que se deben asociar los datos ambientales.

* Enumere la terminologia corporativa a la que se deben asociar los datos del entorno.

« Identifique cualquier tipo de anotacion predeterminado que pueda utilizar.

« Identifique qué anotaciones personalizadas necesita crear. Debe crear la anotacion antes de poder
asignarla a un activo.

Utilice los siguientes pasos para crear una anotacion.

Pasos
1. En el menu Data Infrastructure Insights , haga clic en Observabilidad > Enriquecer > Anotaciones

2. Haga clic en *+ Anotacion * para crear una nueva anotacion.

3. Ingrese un nombre, una descripcion y un tipo para la nueva anotacion.

Por ejemplo, ingrese lo siguiente para crear una anotacion de texto que defina la ubicacion fisica de un
activo en el Centro de datos 4:

o Ingrese un nombre para la anotacién, como "Ubicacion".

> Ingrese una descripcion de lo que describe la anotacion, como "La ubicacion fisica es el Centro de
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datos 4".

o Ingrese el 'tipo' de anotacién que es, por ejemplo "Texto".

Asignar anotaciones manualmente a los activos

Asignar anotaciones a los activos le ayuda a ordenarlos, agruparlos y generar informes sobre ellos de
maneras relevantes para su negocio. Si bien puede asignar anotaciones a activos de un tipo particular
automaticamente mediante reglas de anotacion, puede asignar anotaciones a un activo individual mediante su
pagina de activos.

Antes de empezar
» Debes haber creado la anotacién que deseas asignar.

Pasos

1. Inicie sesion en su entorno de Data Infrastructure Insights .
2. Localice el activo al que desea aplicar la anotacion.

> Puede localizar activos mediante consultas, eligiendo desde un widget del panel o buscando. Cuando
haya localizado el activo que desea, haga clic en el enlace para abrir la pagina de destino del activo.

En la pagina de activos, en la seccion Datos de usuario, haga clic en + Anotacion.
Se muestra el cuadro de dialogo Agregar anotacion.

Seleccione una anotacion de la lista.

o o k~ w

Haga clic en Valor y realice una de las siguientes acciones, segun el tipo de anotacién que haya
seleccionado:

> Si el tipo de anotacion es lista, fecha o booleano, seleccione un valor de la lista.
o Si el tipo de anotacion es texto, escriba un valor.
7. Haga clic en Guardar.
Si desea cambiar el valor de la anotacién después de asignarla, haga clic en el campo de anotacion y

seleccione un valor diferente. Si la anotacion es de tipo lista para la cual esta seleccionada la opcion Agregar
nuevos valores sobre la marcha, puede escribir un nuevo valor ademas de seleccionar un valor existente.

Asignar anotaciones mediante reglas de anotacién

Para asignar automaticamente anotaciones a los activos segun los criterios que usted defina, configure reglas
de anotacion. Data Infrastructure Insights asigna las anotaciones a los activos segun estas reglas. Data
Infrastructure Insights también proporciona dos reglas de anotacion predeterminadas, que puede modificar
para adaptarlas a sus necesidades o eliminarlas si no desea utilizarlas.

Creacion de reglas de anotacion

Como alternativa a la aplicacion manual de anotaciones a activos individuales, puede aplicar anotaciones
automaticamente a multiples activos utilizando reglas de anotacion. Las anotaciones configuradas
manualmente en las paginas de activos individuales tienen prioridad sobre las anotaciones basadas en reglas
cuando Insight evalua las reglas de anotacion.

Antes de empezar
Debes haber creado una consulta para la regla de anotacion.

Acerca de esta tarea
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Aunque puedes editar los tipos de anotacion mientras creas las reglas, debes haber definido los tipos con
anticipacion.

Pasos
1. Haga clic en Administrar > Reglas de anotaciéon

La pagina Reglas de anotacién muestra la lista de reglas de anotacion existentes.

2. Haga clic en + Agregar.
3. Haga lo siguiente:

a. En el cuadro Nombre, ingrese un nombre Unico que describa la regla.
Este nombre aparecera en la pagina Reglas de anotacion.

b. Haga clic en Consulta y seleccione la consulta que se utiliza para aplicar la anotacion a los activos.
c. Haga clic en Anotacidn y seleccione la anotacion que desea aplicar.

d. Haga clic en Valor y seleccione un valor para la anotacion.
Por ejemplo, si elige Cumpleafios como anotacion, especifica una fecha para el valor.

e. Haga clic en Guardar

f. Haga clic en Ejecutar todas las reglas si desea ejecutar todas las reglas inmediatamente; de lo
contrario, las reglas se ejecutaran en un intervalo programado regularmente.

Creacion de reglas de anotacion

Puede utilizar reglas de anotacion para aplicar anotaciones automaticamente a varios
activos segun los criterios que defina. Data Infrastructure Insights asigna las anotaciones
a los activos segun estas reglas. Las anotaciones configuradas manualmente en las
paginas de activos individuales tienen prioridad sobre las anotaciones basadas en reglas
cuando Cloud Insight evalua las reglas de anotacion.

Antes de empezar
Debes haber creado una consulta para la regla de anotacion.

Pasos
1. En el menu Data Infrastructure Insights, haga clic en Administrar > Reglas de anotacién.

2. Haga clic en + Regla para agregar una nueva regla de anotacion.
Se muestra el cuadro de dialogo Agregar regla.

3. Haga lo siguiente:

a. En el cuadro Nombre, ingrese un nombre Unico que describa la regla.
El nombre aparece en la pagina Reglas de anotacion.

b. Haga clic en Consulta y seleccione la consulta que Data Infrastructure Insights utiliza para identificar
los activos a los que se aplica la anotacion.

c. Haga clic en Anotacién y seleccione la anotacion que desea aplicar.
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d. Haga clic en Valor y seleccione un valor para la anotacion.
Por ejemplo, si elige Cumpleafios como anotacioén, especifica una fecha para el valor.

e. Haga clic en Guardar

f. Haga clic en Ejecutar todas las reglas si desea ejecutar todas las reglas inmediatamente; de lo
contrario, las reglas se ejecutaran en un intervalo programado regularmente.

En un entorno de Data Infrastructure Insights de gran tamafio, es posible que notes que
la ejecucion de las reglas de anotacion parece tardar un tiempo en completarse. Esto se
debe a que el indexador se ejecuta primero y debe completarse antes de ejecutar las

@ reglas. El indexador es lo que le da a Data Infrastructure Insights la capacidad de
buscar o filtrar objetos y contadores nuevos o actualizados en sus datos. El motor de
reglas espera hasta que el indexador complete su actualizacion antes de aplicar las
reglas.

Modificar las reglas de anotacion

Puede modificar una regla de anotacién para cambiar el nombre de la regla, su anotacion, el valor de la
anotacion o la consulta asociada con la regla.

Pasos
1. En el menu Data Infrastructure Insights , haga clic en Administrar > Reglas de anotacion.

La pagina Reglas de anotacion muestra la lista de reglas de anotacion existentes.
2. Localice la regla de anotacién que desea modificar.

Puede filtrar las reglas de anotacion ingresando un valor en el cuadro de filtro o haciendo clic en un
numero de pagina para explorar las reglas de anotacién por pagina.

3. Haga clic en el icono de menu de la regla que desea modificar.

4. Haga clic en Editar
Se muestra el cuadro de didlogo Editar regla.

5. Modificar el nombre de la regla de anotacion, la anotacién, el valor o la consulta.

Cambiar el orden de las reglas

Las reglas de anotacion se procesan desde la parte superior de la lista de reglas hasta la parte inferior. Para
cambiar el orden en que se procesa una regla, haga lo siguiente:

Pasos
1. Haga clic en el icono de menu de la regla que desea mover.
2. Haga clic en Mover hacia arriba o Mover hacia abajo segun sea necesario hasta que la regla aparezca
en la ubicacion que desee.

Tenga en cuenta que al ejecutar varias reglas que actualizan la misma anotacién en un activo, la primera regla
(ejecutada de arriba hacia abajo) aplica la anotacioén y actualiza el activo; luego, la segunda regla se aplica
pero no cambia ninguna anotacién que ya haya sido establecida por la regla anterior.
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Eliminar reglas de anotacién

Es posible que desees eliminar las reglas de anotacidén que ya no se utilizan.

Pasos

1. En el menu Data Infrastructure Insights , haga clic en Administrar > Reglas de anotacion.

La pagina Reglas de anotacién muestra la lista de reglas de anotacion existentes.

2. Localice la regla de anotacién que desea eliminar.

Puede filtrar las reglas de anotacion ingresando un valor en el cuadro de filtro o haciendo clic en un
numero de pagina para explorar las reglas de anotacién por pagina.

3. Haga clic en el icono de menu de la regla que desea eliminar.

4. Haga clic en Eliminar

Se muestra un mensaje de confirmacion preguntandole si desea eliminar la regla.

5. Haga clic en Aceptar

Importar anotaciones

Data Infrastructure Insights incluye una API para importar anotaciones o aplicaciones

desde un archivo CSV y asignarlas a los objetos que usted especifique.

@ La API de Data Infrastructure Insights esta disponible en * Data Infrastructure Insights Premium

Edition*.

Importador

Los enlaces Admin > Acceso API contienen"documentacion” para la APl Activos/Importar. Esta
documentacion contiene informacion sobre el formato de archivo .CSV.

ASSETS.import

/assets/import Importassets from a CSV file

Import annotations and applications from the given CSV file. The format of the CSV file is following:

Project]

<Object Type Value 1>, <Object Name or Key 1>,

<Project>]

<Object Type Value 2>, <Object Name or Key 2>,

<Project>]

<Object Type Value 3>, <Object Name or Key 3>,

<Project>]

<0Object Type value N>, <Object Name or Key N>,

<Project>]

<Annotation Value>
<Annotation Value>

<Annotation Value>

<Annotation value>

> <Annotation Type> [,
[
[
[

<Annotation Type> ..
<Annotation Value> .
<Annotation Value> ..

<Annotation Value> ..

, <Annotation value> ...

10
10
0
0

Application] [,
<Application>] [,
<Application>] [,

<Application>] [,

» <Application>] [,

Tenant] [,
<Tenant>] [,
<Tenant>] [,

<Tenant>] [,

<Tenant>] [,

Line_Of_Business] [,
<Line_of Business>] [,
<Line_of Business>] [,

<Line_0f_Business>] [,

<Line_Of_Business>] [,

Business_unit] [,
<Business_Unit>] [,
<Business_Unit>] [,

<Business_Unit>] [,

<Business_Unit>] [,

Formato de archivo .CSV

El formato general del archivo CSV es el siguiente. La primera linea del archivo define los campos de

importacion y especifica el orden de los campos. A continuacion aparecen lineas separadas para cada
anotacion o aplicacion. No es necesario definir todos los campos. Sin embargo, las lineas de anotacion
subsiguientes deben seguir el mismo orden que la linea de definicién.
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[Object Type] , [Object Name or ID] , Annotation Type [, Annotation
Type, ...] [, Application] [, Tenant] [, Line Of Business] [,
Business Unit] [, Project]

Consulte la documentacién de la API para ver ejemplos de archivos .CSV.

Puede importar y asignar anotaciones desde un archivo .CSV desde la propia APl Swagger. Simplemente elija
el archivo a utilizar y haga clic en el botén Ejecutar.

No parameters

Request body multipart/form-data ~ I

CSV file to import

data

string(Sbinary) Choose File ' No file chosen

Responses

Comportamiento de importacion

Durante la operacién de importacion, se agregan, fusionan o reemplazan datos, segun los objetos y tipos de
objetos que se estén importando. Al importar, tenga en cuenta los siguientes comportamientos.
« Agrega una anotacién o aplicacion si no existe ninguna con el mismo nombre en el sistema de destino.

* Fusiona una anotacion si el tipo de anotacién es una lista y existe una anotacion con el mismo nombre en
el sistema de destino.

+ Reemplaza una anotacion si el tipo de anotacion es distinto de una lista y existe una anotacion con el
mismo nombre en el sistema de destino.

Nota: Si existe una anotacion con el mismo nombre pero con un tipo diferente en el sistema de destino, la
importacion falla. Si los objetos dependen de la anotacion fallida, esos objetos pueden mostrar informacion
incorrecta o no deseada. Debes verificar todas las dependencias de anotacion una vez completada la
operacion de importacion.

 Si un valor de anotacion esta vacio, esa anotacion se elimina del objeto. Las anotaciones heredadas no se
ven afectadas.
* Los valores de anotacion de tipo fecha deben pasarse como hora Unix en milisegundos.

» Al anotar volumenes o volumenes internos, el nombre del objeto es una combinacién del nombre de
almacenamiento y el nombre del volumen utilizando el separador "->". Por ejemplo: <Nombre de
almacenamiento>-><Nombre de volumen>

 Si el nombre de un objeto contiene una coma, el nombre completo debe estar entre comillas dobles. Por
ejemplo: "NetApp1,NetApp2"->023F

+ Al adjuntar anotaciones a almacenamientos, conmutadores y puertos, se ignorara la columna "Aplicacion”.

* Inquilino, Linea de Negocio, Unidad de Negocio y/o Proyecto conforman una entidad comercial. Como
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ocurre con todas las entidades comerciales, cualquiera de los valores puede estar vacio.

Se pueden anotar los siguientes tipos de objetos.

TIPO DE OBJETO NOMBRE O CLAVE

Host id-><id> o <Nombre> o <IP>

Maquina virtual id-><id> o <Nombre>

Grupo de almacenamiento id-><id> o <Nombre de almacenamiento>-><Nombre

del grupo de almacenamiento>

Volumen interno id-><id> o <Nombre de almacenamiento>-><Nombre
de volumen interno>

Volumen id-><id> o <Nombre de almacenamiento>-><Nombre
de volumen>

Almacenamiento id-><id> o <Nombre> o <IP>

Cambiar id-><id> o <Nombre> o <IP>

Puerto id-><id> o <WWN>

Arbol Q id-><id> o <Nombre de almacenamiento>-><Nombre

de volumen interno>-><Nombre de Qtree>

Compartir id-><id> o <Nombre de almacenamiento>-><Nombre
de volumen interno>-><Nombre de recurso
compartido>-><Protocolo>[-><Nombre de Qtree
(opcional en caso de Qtree predeterminado)>]

Trabajar con aplicaciones

Seguimiento del uso de activos por aplicacion

Comprender las aplicaciones utilizadas en el entorno de su empresa le ayudara a
realizar un seguimiento del uso y el costo de los activos.

Antes de poder rastrear los datos asociados con las aplicaciones que se ejecutan en su inquilino, primero
debe definir esas aplicaciones y asociarlas con los activos adecuados. Puede asociar aplicaciones con los
siguientes activos: hosts, maquinas virtuales, volumenes, volumenes internos, gtrees, recursos compartidos e
hipervisores.

Este tema proporciona un ejemplo de seguimiento del uso de maquinas virtuales que el equipo de marketing
utiliza para su correo electronico de Exchange.

Es posible que desee crear una tabla similar a la siguiente para identificar las aplicaciones utilizadas en su
inquilino y anotar el grupo o la unidad de negocio que utiliza cada aplicacion.

Arrendatario Linea de negocio Unidad de negocio  Proyecto Aplicaciones
NetApp Almacenamiento de Legal Patentes Administrador de
datos identidad de Oracle,
Oracle On Demand,
PatentWiz
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NetApp Almacenamiento de Marketing Eventos de ventas  Exchange, Oracle
datos Shared DataBase,
Planificador de
eventos BlastOff

La tabla muestra que el equipo de marketing utiliza la aplicacion Exchange. Queremos realizar un seguimiento
del uso de sus maquinas virtuales para Exchange, de modo que podamos predecir cuando necesitaremos
agregar mas almacenamiento. Podemos asociar la aplicaciéon Exchange con todas las maquinas virtuales de
Marketing:
1. Crea una aplicacion llamada Exchange
2. Vaya a Consultas > +Nueva consulta para crear una nueva consulta para maquinas virtuales (o
seleccione una consulta de VM existente, si corresponde).

Suponiendo que todas las maquinas virtuales del equipo de marketing tienen un nombre que contiene la
cadena “mkt”, cree su consulta para filtrar el nombre de la maquina virtual para “mkt”.

3. Seleccione las maquinas virtuales.

4. Asocie las maquinas virtuales con la aplicacion Exchange mediante Acciones masivas > Agregar
aplicaciones.

5. Seleccione la aplicacion deseada y haga clic en Guardar.

6. Cuando haya terminado, Guarde la consulta.

Creacidén de aplicaciones

Para realizar un seguimiento de los datos asociados con aplicaciones especificas que se
ejecutan en su inquilino, puede definir las aplicaciones en Data Infrastructure Insights.

Acerca de esta tarea

Data Infrastructure Insights le permite realizar un seguimiento de los datos de los activos asociados con las
aplicaciones para cuestiones como el uso o los informes de costos.

Pasos

1. En el menu Data Infrastructure Insights , haga clic en Observabilidad > Enriquecer > Aplicaciones.
Seleccionar

Se muestra el cuadro de didlogo Agregar aplicacion.

2. Introduzca un nombre unico para la aplicacion.
3. Seleccione una prioridad para la aplicacion.

4. Haga clic en Guardar.

Después de definir una aplicacion, se puede asignar a los activos.

Asignacion de aplicaciones a activos

Este procedimiento asigna la aplicacion a un host como ejemplo. Puede asignar host, maquina virtual,
volumen o volumenes internos a una aplicacion.

Pasos

200



1. Localiza el activo al que deseas asignar la aplicacion:

2. Haga clic en Consultas > +Nueva consulta y busque Host.

3. Haga clic en la casilla de verificacion a la izquierda del host que desea asociar con la aplicacion.
4. Haga clic en Acciones masivas > Agregar aplicacion.
5

. Seleccione la aplicacion a la que va a asignar el activo.

Cualquier aplicacion nueva que asigne anulara cualquier aplicacion en el activo que se haya derivado de otro
activo. Por ejemplo, los volumenes heredan aplicaciones de los hosts y, cuando se asignan nuevas
aplicaciones a un volumen, la nueva aplicacion tiene prioridad sobre la aplicacion derivada.

Para entornos con grandes cantidades de activos relacionados, la herencia de las asignaciones
de aplicaciones a esos activos podria demorar varios minutos. Por favor, permita mas tiempo
para que se produzca la herencia si tiene muchos activos relacionados.

Después de terminar

Después de asignar el host a la aplicaciéon, puede asignar los activos restantes a la aplicacion. Para acceder a
la pagina de inicio de la aplicacién, haga clic en Administrar > Aplicacion y seleccione la aplicacion que
creo.

Resolucién automatica del dispositivo

Descripcidon general de la resolucién automatica de dispositivos

Debe identificar todos los dispositivos que desea monitorear con Data Infrastructure
Insights. La identificacion es necesaria para realizar un seguimiento preciso del
rendimiento y el inventario de su inquilino. Normalmente, la mayoria de los dispositivos
descubiertos en su inquilino se identifican a través de la Resolucion automatica de
dispositivos.

Después de configurar los recopiladores de datos, se identifican los dispositivos de su inquilino, incluidos los
conmutadores, las matrices de almacenamiento y su infraestructura virtual de hipervisores y maquinas
virtuales. Sin embargo, esto normalmente no identifica el 100% de los dispositivos de su inquilino.

Una vez configurados los dispositivos de tipo recopilador de datos, la mejor practica es aprovechar las reglas
de resolucion de dispositivos para ayudar a identificar los dispositivos desconocidos restantes en su inquilino.
La resolucion de dispositivos puede ayudarle a resolver dispositivos desconocidos como los siguientes tipos
de dispositivos:

* Hosts fisicos
» Cabinas de almacenamiento
e Cintas

Los dispositivos que permanecen como desconocidos después de la resolucion del dispositivo se consideran
dispositivos genéricos, que también se pueden mostrar en consultas y paneles.

Las reglas creadas a su vez identificaran automaticamente nuevos dispositivos con atributos similares a

medida que se agreguen a su entorno. En algunos casos, la resolucion del dispositivo también permite la
identificacion manual omitiendo las reglas de resolucion del dispositivo para dispositivos no descubiertos
dentro de Data Infrastructure Insights.
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La identificacion incompleta de los dispositivos puede ocasionar problemas como:

» Caminos incompletos
» Conexiones multitrayecto no identificadas
* La incapacidad de agrupar aplicaciones
* Vistas de topologia inexactas
» Datos inexactos en el almacén de datos y en los informes
La funcioén de resolucion del dispositivo (Administrar > Resolucion del dispositivo) incluye las siguientes

pestafias, cada una de las cuales cumple una funcion en la planificacion de la resolucion del dispositivo y la
visualizacion de los resultados:

* Fibre Channel Identify contiene una lista de WWN e informacién de puertos de dispositivos Fibre
Channel que no se resolvieron a través de la resolucion automatica de dispositivos. La pestafia también
identifica el porcentaje de dispositivos que han sido identificados.

« Identificacion de direccion IP contiene una lista de dispositivos que acceden a recursos compartidos
CIFS y NFS que no fueron identificados a través de la resolucion automatica de dispositivos. La pestafa
también identifica el porcentaje de dispositivos que han sido identificados.

* Reglas de resolucién automatica contiene la lista de reglas que se ejecutan al realizar la resolucion del
dispositivo de canal de fibra. Estas son reglas que usted crea para resolver dispositivos de canal de fibra
no identificados.

» Preferencias proporciona opciones de configuracion que usted utiliza para personalizar la resolucion del
dispositivo para su entorno.

Antes de empezar

Debe saber como esta configurado su entorno antes de definir las reglas para identificar dispositivos. Cuanto
mas sepa sobre su entorno, mas facil sera identificar los dispositivos.

Debes responder preguntas similares a las siguientes para ayudarte a crear reglas precisas:

* ¢ Su entorno tiene estandares de nombres para zonas o hosts y qué porcentaje de estos son precisos?

* ¢ Su entorno utiliza un alias de conmutador o un alias de almacenamiento y coinciden con el nombre del
host?

+ ;Con qué frecuencia cambian los esquemas de nombres de su inquilino?
+ ¢ Ha habido adquisiciones o fusiones que hayan introducido esquemas de nombres diferentes?
Después de analizar su entorno, deberia poder identificar qué estandares de nombres existen y que puede

esperar encontrar de manera confiable. La informacion recopilada podria representarse graficamente en una
figura similar a la siguiente:
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Storage alias

#

H-H""-\-\._\_____ B _----.-..____.--'
Switch alias

En este ejemplo, la mayor cantidad de dispositivos estan representados de manera confiable por alias de
almacenamiento. Las reglas que identifican hosts mediante alias de almacenamiento se deben escribir
primero, las reglas que utilizan alias de conmutador se deben escribir a continuacion, y las ultimas reglas
creadas deben utilizar alias de zona. Debido a la superposicidon del uso de alias de zona y alias de
conmutador, algunas reglas de alias de almacenamiento pueden identificar dispositivos adicionales, lo que
deja menos reglas necesarias para alias de zona y alias de conmutador.

Pasos para identificar dispositivos

Normalmente, utilizaria un flujo de trabajo similar al siguiente para identificar dispositivos en su inquilino. La
identificacion es un proceso iterativo y puede requerir multiples pasos de planificacion y refinamiento de
reglas.

* Entorno de investigacion

* Reglas del plan

 Crear/revisar reglas

* Revisar resultados

* Crear reglas adicionales o identificar dispositivos manualmente

* Hecho

Si tiene dispositivos no identificados (también conocidos como dispositivos desconocidos o
genéricos) en su inquilino y posteriormente configura una fuente de datos que identifica esos
dispositivos al sondear, ya no se mostraran ni se contaran como dispositivos genéricos.

Relacionado:"Creacion de reglas de resolucion de dispositivos" "Resolucion del dispositivo de canal de fibra"
"Resolucion de dispositivo IP" "Configuracion de las preferencias de resolucion del dispositivo"
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Reglas de resolucion de dispositivos

Crea reglas de resolucion de dispositivos para identificar hosts, almacenamiento y cintas
que Data Infrastructure Insights no identifica automaticamente en la actualidad. Las
reglas que usted crea identifican los dispositivos que se encuentran actualmente en su
entorno y también identifican dispositivos similares a medida que se agregan a su
entorno.

Creacion de reglas de resolucion de dispositivos

Al crear reglas, comienza por identificar la fuente de informacion sobre la que se ejecuta la regla, el método
utilizado para extraer informacion y si la busqueda de DNS se aplica a los resultados de la regla.

Fuente que se utiliza para identificar el dispositivo * Alias de SRM para hosts * Alias de almacenamiento
que contienen un nombre de cinta o host incorporado
* Alias de conmutador que contienen un nombre de
cinta o host incorporado * Nombres de zona que
contienen un nombre de host incorporado

Método que se utiliza para extraer el nombre del * Tal cual (extraer un nombre de un SRM) *

dispositivo de la fuente Delimitadores * Expresiones regulares

Busqueda de DNS Especifica si utiliza DNS para verificar el nombre del
host

Crea reglas en la pestana Reglas de resolucion automatica. Los siguientes pasos describen el proceso de
creacion de reglas.

Procedimiento

1. Haga clic en Administrar > Resolucion del dispositivo

2. En la pestafia Reglas de resolucion automatica, haga clic en + Regla de host o + Regla de cinta.

Se muestra la pantalla Regla de resolucién.

@ Haga clic en el enlace Ver criterios coincidentes para obtener ayuda y ejemplos sobre como
crear expresiones regulares.

3. En la lista Tipo seleccione el dispositivo que desea identificar.
Puede seleccionar Host o Tape.

4. En la lista Fuente, seleccione la fuente que desea utilizar para identificar el host.
Segun la fuente que elija, Data Infrastructure Insights muestra la siguiente respuesta:

a. Zonas enumera las zonas y WWN que Data Infrastructure Insights debe identificar.
b. SRM enumera los alias no identificados que Data Infrastructure Insights debe identificar

c. Alias de almacenamiento enumera los alias de almacenamiento y WWN que Data Infrastructure
Insights debe identificar

d. Alias de conmutador enumera los alias de conmutador que Data Infrastructure Insights debe
identificar
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5. En la lista Método seleccione el método que desea emplear para identificar el host.

Fuente Método

SRM Tal cual, Delimitadores, Expresiones regulares
Alias de almacenamiento Delimitadores, expresiones regulares
Cambiar alias Delimitadores, expresiones regulares

Zonas Delimitadores, expresiones regulares

o Las reglas que utilizan delimitadores requieren los delimitadores y la longitud minima del nombre de
host. La longitud minima del nombre de host es la cantidad de caracteres que Data Infrastructure
Insights debe usar para identificar un host. Data Infrastructure Insights realiza busquedas de DNS solo
para nombres de host que tengan esta longitud o mas.

Para las reglas que utilizan delimitadores, la cadena de entrada se tokeniza mediante el delimitador y
se crea una lista de candidatos a nombre de host realizando varias combinaciones del token
adyacente. Luego se ordena la lista del mayor al menor. Por ejemplo, para un sring de entrada de
vipsnq03_hba3_emc3_12ep0 la lista daria como resultado lo siguiente:

= vipsnq03_hba3_emc3_12ep0

= vipsnq03_hba3_emc3

= hba3 emc3_12ep0

= vipsnq03_hba3

= emc3_12ep0

= hba3_emc3

= vipsnq03

= 12ep0

= emc3

= hba3

o Las reglas que utilizan expresiones regulares requieren una expresion regular, el formato y la
seleccion de distincidon entre mayusculas y minusculas.

6. Haga clic en Ejecutar AR para ejecutar todas las reglas, o haga clic en la flecha hacia abajo en el boton
para ejecutar la regla que creo (y cualquier otra regla que se haya creado desde la ultima ejecucion
completa de AR).

Los resultados de la ejecucion de la regla se muestran en la pestafia Identificacion de FC.

Iniciar una actualizacion automatica de la resolucion del dispositivo

Una actualizacién de la resolucion del dispositivo confirma los cambios manuales que se han agregado desde
la ultima ejecucion de la resolucion automatica completa del dispositivo. La ejecucion de una actualizacion se
puede utilizar para confirmar y ejecutar unicamente las nuevas entradas manuales realizadas en la
configuracion de resolucion del dispositivo. No se realiza ninguna ejecucion de resolucion completa del
dispositivo.

Procedimiento
1. Inicie sesion en la interfaz de usuario web de Data Infrastructure Insights .

205



2. Haga clic en Administrar > Resolucién del dispositivo
3. En la pantalla Resolucién del dispositivo, haga clic en la flecha hacia abajo en el boton Ejecutar AR.

4. Haga clic en Actualizar para iniciar la actualizacion.

Identificacion manual asistida por reglas

Esta funcion se utiliza para casos especiales en los que desea ejecutar una regla especifica o una lista de
reglas (con o sin un reordenamiento Unico) para resolver hosts desconocidos, dispositivos de almacenamiento
y de cinta.

Antes de empezar

Tiene varios dispositivos que no han sido identificados y también tiene varias reglas que identificaron
exitosamente otros dispositivos.

@ Si su fuente solo contiene parte del nombre de un host o dispositivo, utilice una regla de
expresion regular y formatéela para agregar el texto faltante.

Procedimiento
1. Inicie sesion en la interfaz de usuario web de Data Infrastructure Insights .

2. Haga clic en Administrar > Resolucion del dispositivo

3. Haga clic en la pestana Identificar canal de fibra.
El sistema muestra los dispositivos junto con su estado de resolucion.

4. Seleccione varios dispositivos no identificados.

5. Haga clic en Acciones masivas y seleccione Establecer resolucion de host o Establecer resolucion
de cinta.

El sistema muestra la pantalla Identificar, que contiene una lista de todas las reglas que identificaron los
dispositivos correctamente.

6. Cambie el orden de las reglas a un orden que se ajuste a sus necesidades.
El orden de las reglas se modifica en la pantalla Identificar, pero no se modifica globalmente.
7. Seleccione el método que mejor se adapte a sus necesidades.

Data Infrastructure Insights ejecuta el proceso de resolucion del host en el orden en el que aparecen los
métodos, comenzando por los que estan en la parte superior.

Cuando se encuentran reglas que se aplican, los nombres de las reglas se muestran en la columna de reglas
y se identifican como manuales.

Relacionado:"Resolucion del dispositivo de canal de fibra" "Resolucion de dispositivo IP" "Configuracion de las
preferencias de resolucion del dispositivo"

Resolucion del dispositivo Fibre Channel

La pantalla de identificacion de canal de fibra muestra el WWN y WWPN de los
dispositivos de canal de fibra cuyos hosts no han sido identificados por la resolucién
automatica del dispositivo. La pantalla también muestra todos los dispositivos que se han

206


task_device_resolution_fibre_channel.html

resuelto mediante resoluciéon manual.

Los dispositivos que se han resuelto mediante resolucién manual contienen un estado de OK e identifican la
regla utilizada para identificar el dispositivo. Los dispositivos faltantes tienen un estado de No identificado. Los
dispositivos que estan especificamente excluidos de la identificacion tienen un estado de Excluido. La
cobertura total para la identificacion de dispositivos se detalla en esta pagina.

Puede realizar acciones en masa seleccionando varios dispositivos en el lado izquierdo de la pantalla
Identificar canal de fibra. Se pueden realizar acciones en un solo dispositivo colocando el cursor sobre él y
seleccionando los botones Identificar o No identificar en el extremo derecho de la lista.

El enlace Cobertura total muestra una lista de la cantidad de dispositivos identificados/cantidad de dispositivos
disponibles para su configuracion:

+ Alias de SRM

* Alias de almacenamiento

» Cambiar alias

» Zonas

* Definido por el usuario

Como agregar un dispositivo Fibre Channel manualmente

Puede agregar manualmente un dispositivo de canal de fibra a Data Infrastructure Insights utilizando la
funcion Agregar manualmente disponible en la pestafa Identificar canal de fibra de resolucion del dispositivo.
Este proceso podria usarse para la identificacion previa de un dispositivo que se espera descubrir en el futuro.

Antes de empezar

Para agregar con éxito una identificacion de dispositivo al sistema, necesita conocer la direccion WWN o IP y
el nombre del dispositivo.

Acerca de esta tarea

Puede agregar un dispositivo de canal de fibra host, de almacenamiento, de cinta o desconocido
manualmente.

Procedimiento

1. Inicie sesion en la interfaz web de Data Infrastructure Insights
2. Haga clic en Administrar > Resolucion del dispositivo
3. Haga clic en la pestana Identificar canal de fibra.

4. Haga clic en el boton Agregar.
Se muestra el cuadro de didlogo Agregar dispositivo
5. Ingrese la direcciéon WWN o IP, el nombre del dispositivo y seleccione el tipo de dispositivo.

El dispositivo que ingrese se agregara a la lista de dispositivos en la pestafia Identificar canal de fibra. La
regla se identifica como Manual.

Importacién de la identificacion del dispositivo Fibre Channel desde un archivo .CSV

Puede importar manualmente la identificacion del dispositivo de canal de fibra a la resolucién del dispositivo
de Data Infrastructure Insights utilizando una lista de dispositivos en un archivo .CSV.
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1. Antes de empezar

Debe tener un archivo .CSV con el formato correcto para poder importar identificaciones del dispositivo
directamente a la resolucioén del dispositivo. El archivo .CSV para dispositivos de canal de fibra requiere la
siguiente informacion:

WWN Propiedad intelectual Nombre Tipo

Los campos de datos deben estar entre comillas, como se muestra en el siguiente ejemplo.

"WWN", "IP", "Name", "Type"
"WWN:2693", "ADDRESS2693| IP2693", "NAME-2693", "HOST"
"WWN:997", "ADDRESS997 | IP997", "NAME-997", "HOST"
"WWN:1860", "ADDRESS1860|IP1860", "NAME-1860", "HOST"

Como practica recomendada, se recomienda primero exportar la informacion de identificacion

@ de Fibre Channel a un archivo .CSV, realizar los cambios deseados en ese archivo y luego
volver a importar el archivo a Fibre Channel Identify. Esto garantiza que las columnas
esperadas estén presentes y en el orden adecuado.

Para importar informacion de identificacion de canal de fibra:

1. Inicie sesién en la interfaz de usuario web de Data Infrastructure Insights .
Haga clic en Administrar > Resolucién del dispositivo
Seleccione la pestana Identificar canal de fibra.

Haga clic en el boton Identificar > Identificar desde archivo.

o~ w0 N

Navegue a la carpeta que contiene los archivos .CSV para importar y seleccione el archivo deseado.

Los dispositivos que ingrese se agregaran a la lista de dispositivos en la pestafia Identificar canal de fibra.
La “Regla” se identifica como Manual.

Exportacion de identificaciones de dispositivos Fibre Channel a un archivo .CSV

Puede exportar identificaciones de dispositivos de canal de fibra existentes a un archivo .CSV desde la
funcion de resolucion de dispositivos de Data Infrastructure Insights . Es posible que desee exportar una
identificacion de dispositivo para poder modificarla y luego importarla nuevamente a Data Infrastructure
Insights, donde se utiliza para identificar dispositivos similares a aquellos que coinciden originalmente con la
identificacion exportada.

Acerca de esta tarea

Este escenario se puede utilizar cuando los dispositivos tienen atributos similares que pueden editarse
facilmente en el archivo .CSV y luego importarse nuevamente al sistema.

Cuando exporta una identificacion de dispositivo de canal de fibra a un archivo .CSV, el archivo contiene la
siguiente informacion en el orden que se muestra:

WWN Propiedad intelectual Nombre Tipo
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Procedimiento

1. Inicie sesion en la interfaz de usuario web de Data Infrastructure Insights .

2. Haga clic en Administrar > Resolucion del dispositivo

3. Seleccione la pestana Identificar canal de fibra.

4. Seleccione el dispositivo o dispositivos de Canal de Fibra cuya identificacién desea exportar.
5

. Haga clic en *Exportar*¥ botén.

Seleccione si desea abrir el archivo .CSV o guardar el archivo.

Relacionado:"Resolucion de dispositivo IP" "Creacion de reglas de resolucion de dispositivos" "Configuracion
de las preferencias de resolucién del dispositivo"

Resolucion de dispositivos IP

La pantalla de identificacion de IP muestra todos los recursos compartidos iISCSl y CIFS
o NFS que se han identificado mediante resolucion automatica del dispositivo o mediante
resolucién manual del dispositivo. También se muestran dispositivos no identificados. La
pantalla incluye la direccion IP, el nombre, el estado, el nodo iISCSI y el nombre
compartido para los dispositivos. También se muestra el porcentaje de dispositivos que
se han identificado correctamente.

m Total coverage
20% (2/10)
filter e
O« Address P Name Status iSCSI node Share name
r 1111 1431 LA3-CNS-SQL-06A oK NoliServerLogs_STG/
r 0.0.0.010 NoliServerLogs_STG/
r 10.56.100.18 ign.1991-05 com.microsoftla3-cns-sql-06b.cns.comcastnets.com
r 10.56.100.19 ign.1991-05.com microsoft jec20643597717 tiayd com Noliwc_sc_libraries_prodfibraries_gtree/
I 100.54.18.100 100.54.18.100 ushaplp00096Ib OK

Agregar dispositivos IP manualmente

Puede agregar manualmente un dispositivo IP a Data Infrastructure Insights utilizando la funcion de adicién
manual disponible en la pantalla Identificacion de IP.

Procedimiento

1. Inicie sesion en la interfaz de usuario web de Data Infrastructure Insights .
2. Haga clic en Administrar > Resolucion del dispositivo
3. Haga clic en la pestana Identificar direccion IP.

4. Haga clic en el boton Agregar.
Se muestra el cuadro de dialogo Agregar dispositivo
5. Introduzca la direccion, la direccion IP y un nombre de dispositivo unico.

Resultado
El dispositivo que ingrese se agregara a la lista de dispositivos en la pestafia Identificar direccion IP.
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Importar la identificacion del dispositivo IP desde un archivo .CSV

Puede importar manualmente identificaciones de dispositivos IP a la funcion Resolucion de dispositivo
utilizando una lista de identificaciones de dispositivos en un archivo .CSV.

1. Antes de empezar

Debe tener un archivo .CSV con el formato correcto para poder importar identificaciones de dispositivos
directamente a la funcion Resolucion del dispositivo. El archivo .CSV para dispositivos IP requiere la siguiente
informacion:

DIRECCION Propiedad intelectual Nombre

Los campos de datos deben estar entre comillas, como se muestra en el siguiente ejemplo.

"Address","IP", "Name"
"ADDRESS6447","IP6447", "NAME-6447"
"ADDRESS3211","IP3211", "NAME-3211"
"ADDRESS593","IP593", "NAME-593"

Como practica recomendada, se recomienda primero exportar la informacion de identificacion

@ de direccion IP a un archivo .CSV, realizar los cambios deseados en ese archivo y luego volver
a importar el archivo a Identificacion de direccién IP. Esto garantiza que las columnas
esperadas estén presentes y en el orden adecuado.

Exportar la identificacion del dispositivo IP a un archivo .CSV

Puede exportar identificaciones de dispositivos IP existentes a un archivo .CSV desde la funcién de resolucion
de dispositivos de Data Infrastructure Insights . Es posible que desee exportar una identificaciéon de dispositivo
para poder modificarla y luego importarla nuevamente a Data Infrastructure Insights, donde se utiliza para
identificar dispositivos similares a aquellos que coinciden originalmente con la identificacion exportada.

Acerca de esta tarea

1. Este escenario se puede utilizar cuando los dispositivos tienen atributos similares que pueden editarse
facilmente en el archivo .CSV y luego importarse nuevamente al sistema.

Cuando exporta una identificacion de dispositivo IP a un archivo .CSV, el archivo contiene la siguiente
informacion en el orden que se muestra:

DIRECCION Propiedad intelectual Nombre

Procedimiento
1. Inicie sesion en la interfaz de usuario web de Data Infrastructure Insights .

2. Haga clic en Administrar > Resolucion del dispositivo

3. Seleccione la pestafia Identificar direccion IP.

4. Seleccione el dispositivo o dispositivos IP cuya identificacion desea exportar.
5

. Haga clic en *Exportar*:# botén.

Seleccione si desea abrir el archivo .CSV o guardar el archivo.
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Relacionado:"Resolucion del dispositivo Fibre Channel" "Creacién de reglas de resolucion de dispositivos"
"Configuracién de las preferencias de resolucion del dispositivo"

Configuracion de opciones en la pestaia Preferencias

La pestana de preferencias de resolucién del dispositivo le permite crear un programa de
resolucion automatica, especificar proveedores de almacenamiento y cintas para incluir o
excluir de la identificacion y configurar opciones de busqueda de DNS.

Programacion de resolucién automatica

Un programa de resolucion automatica puede especificar cuando se ejecuta la resolucién automatica del
dispositivo:

Opcidn Descripcion

Cada Utilice esta opcion para ejecutar la resolucion
automatica del dispositivo en intervalos de dias, horas
0 minutos.

Cada dia Utilice esta opcion para ejecutar la resolucion
automatica del dispositivo diariamente a una hora
especifica.

A mano Utilice esta opcion para ejecutar la resolucion
automatica del dispositivo unicamente de forma
manual.

En cada cambio de entorno Utilice esta opcion para ejecutar la resolucion

automatica del dispositivo siempre que haya un
cambio en el entorno.

Si especifica Manualmente, se deshabilita la resolucion automatica nocturna del dispositivo.

Opciones de procesamiento de DNS

Las opciones de procesamiento de DNS le permiten seleccionar las siguientes funciones:

» Cuando el procesamiento de resultados de busqueda de DNS esta habilitado, puede agregar una lista de
nombres DNS para adjuntar a los dispositivos resueltos.

* Puede seleccionar Resolucion automatica de IP: para habilitar la resolucion automatica de host para
iniciadores iISCSI y hosts que acceden a recursos compartidos NFS mediante la busqueda de DNS. Si
esto no se especifica, solo se realiza la resolucién basada en FC.

* Puede elegir permitir guiones bajos en los nombres de host y utilizar un alias "conectado a" en lugar del
alias de puerto estandar en los resultados.

Incluir o excluir proveedores especificos de almacenamiento y cintas

Puede incluir o excluir proveedores de almacenamiento y cintas especificos para una resolucién automatica.
Es posible que desee excluir proveedores especificos si sabe, por ejemplo, que un host especifico se
convertira en un host heredado y deberia excluirse de su nuevo entorno. También puedes volver a agregar
proveedores que hayas excluido anteriormente pero que ya no quieras excluir.
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Las reglas de resolucion de dispositivos para cintas solo funcionan para WWN en los que el
proveedor de ese WWN esta configurado como Incluido solo como cinta en las preferencias de
proveedores.

Ver también:"Ejemplos de expresiones regulares”

Ejemplos de expresiones regulares

Si ha seleccionado el enfoque de expresion regular como su estrategia de denominacion
de origen, puede utilizar los ejemplos de expresiones regulares como guias para sus
propias expresiones utilizadas en los métodos de resolucion automatica de Data
Infrastructure Insights .

Dar formato a expresiones regulares

Al crear expresiones regulares para la resolucion automatica de Data Infrastructure Insights , puede configurar
el formato de salida ingresando valores en un campo llamado FORMAT.

La configuracion predeterminada es \1, lo que significa que un nombre de zona que coincide con la expresién
regular se reemplaza por el contenido de la primera variable creada por la expresion regular. En una expresion
regular, los valores de las variables se crean mediante declaraciones entre paréntesis. Si aparecen varias
declaraciones entre paréntesis, las variables se referencian numéricamente, de izquierda a derecha. Las
variables se pueden utilizar en el formato de salida en cualquier orden. También se puede insertar texto
constante en la salida, agregandolo al campo FORMATO.

Por ejemplo, podria tener los siguientes nombres de zona para esta convencion de nombres de zona:

[Zone number] [data center] [hostname] [device type] [interface number]

* 5123 Miami hostnamel filer FCI1

* 514 Tampa hostname2 switch FC4

* 53991 Boston hostname3 windowsZK FCO
* S44 Raleigh hostname4 solaris FC1

Es posible que desees que la salida tenga el siguiente formato:

[hostname]-[data center]-[device type]
Para hacer esto, debe capturar los campos de nombre de host, centro de
datos y tipo de dispositivo en variables y usarlos en la salida. La

siguiente expresidén regular haria esto:

*? ([a-zA-Z20-9]1+) ([a-zA-Z0-9]+) ([a-zA-Z20-9]+) .*

Debido a que hay tres conjuntos de paréntesis, se completaréan las
variables \1, \2 y \3.

Luego puede utilizar el siguiente formato para recibir la salida en su formato preferido:
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\2-\1-\3

Su salida seria la siguiente:

hostnamel-Miami-filer
hostname2-Tampa-switch
hostname3-Boston-windows2K
hostname4-Raleigh-solaris

Los guiones entre las variables proporcionan un ejemplo de texto constante que se inserta en la salida
formateada.

Ejemplos
Ejemplo 1 que muestra los nombres de las zonas

En este ejemplo, utiliza la expresion regular para extraer un nombre de host del nombre de zona. Podrias
crear una expresion regular si tienes algo similar a los siguientes nombres de zona:

* S0032_nombreDeMiComputadora1-HBAO

* S0434_nombreDeMiComputadora1-HBA1

* S0432_nombreDeMiComputadora1-HBA3

La expresion regular que podrias usar para capturar el nombre del host seria:

S[0-9]+ ([a-zA-Z0-9]*)[ -1HBA[0-9]
El resultado es una coincidencia de todas las zonas que comienzan con S
seguidas de cualquier combinacidén de digitos, seguido de un guion bajo, el
nombre de host alfanumérico (myComputerlName), un guion bajo o guion, las
letras mayusculas HBA y un solo digito (0-9). EIl nombre del host
Uunicamente se almacena en la variable *\1%*.

La expresion regular se puede dividir en sus componentes:
» "S" representa el nombre de la zona y comienza la expresion. Esto coincide solo con una "S" al comienzo
del nombre de la zona.

* Los caracteres [0-9] entre paréntesis indican que lo que sigue a "S" debe ser un digito entre 0 y 9,
inclusive.

* El signo + indica que la ocurrencia de la informacion en los paréntesis anteriores debe existir 1 0 mas
veces.

« ElI _ (guion bajo) significa que los digitos después de S deben ser seguidos inmediatamente solo por un
caracter de guion bajo en el nombre de la zona. En este ejemplo, la convencidon de nombres de zona
utiliza el guion bajo para separar el nombre de la zona del nombre del host.

» Después del guién bajo requerido, los paréntesis indican que el patron contenido en él se almacenara en
la variable \1.
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 Los caracteres entre corchetes [a-zA-Z0-9] indican que los caracteres que se buscan son todos letras (sin
importar mayusculas y mindsculas) y nimeros.

» El * (asterisco) que aparece después de los corchetes indica que los caracteres entre corchetes aparecen
0 o mas veces.

* Los caracteres entre corchetes [_-] (guion bajo y guion) indican que el patrén alfanumérico debe ir seguido
de un guion bajo o un guion.

* Las letras HBA en la expresion regular indican que esta secuencia exacta de caracteres debe aparecer en
el nombre de la zona.

+ El conjunto final de caracteres entre corchetes [0-9] coincide con un solo digito del 0 al 9, inclusive.

Ejemplo 2

En este ejemplo, salte hasta el primer guion bajo "*, luego haga coincidir E y todo lo que sigue hasta el
segundo ™, y luego saltee todo lo que sigue.

Zona: Z_E2FHDBS01_E1NETAPP
Nombre de host: E2FHDBS01
Expresion regular: .?(E.?).*?
Ejemplo 3

Los paréntesis "()" alrededor de la ultima seccion de la expresion regular (abajo) identifican qué parte es el
nombre de host. Si quisiera que VSANS3 fuera el nombre del host, seria: _([a-zA-Z0-9]).*

Zona: A_VSAN3_SR48KENT_A_CX2578_SPA0Q

Nombre de host: SR4SKENT

ExpReg: _[a-zA-Z0-9]+_([a-zA-Z0-9]).*

Ejemplo 4 que muestra un patrén de nombres mas complicado

Podrias crear una expresion regular si tienes algo similar a los siguientes nombres de zona:

* NombreDeMiComputadora123-HBA1_Symm1_FA3
* NombreDeMiComputadora123-HBA2_Symm1_FA5
* miNombreEquipo123-HBA3_Symm1_FA7

La expresion regular que podrias usar para capturar esto seria:

([a—zA-Z0-9]*) .=*

La variable \1 contendria solo myComputerNamel23 después de ser evaluada

por esta expresién.

La expresién regular se puede dividir en sus componentes:

* Los paréntesis indican que el patrén contenido se almacenara en la variable \1.

* Los caracteres entre corchetes [a-zA-Z0-9] significan que cualquier letra (sin importar mayusculas y
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minusculas) o digito coincidira.

» ElI * (asterisco) que aparece después de los corchetes indica que los caracteres entre corchetes aparecen
0 o mas veces.

* El caracter _ (guion bajo) en la expresion regular significa que el nombre de la zona debe tener un guion
bajo inmediatamente después de la cadena alfanumérica que coincide con los corchetes anteriores.

 El. (punto) coincide con cualquier caracter (un comodin).

» ElI * (asterisco) indica que el comodin del periodo anterior puede aparecer 0 o0 mas veces.

En otras palabras, la combinacién .* indica cualquier caracter, cualquier nimero de veces.

Ejemplo 5 que muestra nombres de zonas sin un patrén
Podrias crear una expresion regular si tienes algo similar a los siguientes nombres de zona:

+ myComputerName_HBA1_Symm1_FA1
* myComputerName123_HBA1_Symm1_FA1

La expresion regular que podrias usar para capturar esto seria:

(%) o

La variable \1 contendria myComputerName (en el primer ejemplo de nombre
de zona) o myComputerNamel23 (en el segundo ejemplo de nombre de zona).
De esta forma, esta expresidédn regular coincidiria con todo lo que esté
antes del primer guion bajo.

La expresion regular se puede dividir en sus componentes:

* Los paréntesis indican que el patron contenido se almacenara en la variable \1.

El .* (punto asterisco) coincide con cualquier caracter, cualquier nimero de veces.

» El * (asterisco) que aparece después de los corchetes indica que los caracteres entre corchetes aparecen
0 o mas veces.

* El caracter ? hace que el partido no sea codicioso. Esto lo obliga a dejar de coincidir en el primer guién
bajo, en lugar del ultimo.

 Los caracteres _.* coinciden con el primer guién bajo encontrado y todos los caracteres que le siguen.
Ejemplo 6 que muestra nombres de computadoras con un patrén
Podrias crear una expresion regular si tienes algo similar a los siguientes nombres de zona:

» Storage1_Switch1_myComputerName123A_A1_FC1
» Storage2 Switch2_myComputerName123B_A2 FC2
« Storage3_Switch3_myComputerName123T_A3_FC3

La expresion regular que podrias usar para capturar esto seria:
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LF? .*? ([a—-zA-Z0-9]*[ABT]) .*

Debido a que la convencidén de nombres de zona tiene mas bien un patrédn,
podriamos usar la expresidén anterior, que coincidird con todas las
instancias de un nombre de host (myComputerName en el ejemplo) que termine
con una A, una B o una T, colocando ese nombre de host en la variable \1.

La expresioén regular se puede dividir en sus componentes:

» El .* (punto asterisco) coincide con cualquier caracter, cualquier numero de veces.

« El caracter ? hace que el partido no sea codicioso. Esto lo obliga a dejar de coincidir en el primer guién
bajo, en lugar del ultimo.

* El caracter de subrayado coincide con el primer subrayado en el nombre de la zona.

* Por lo tanto, la primera combinacion .*?__ coincide con los caracteres Storage1_ en el primer ejemplo de
nombre de zona.

» La segunda combinacion .*?_ se comporta como la primera, pero coincide con Switch1_ en el primer
ejemplo de nombre de zona.

* Los paréntesis indican que el patrén contenido se almacenara en la variable \1.

* Los caracteres entre corchetes [a-zA-Z0-9] significan que cualquier letra (sin importar mayusculas y
minusculas) o digito coincidira.

» ElI * (asterisco) que aparece después de los corchetes indica que los caracteres entre corchetes aparecen
0 o mas veces.

* Los caracteres entre corchetes en la expresion regular [ABT] coinciden con un solo caracter en el nombre
de la zona, que debe serA,Bo T.

* ElI _ (guion bajo) que aparece después del paréntesis indica que la coincidencia del caracter [ABT] debe ir
seguida de un guion bajo.

* El .* (punto asterisco) coincide con cualquier caracter, cualquier nimero de veces.
El resultado de esto haria que la variable \1 contenga cualquier cadena alfanumérica que:

» Fue precedido por una serie de caracteres alfanuméricos y dos guiones bajos.
« fue seguido por un guion bajo (y luego cualquier numero de caracteres alfanuméricos)
« tenia un caracter final de A, B o T, antes del tercer guion bajo.

Ejemplo 7

Zona: miNombreDeComputadora123_HBA1_Symm1_FA1

Nombre de host: miNombreDeComputadora123

*

Expresion regular: ([a-zA-Z0-9]+) .

Ejemplo 8
Este ejemplo encuentra todo antes del primer _.

Zona: NombreMiComputadora_HBA1_Symm1_FA1
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MyComputerName123 HBA1_Symm1_FA1

Nombre de host: MiNombreDeComputadora

Expresion regular: (.?)_.

Ejemplo 9

Este ejemplo encuentra todo después del 1.er _y hasta el segundo _.

Zona: Z NombreDeMiComputadora_NombreDeAlmacenamiento

Nombre de host: NombreDeMiComputadora

Expresion regular: .?(.?).*?

Ejemplo 10

Este ejemplo extrae "MyComputerName123" de los ejemplos de zona.

Zona: Almacenamiento1_Switch1_NombreDeMiEquipo123A_A1_FCA1
Storage2_Switch2_MyComputerName123B_A2_FC2
Storage3_Switch3_MyComputerName123T_A3_FC3

Nombre de host: NombreDeMiComputadora123

ExpReg: .?.?([a-zA-Z0-9]+)[ABT]_.

Ejemplo 11

Zona: Almacenamiento1_Switch1_NombreDeMiEquipo123A_A1 _FCA1

Nombre de host: NombreDeMiComputadora123A

ExpReg: .?.?([a-zA-z0-9]+).*?

Ejemplo 12

El * (circunflejo o acento circunflejo) dentro de corchetes niega la expresion, por ejemplo, [*Ff] significa
cualquier cosa excepto F mayuscula o minuscula, y [*az] significa todo excepto las letras minusculas aa z, y
en el caso anterior, cualquier cosa excepto el _. La declaracion de formato agrega "-" al nombre del host de
salida.

Zona: mhs_apps44 d_A 10a0_0429

Nombre de host: mhs-apps44-d

RegExp: ()_([AB]).*Formato en Data Infrastructure Insights: \1-\2 ([*_1)_ ()_([*_]).*Formato en Data
Infrastructure Insights: \1-\2-\3

Ejemplo 13

En este ejemplo, el alias de almacenamiento esta delimitado por "\" y la expresion debe usar "\" para definir
que en realidad se utilizan "\" en la cadena y que estos no son parte de la expresién en si.
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Alias de almacenamiento: \Hosts\E2DOCO01C1\E2DOCO1N1
Nombre de host: E2DOCO1N1

Expresion regular: \\.2\\.?2\\(.*?)

Ejemplo 14

Este ejemplo extrae "PD-RV-W-AD-2" de los ejemplos de zona.
Zona: PD_D-PD-RV-W-AD-2_01

Nombre de host: PD-RV-W-AD-2

Expresion regular: -(.*-\d).*

Ejemplo 15

La configuracion de formato en este caso agrega "US-BV-" al nombre de host.
Zona: SRV_USBVM11_F1

Nombre de host: US-BV-M11

Expresion regular: SRV_USBV([A-Za-z0-9]+) F[12]

Formato: US-BV-\1

Informacion de la pagina de activos

Descripcidon general de la pagina de activos

Las paginas de destino de activos resumen el estado actual de un activo y contienen
enlaces a informacion adicional sobre el activo y sus activos relacionados.

Las paginas de destino le brindan una vista de una sola pagina del objeto, con informacion de resumen,
rendimiento y recursos relacionados.
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Seccion de resumen

En la parte superior de una pagina de destino se encuentra la seccion Resumen expandible, que incluye
varios graficos de lineas que muestran tendencias de datos recientes sobre aspectos como el rendimiento o la
latencia, asi como informacioén y atributos de los objetos y cualquier monitor que pueda estar alertando sobre
el objeto.

La seccion Resumen también muestra y le permite cambiar las anotaciones asignadas al activo.

Seccioén de Actuacion

La seccion Rendimiento muestra datos de rendimiento del objeto. Seleccione Configuracién para agregar
graficos adicionales a la pantalla, como Rendimiento o Capacidad, o seleccione recursos correlacionados o
contribuyentes para graficar sus datos junto con los del objeto. Los dispositivos que potencialmente puedan
causar contencion también apareceran en la seccion Rendimiento. Los datos de los graficos se actualizan
automaticamente a medida que los recopiladores de datos realizan una encuesta y se adquieren datos
actualizados.

Puedes seleccionar elmétrica que desea ver en el grafico de rendimiento para el periodo de tiempo
seleccionado. Haga clic en el menu desplegable Configuracion y elija entre las métricas enumeradas.

Ademas de los datos de rendimiento, también se mostraran todas las alertas que estén o hayan estado
activas dentro del rango de tiempo de la pagina seleccionada.
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Puede seleccionar entre los siguientes dispositivos que pueden aparecer en la seccion Rendimiento:
* Principales correlacionados

Muestra los activos que tienen una alta correlacion (porcentaje) con una o mas métricas de rendimiento
del activo base.

* Principales colaboradores

Muestra los activos que contribuyen (porcentaje) al activo base.
« Cambios principales

Activos relacionados con cambios recientes.
» Contenciones de carga de trabajo

Muestra los activos que impactan o se ven impactados por otros recursos compartidos, como hosts, redes
y almacenamiento. A veces estos recursos se denominan codiciosos y degradados.

Seccioén de recursos adicionales

La seccion Recursos adicionales muestra tablas de datos de recursos relacionados con el tipo de objeto
actual. Puede expandir y contraer estas tablas para centrarse en recursos especificos. Seleccione el icono de
engranaje para mostrar temporalmente métricas o atributos adicionales en una tabla.

Agregar widgets personalizados

Puede agregar sus propios widgets a cualquier pagina de activos. Los widgets que agregue apareceran en las
paginas de activos para todos los objetos de ese tipo. Por ejemplo, agregar un widget personalizado a una
pagina de activos de almacenamiento mostrara ese widget en las paginas de activos de todos los activos de
almacenamiento.
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Los widgets personalizados se colocan en la parte inferior de una pagina de destino, debajo de las secciones
Rendimiento y Recursos.

Tipos de paginas de activos

Data Infrastructure Insights proporciona paginas de activos para los siguientes activos:

* Maquina virtual

* Maquina virtual de almacenamiento (SVM)
* Volumen

* Volumen interno

* Host (incluido el hipervisor)

» Pool de almacenamiento

» Almacenamiento

» Almacén de datos

 Aplicacién

* Nodo de almacenamiento

+ Arbol Q

* Disco

« Kit de herramientas de gestion de vehiculos
* Puerto

» Cambiar

* Tela

* Host

« Zona

Cambiar el rango de tiempo de los datos mostrados

De forma predeterminada, una pagina de activos muestra las ultimas 3 horas de datos; sin embargo, puede
cambiar el segmento de tiempo de los datos mostrados mediante una opcion que se encuentra en cada
pagina de activos, independientemente del tipo de activo. Para cambiar el rango de tiempo, haga clic en el
rango de tiempo mostrado en la barra superior y elija entre los siguientes segmentos de tiempo:

» Ultimos 15 minutos

+ Ultimos 30 minutos

« Ultimos 60 minutos

« Ultimas 2 horas

« Ultimas 3 horas (este es el valor predeterminado)

+ Ultimas 6 horas

« Ultimas 12 horas

« Ultimas 24 horas

« Ultimos 2 dias
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« Ultimos 3 dias

« Ultimos 7 dias

« Ultimos 14 dias

+ Ultimos 30 dias

* Rango de tiempo personalizado
El rango de tiempo personalizado le permite seleccionar hasta 31 dias consecutivos. También puede
establecer la hora de inicio y la hora de finalizacion del dia para este rango. La hora de inicio predeterminada

es las 12:00 a. m. del primer dia seleccionado y la hora de finalizacién predeterminada es las 11:59 p. m. del
ultimo dia seleccionado. Al hacer clic en Aplicar, se aplicara el rango de tiempo personalizado a la pagina de

activos.

La informacion de la pagina se actualiza automaticamente segun el rango de tiempo seleccionado. La
frecuencia de actualizacion actual se muestra en la esquina superior derecha de la seccion Resumen, asi
como en cualquier tabla o widget relevante de la pagina.

Definiciones de métricas de rendimiento

La seccion Rendimiento puede mostrar varias métricas segun el periodo de tiempo seleccionado para el
activo. Cada métrica se muestra en su propio grafico de rendimiento. Puede agregar o eliminar métricas y
activos relacionados de los graficos segun los datos que desee ver; las métricas que puede elegir varian

segun el tipo de activo.

Métrico

Crédito BB cero Rx, Tx

Crédito BB duracién cero Tx

Tasa de aciertos de caché (total, lectura, escritura) %

Utilizacion de caché (Total) %

Descartes de clase 3

Utilizacion de CPU (Total) %
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Descripcion

Numero de veces que el recuento de créditos de
bufer a bufer de recepcién/transmision paso a cero
durante el periodo de muestreo. Esta métrica
representa la cantidad de veces que el puerto adjunto
tuvo que dejar de transmitir porque no tenia créditos
para proporcionar.

Tiempo en milisegundos durante el cual el crédito BB
de transmision fue cero durante el intervalo de
muestreo.

Porcentaje de solicitudes que resultan en aciertos de
caché. Cuanto mayor sea el numero de visitas en
relacion con los accesos al volumen, mejor sera el
rendimiento. Esta columna esta vacia para las
matrices de almacenamiento que no recopilan
informacioén de aciertos de caché.

Porcentaje total de solicitudes de caché que resultan
en aciertos de caché

Recuento de descartes de transporte de datos de
clase 3 de canal de fibra.

Cantidad de recursos de CPU utilizados activamente,
como porcentaje del total disponible (sobre todas las
CPU virtuales).



Error de CRC

Velocidad de cuadros

Tamafo de cuadro promedio (Rx, Tx)

El tamafo del marco es demasiado largo

El tamano del marco es demasiado corto

Densidad de E/S (total, lectura, escritura)

IOPS (total, lectura, escritura)

Rendimiento de IP (total, lectura, escritura)

Lectura: Rendimiento de IP (Recepcidn):

Escritura: Rendimiento de IP (transmision):

Latencia (total, lectura, escritura)

Estado latente:

Latencia maxima:

Fallo de enlace

Restablecimiento de enlace Rx, Tx

Utilizacion de memoria (Total) %

Numero de tramas con comprobaciones de
redundancia ciclica (CRC) no validas detectadas por
el puerto durante el periodo de muestreo

Velocidad de transmision de cuadros en fotogramas
por segundo (FPS)

Relacion entre el trafico y el tamafio del marco. Esta
métrica le permite identificar si hay marcos superiores
en la tela.

Recuento de tramas de transmisién de datos de canal
de fibra que son demasiado largas.

Recuento de tramas de transmision de datos de canal
de fibra que son demasiado cortas.

Numero de IOPS dividido por la capacidad utilizada
(segun lo obtenido a partir de la encuesta de
inventario mas reciente de la fuente de datos) para el
elemento Volumen, Volumen interno o
Almacenamiento. Medido en niimero de operaciones
de E/S por segundo por TB.

Numero de solicitudes de servicio de E/S de
lectura/escritura que pasan a través del canal de E/S
0 una parte de ese canal por unidad de tiempo
(medido en E/S por segundo)

Total: velocidad agregada a la que se transmitieron y
recibieron datos IP en megabytes por segundo.

Velocidad promedio a la que se recibieron datos IP en
megabytes por segundo.

Velocidad promedio a la que se transmitieron datos IP
en megabytes por segundo.

Latencia (R&W): velocidad a la que se leen o escriben
datos en las maquinas virtuales en un periodo de
tiempo fijo. El valor se mide en megabytes por
segundo.

Tiempo de respuesta promedio de las maquinas
virtuales en un almacén de datos.

El tiempo de respuesta mas alto de las maquinas
virtuales en un almacén de datos.

Numero de fallas de enlace detectadas por el puerto
durante el periodo de muestreo.

Numero de restablecimientos de enlaces de
recepcion o transmisién durante el periodo de
muestreo. Esta métrica representa la cantidad de
restablecimientos de enlace que emitié el puerto
conectado a este puerto.

Umbral de la memoria utilizada por el host.
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% R/W parcial (total)

Errores de puerto

Recuento de pérdida de sefial

Tasa de swap (tasa total, tasa de entrada, tasa de
salida)

Recuento de pérdida de sincronizacion

Rendimiento (total, lectura, escritura)

Descarte de fotogramas por tiempo de espera - Tx

Tasa de trafico (Total, Lectura, Escritura)

Utilizacion del trafico (total, lectura, escritura)

Utilizacion (total, lectura, escritura) %

Escritura pendiente (Total)
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Numero total de veces que una operacion de
lectura/escritura cruza un limite de franja en cualquier
modulo de disco en un LUN RAID 5, RAID 1/0 o RAID
0. Generalmente, los cruces de franjas no son
beneficiosos, porque cada uno requiere una E/S
adicional. Un porcentaje bajo indica un tamario de
elemento de franja eficiente y es una indicacion de
una alineacion incorrecta de un volumen (o un LUN
de NetApp ). Para CLARIiON, este valor es el numero
de cruces de franjas dividido por el nimero total de
IOPS.

Informe de errores de puerto durante el periodo de
muestreo/periodo de tiempo determinado.

Numero de errores de pérdida de sefal. Si ocurre un
error de pérdida de sefal, no hay conexion eléctrica y
existe un problema fisico.

Velocidad a la que se intercambia la memoria hacia
adentro, hacia afuera, o ambas, desde el disco a la
memoria activa durante el periodo de muestreo. Este
contador se aplica a maquinas virtuales.

Numero de errores de pérdida de sincronizacion. Si
se produce un error de pérdida de sincronizacion, el
hardware no puede comprender el trafico ni
conectarse a él. Es posible que no todos los equipos
utilicen la misma velocidad de datos o que las
conexiones o6pticas o fisicas sean de mala calidad. El
puerto debe resincronizarse después de cada error de
este tipo, lo que afecta el rendimiento del sistema.
Medido en KB/seg.

Velocidad a la que se transmiten, reciben o ambas
cosas los datos en un periodo de tiempo fijo en
respuesta a solicitudes de servicio de E/S (medido en
MB por segundo).

Recuento de tramas de transmision descartadas
debido al tiempo de espera.

Trafico transmitido, recibido o ambos recibidos
durante el periodo de muestreo, en mebibytes por
segundo.

Relacion entre el trafico recibido/transmitido/total y la
capacidad de recepcion/transmisién/total, durante el
periodo de muestreo.

Porcentaje de ancho de banda disponible utilizado
para transmision (Tx) y recepcion (Rx).

Numero de solicitudes de servicio de E/S de escritura
que estan pendientes.



Filtrado de objetos en contexto

Al configurar un widget en la pagina de inicio de un activo, puede establecer filtros en
contexto para mostrar solo objetos directamente relacionados con el activo actual. De
forma predeterminada, cuando agrega un widget, se muestran todos los objetos del tipo
seleccionado en su inquilino. Los filtros en contexto le permiten mostrar solo los datos
relevantes para su activo actual.

En la mayoria de las paginas de destino de activos, los widgets le permiten filtrar objetos relacionados con el
activo actual. En los menus desplegables de filtro, los tipos de objetos que muestran un icono de enlace se
pueden filtrar en el contexto del activo actual.

Por ejemplo, en una pagina de activos de almacenamiento, puede agregar un widget de grafico de barras para
mostrar las principales IOPS en volumenes internos solo en ese almacenamiento. De forma predeterminada,
cuando agrega un widget, se muestran todos los volumenes internos de su inquilino.

Para mostrar solo los volumenes internos en el activo de almacenamiento actual, haga lo siguiente:

Pasos
1. Abra una pagina de activos para cualquier activo de Almacenamiento.

2. Haga clic en Editar para abrir la pagina de activos en modo de edicion.
3. Haga clic en Agregar widget y seleccione Grafico de barras.

4. Seleccione Volumen interno para el tipo de objeto que se mostrara en el grafico de barras. Tenga en
cuenta que el tipo de objeto de volumen interno tiene un icono de enlace al lado. El icono "vinculado" esta
habilitado de forma predeterminada.

Top Internal Volumes @

' E Internal Volume b (i ]
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c
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|g| Internal Volume <:
@ ISCSI Session

3 !E! Path
@ Port

|E| Qtree

SR e G

III 1 D

5. Seleccione IOPS - Total y configure cualquier filtro adicional que desee.

6. Contrae el campo Roll Up haciendo clic en la [X] que se encuentra junto a él. Se muestra el campo
Mostrar.
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7. Elija mostrar el Top 10.
8. Guardar el widget.

El gréafico de barras muestra solo los volimenes internos que residen en el activo de almacenamiento
actual.

El widget se mostrara en las paginas de activos para todos los objetos de almacenamiento. Cuando el enlace
en contexto esta habilitado en el widget, el grafico de barras muestra datos de voliumenes internos
relacionados unicamente con el activo de almacenamiento que se muestra actualmente.

Para desvincular los datos del objeto, edite el widget y haga clic en el icono de enlace junto al tipo de objeto.
El enlace se deshabilita y el grafico muestra datos de fodos los objetos de su inquilino.

También puedes utilizar"variables especiales en los widgets" para mostrar informacion relacionada con los
activos en las paginas de destino.

Virtualizacion del almacenamiento

Data Infrastructure Insights puede diferenciar entre una matriz de almacenamiento que
tiene almacenamiento local o virtualizacion de otras matrices de almacenamiento. Esto le
brinda la capacidad de relacionar costos y distinguir el rendimiento desde el front-end
hasta el back-end de su infraestructura.

Virtualizacién en un widget de tabla
Una de las formas mas sencillas de comenzar a analizar la virtualizacién de su almacenamiento es crear un
widget de tabla de panel que muestre el tipo virtualizado. Al crear la consulta para el widget, simplemente
agregue "virtualizedType" a su agrupacion o filtro.

Storage v

Display = Last3 Hours [Dashboard Time)

Filter by Attribute
Filter by Metric

Group by = wvirtualizedType b

El widget de tabla resultante le muestra los almacenamientos Estandar, Backend 'y Virtual en su inquilino.
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concept_dashboard_features.html#variables
concept_dashboard_features.html#variables
concept_dashboard_features.html#variables

Storage by virtualizedType
50 items found in 4 groups
[F virtualizedType T Storage

[=] Backend (5) -

Backend Sym-Perf

Backend Sym-000050074300343
Backend CXB00_26_CK00351029326
Backend VNX8000_46_CK00351029346
Backend Sym-000050074300324

[#] Standard (36) -

[# Virtual (8) -

Las paginas de destino muestran informacion virtualizada

En una pagina de inicio de almacenamiento, volumen, volumen interno o disco, puede ver informacién de
virtualizacién relevante. Por ejemplo, al observar la pagina de inicio de almacenamiento a continuacién, puede
ver que se trata de un almacenamiento virtual y qué sistema de almacenamiento de backend se aplica.
Cualquier tabla relevante en las paginas de destino también mostrara informacion de virtualizacion segun
corresponda.

Storage Summary

Model: Virtualized Type: IOPS - Total:
V-Series Virtual N/A
Vendor: Backend Storage: Throughput - Total:
NetApp Sym-000050074300343 N/A
Family: Microcode Version: Management:
V-Series 8.0.2 7-Mode

FC Fabrics Connected:
Serial Number: Raw Capacity: 7
1306804 0.0GIB

Alert Monitors:
1P: Latency - Total:
192.168.7.41 MN/A

Paginas de destino y paneles de control existentes

Tenga en cuenta que si actualmente tiene paginas de destino o paneles personalizados en su inquilino, estos
no mostraran automaticamente toda la informacion de virtualizacion de manera predeterminada. Sin embargo,
puede Revertir a los valores predeterminados cualquier panel o pagina de destino personalizados (tendra que
volver a implementar sus personalizaciones) o modificar los widgets relevantes para incluir los atributos o
meétricas de virtualizacion deseados.
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Revertir a valores predeterminados esta disponible en la esquina superior derecha de un panel personalizado
o de la pantalla de una pagina de destino.

Z Edit ~

Revert to Default

Consejos y sugerencias para buscar activos y alertas

Se pueden utilizar multiples técnicas de busqueda para buscar datos u objetos en su
entorno monitoreado.

* Busqueda con comodines

Puede realizar una busqueda de varios caracteres comodin utilizando el caracter *. Por ejemplo, applic*n
devolveria application.

* Frases utilizadas en la busqueda

Una frase es un grupo de palabras rodeadas por comillas dobles; por ejemplo, "VNX LUN 5". Puede
utilizar comillas dobles para buscar documentos que contengan espacios en sus nombres o atributos.

* Operadores booleanos

Utilizando los operadores booleanos OR, AND y NOT, puede combinar varios términos para formar una
consulta mas compleja.

O
El operador OR es el operador de conjuncion predeterminado.
Si no hay un operador booleano entre dos términos, se utiliza el operador OR.

El operador OR vincula dos términos y encuentra un documento coincidente si alguno de los términos
existe en un documento.

Por ejemplo, storage OR netapp busca documentos que contengan storage o netapp.

Se otorgan puntuaciones altas a los documentos que coinciden con la mayoria de los términos.

Y

Puede utilizar el operador AND para buscar documentos en los que ambos términos de busqueda existan
en un solo documento. Por ejemplo, storage AND netapp busca documentos que contengan storage y
netapp.

Puede utilizar el simbolo && en lugar de la palabra AND.

NO

Cuando se utiliza el operador NOT, todos los documentos que contengan el término después de NOT se

excluyen de los resultados de la busqueda. Por ejemplo, storage NOT netapp busca documentos que
contengan solo storage y no netapp.
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Puedes utilizar el simbolo ! en lugar de la palabra NOT.

La busqueda no distingue entre mayusculas y minusculas.

Busqueda mediante términos indexados

Las busquedas que coinciden con mas términos indexados dan como resultado puntuaciones mas altas.

La cadena de busqueda se divide en términos de busqueda separados por espacio. Por ejemplo, la cadena de
busqueda "almacenamiento aurora netapp" se divide en tres palabras clave: "almacenamiento”, "aurora" y
"netapp"”. La busqueda se realiza utilizando los tres términos. Los documentos que coincidan con la mayoria
de estos términos tendran la puntuacion mas alta. Cuanto mas informacién proporcione, mejores seran los
resultados de la busqueda. Por ejemplo, puedes buscar un almacenamiento por su nombre y modelo.

La interfaz de usuario muestra los resultados de la busqueda en todas las categorias, con los tres resultados
principales por categoria. Si no encontré el objeto que esperaba, puede incluir mas términos en la cadena de
busqueda para mejorar los resultados de la busqueda.

La siguiente tabla proporciona una lista de términos indexados que se pueden agregar a la cadena de
busqueda.

Categoria Términos indexados

Almacenamiento Modelo de proveedor de nombre de
"almacenamiento”

Grupo de almacenamiento "storagepool" hombre nombre del almacenamiento
direcciones IP del almacenamiento numero de serie
del almacenamiento proveedor de almacenamiento
modelo de almacenamiento nombres de todos los
volumenes internos asociados nombres de todos los
discos asociados

Volumen interno "internalvolume" nombre nombre del almacenamiento
direcciones IP del almacenamiento numero de serie
del almacenamiento proveedor de almacenamiento
modelo de almacenamiento nombre del grupo de
almacenamiento nombres de todos los recursos
compartidos asociados nombres de todas las
aplicaciones asociadas

Volumen Nombre del "volumen" Etiqueta Nombres de todos los
volumenes internos Nombre del grupo de
almacenamiento Nombre del almacenamiento
Direcciones IP del almacenamiento Numero de serie
del almacenamiento Proveedor de almacenamiento
Modelo de almacenamiento

Nodo de almacenamiento Nombre "storagenode" Nombre del almacenamiento
Direcciones IP del almacenamiento Numero de serie
del almacenamiento Proveedor de almacenamiento
Modelo de almacenamiento

Host Nombre "host" Direcciones IP Nombres de todas las
aplicaciones asociadas
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Categoria

Almacén de datos

Maquinas virtuales

Interruptores (regulares y VPN)

Aplicacién
Cinta

Puerto
Tela

Magquina virtual de almacenamiento (SVM)

Analisis de datos

Descripcién general del analizador SAN

Términos indexados

Nombre del "almacén de datos" Nombres IP del
centro virtual Nombres de todos los volumenes
Nombres de todos los volumenes internos

"virtualmachine" nombre Nombre DNS Direcciones IP
nombre del host Direcciones IP del host nombres de
todos los almacenes de datos nombres de todas las
aplicaciones asociadas

"switch" Direccion IP wwn Nombre NUumero de serie
Modelo ID de dominio Nombre de la estructura wwn
de la estructura

Nombre de la "aplicacion" Inquilino Linea de negocio
Unidad de negocio Proyecto

"cinta" nombre de la direcciéon IP numero de serie
proveedor

nombre wwn del "puerto”
"tela" nombre wwn

UUID del nombre de la "maquina virtual de
almacenamiento”

SAN juega un papel crucial en el manejo de cargas de trabajo vitales, pero su
complejidad puede generar interrupciones significativas y disrupciones para los clientes.
Con SAN Analyzer de DI, la gestion de SAN se vuelve mas sencilla y eficiente. Esta
poderosa herramienta ofrece visibilidad de extremo a extremo, mapeando dependencias
desde VM/Host a red, LUN y almacenamiento. Al proporcionar un mapa de topologia
interactivo, SAN Analyzer le permite identificar problemas, comprender cambios y
mejorar la comprensién del flujo de datos. Optimice la gestién de SAN en entornos de Tl
complejos con SAN Analyzer y aumente su visibilidad en las cargas de trabajo en

bloque.
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Explora las conexiones entre tus activos

Seleccione Observabilidad > Analizar > Analizador SAN para ver el Analizador SAN. Establezca un filtro
para Aplicacién, Host, Fabric y/o Almacenamiento. Se muestra el mapa de los objetos, mostrando los objetos
conectados. Coloque el cursor sobre un objeto para ver las métricas de trafico de esas conexiones.

n cbo-fab01-swi2

Poriz  trafficRstetotal maxbafficlfilizstion poriBmors bbCreditZero total
& 0.36MiB/s 0.01% o 304

La mayoria de los filtros de SAN Analyzer (incluidos aquellos que puede agregar) son
contextuales; cuando selecciona un objeto en uno de estos filtros, las opciones presentadas en

@ los otros menus desplegables de filtros se actualizan en contexto con el objeto o los objetos
seleccionados. Las Unicas excepciones a esto son Aplicacion, Puerto y Conmutador; estos
filtros no son contextuales.

Al hacer clic en un objeto o grupo, se abre un panel deslizable que proporciona detalles adicionales sobre el
objeto y sus conexiones. El panel deslizable muestra un resumen, que proporciona detalles sobre el objeto
seleccionado (por ejemplo, IP, hipervisor, estructuras conectadas, etc., segun el tipo de objeto) y graficos que
muestran métricas del objeto, como latencia o IOPS, y cambios y alertas si son relevantes. También puede
seleccionar mostrar métricas de los objetos mas correlacionados en los graficos, si lo desea.

Ademas de la pestafia Resumen, el panel deslizable muestra pestafias para cosas como detalles del puerto o
informacioén de la zona, segun corresponda al objeto elegido.

231



I NetApp Data Infrastructure Insights @ ) Getti o che-fab02-sw02 > Last 3 Hours b R 4

ofl  Observability - Observability / Analyze / SAN Analyzer Summary Ports. Zones
trafficRate total (MiB/s) trafficUtilization.total (26)
Explore FilterBy | Application | Al v X Host | 2
1 0.02
Storage | | grenada X > X Bd @ o1
Anal 0s o
“ Connection Size: | trafficRatetotal ¥ | ViewNetworkby: | Automati b e Al N A L A'A"’\\JA{I\ = A’A
nnection Size:  trafficRate. iew y:  Automatic , ‘j_\_:"f\‘_'__’/i‘.\",'_.'\ =l ‘D i gl d B il 5 o 1 e
Neds shD’Mﬂﬂg?dEUi(S 800 AM TIZAM  10:08 AM  104DAM  1T13AM 1146 AM B00AM E33AM 1006 AM 1040AM 11:13AM 1148 AM
Collectors ) portErrors.total bbCreditZero.total
= N 200
(2) ' ”
Log Queries c-dt‘:.l%ﬂ’smﬂz 05 150
o 100
05 50
Enrich — o~ 1 3 S AN P

= : = - SOUAM  G33AM  1006AM 19:40AM TL13AM 1048 AM CODAM  G:33AM  100BAM 1040AM TIIZAM  1149AM
Reporting [Ed] nuuﬁ’:chqneﬁappmsdw—f;bmﬂN‘ o

B

Kubernetes » = i /g!e;{ada &item(s) found

o (= >
(=) y N
— A Port T type fabrics.name connectedPorts.device.  speed trafficRal
ook-w1.mucch cbe-fab02-swi2 name (Ghys) (MiB/s)
W Workload Security » qnetapp.com
/ - che-fab02-sw02:fc/33 > F_PORT fab02VF:128 che-esxi58.muccheh... 32 011
e
[ =
=  ONTAP Essentials » 'E cbefab02-sw02:c0/34 > F_PORT fab02 VF:128 redhookwl.muccbe.... 2 0.00
c-demosn1 che-fab02-sw02:fc0/35 > F_PORT fab02 VF:128 cbe-demosrviz 2 0.06
{}  Admin »
chofabl2-sw02:fc0/38 »  F_PORT fab02 VF:128 che-demosrvOl 32 021
che-fab0Z-swh2:fcl/38 > F_PORT fab02 VF:128 grenada 32 024
che-fab02-sw02:fc0/40 > F_PORT fab02VF:128 grenada 32 0.03
4 »

Si su entorno tiene diferentes protocolos, puede filtrar por iSCSI o FC:

Observability / Analyze / SAN Analyzer

Filter By - Application | All v X Host | All v X

Protocol: All *  Connection Size: trafficRatedotal *  View Network by:  Automatic *
All
FC

isCsl

Si su entorno incluye dispositivos iISCSI, al pasar el cursor sobre el objeto iSCS/ se resaltan las conexiones
relacionadas con esos dispositivos iSCSI relevantes.
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Consejos para la solucion de problemas

Algunas cosas que puedes probar si encuentras problemas:

Problema: Prueba esto:
Veo <0, =0 0 >0 en la leyenda para métricas como Esto podria suceder en casos muy raros donde los
trafficUtilization o trafficRate. valores métricos estén por debajo de dos decimales,

como 0,000123. Ampliar la ventana de tiempo podria
ayudar a analizar la métrica de manera mas efectiva.

Descripcion general del analizador de maquinas virtuales

Con VM Analyzer de DI, administrar sus activos virtuales se vuelve mas simple y
eficiente. Esta poderosa herramienta ofrece visibilidad de extremo a extremo, mapeando
dependencias desde VMDK/VM al host, al almacén de datos, al volumen interno o al
volumen al almacenamiento.

Al proporcionar un mapa de topologia interactivo, VM Analyzer le permite identificar problemas, comprender
cambios y mejorar la comprension del flujo de datos. Optimice la gestion de maquinas virtuales y aumente su
visibilidad en las cargas de trabajo virtuales.
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Explora las conexiones entre tus activos
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Seleccione Observabilidad > Analizar > Analizador de VM para ver el Analizador de VM. Establezca un filtro
para Aplicacion, Maquina virtual, Volumen, Volumen interno o agregue sus propios filtros. Se muestra el mapa
de los objetos, mostrando los objetos conectados. Coloque el cursor sobre un objeto para ver las métricas de
trafico de esas conexiones.

[MetApp-Ontap-Datastore-02] Arrow-0T5-
01/ Arrow-0T5-01_3wmdk

Latency - Total: 6.96ms= H “#\h
|OPS - Total: 5.1810/= i
Throughput - Total: 0.13MiB/s )

La mayoria de los filiros de VM Analyzer (incluidos aquellos que puede agregar) son

@ contextuales; cuando selecciona un objeto en uno de estos filtros, las opciones presentadas en
los otros menus desplegables de filtros se actualizan en contexto con el objeto o los objetos
seleccionados.

Al hacer clic en un objeto o grupo, se abre un panel deslizable que proporciona detalles adicionales sobre el
objeto y sus conexiones. El panel deslizable muestra un resumen, que proporciona detalles sobre el objeto
seleccionado (por ejemplo, rendimiento o utilizacion, segun el tipo de objeto) y graficos que muestran métricas
del objeto, como latencia o IOPS. Las pestafias adicionales le permiten explorar recursos adicionales
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relacionados o cambios y alertas. También puede seleccionar mostrar métricas para los objetos principales
correlacionados o en competencia en los graficos, si asi lo desea.

Véalo en accion

Solucién de problemas simplificada con VM Analyzer (video),window=read-later

Monitorear el estado de la infraestructura

Data Infrastructure Insights proporciona un monitoreo integral del estado de la
infraestructura que rastrea el rendimiento, la capacidad, la configuracion y el estado de
los componentes de su entorno de almacenamiento. Los puntajes de salud se calculan
en funcién de las alertas del monitor en estas categorias, lo que le brinda una vista
unificada del estado del sistema y permite la resolucién proactiva de problemas.

El panel de control de salud de la infraestructura

@ Monitorear la salud de la infraestructura es una"Avance" caracteristica y esta sujeta a cambios.

Vaya a Observabilidad > Analizar y seleccione Salud de la infraestructura. El panel de control proporciona
una descripcion general del estado del sistema, en funcion de las categorias de alerta del monitor y los
puntajes, como se explica a continuacion. Establezca filtros en la parte superior para limitar el enfoque de su
investigacion.

Observability / Analyze / Infrastructure Health

Filter By = Data Center All v X Region All ¥ X Storage Name All v B

Fabric Name = All ¥ X Family | All » X  Vendor All v x@

€ Health Score Calculation

5 T o 0 N o
Storages Total N 1 Fabrics Total 71-94 | 0
o 55001 - ot 55:100 | 0
Infrastructure Health Scores GroupBy Data Center v  OrderBy Score (All) v
RTP N/A
Storages (1) Storages (2)
80 100

Lowest: 80 Lowest: 100

De forma predeterminada, los puntajes de salud se agrupan por centro de datos; puede seleccionar la
agrupacion que funcione mejor para su sesion.

Configurar monitores para usarlos en el estado de la infraestructura

Los puntajes de salud se controlan mediante alertas que se configuran para su inclusion en los calculos de
salud del sistema.

Al crear un monitor para un objeto de infraestructura, puede elegir si desea incluir alertas del monitor en los
calculos. En la parte inferior de la pantalla, expanda la Configuracién avanzada y seleccione Incluir en el

235


https://media.netapp.com/video-detail/0e62b784-8456-5ef7-8879-f0352135a0f1/simplified-troubleshooting-with-vm-analyzer
concept_preview_features.html

calculo del estado de la infraestructura. Seleccione una categoria a la que aplicar el calculo para el monitor:

» Estado del componente: falla del ventilador, procesador de servicio fuera de linea, etc.

» Salud del rendimiento: alta utilizacién del nodo de almacenamiento, pico anormal en la latencia del nodo,
etc.

» Salud de capacidad: la capacidad del grupo de almacenamiento esta a punto de llenarse, no hay
suficiente espacio para la instantanea de LUN, etc.

« Estado de la configuracion: nivel de nube inalcanzable, relacion de SnapMirror fuera de sincronizacion,
etc.

Advanced Configuration
Associate to an Infrastructure Health Category (optional)

Include in Infrastructure Health Calculation

Select a Health Category v

Capacity
Components
Configuration

Performance

Explicacion de las puntuaciones de salud

Las puntuaciones se presentan en una escala de 0 a 100, donde 100 representa plena salud. Los objetos de
infraestructura monitoreados que actualmente o recientemente hayan experimentado problemas reduciran
esta puntuacion de acuerdo con los siguientes promedios ponderados:

» Componentes, rendimiento o capacidad: 30% cada uno

» Configuracion: 10%

Los puntajes de salud se ven afectados por las alertas generadas por los monitores que usted configuré para
incluir en los calculos de salud de la infraestructura de las siguientes maneras:

« Las alertas criticas reducen la puntuacién de salud segun el peso de la categoria completa

« Las alertas de advertencia reducen la puntuacion a la mitad del peso de la categoria.
Si alguna categoria no se informa, el promedio ponderado se ajustara en consecuencia.

Por ejemplo: 1 alerta critica en Componentes (-30) y 1 alerta de advertencia en Rendimiento (50 % de 30 =
-15) arrojan un puntaje de salud de 55 (100 menos 45).

Cuando se resuelven las alertas, estas reducciones en la puntuacion de salud desaparecen gradualmente y la
puntuacion se recupera por completo en 2 horas.
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Informes

Descripcidon general de los informes de Data Infrastructure Insights

Los informes de Data Infrastructure Insights son una herramienta de inteligencia
empresarial que le permite ver informes predefinidos o crear informes personalizados.

La funcion de informes esta disponible en Data Infrastructure Insights"Edicion Premium" . La
@ disponibilidad de la funcion de informes esta sujeta a un requisito de espacio minimo.
"Comuniquese con su representante de ventas de NetApp" Para mas informacion.

Con los informes de Data Infrastructure Insights puede realizar las siguientes tareas:

* Ejecutar un informe predefinido

* Crear un informe personalizado

 Personalizar el formato y el método de entrega de un informe

* Programe informes para que se ejecuten automaticamente

* Informes por correo electrénico

« Utilice colores para representar los umbrales en los datos
Los informes de Data Infrastructure Insights pueden generar informes personalizados para areas como
contracargos, analisis de consumo y prondsticos, y pueden ayudar a responder preguntas como las
siguientes:

* ¢ Que inventario tengo?

+ ;Donde esta mi inventario?

* ¢Quién utiliza nuestros activos?

¢, Cual es el contracargo por el almacenamiento asignado para una unidad de negocio?

+ ¢ Cuanto tiempo pasara hasta que necesite adquirir capacidad de almacenamiento adicional?

+ ¢ Estan las unidades de negocio alineadas a lo largo de los niveles de almacenamiento adecuados?

+ ;Como cambia la asignacion de almacenamiento a lo largo de un mes, trimestre o afio?

Acceso a informes de Data Infrastructure Insights

Puede acceder a los informes de Data Infrastructure Insights haciendo clic en el enlace Informes en el menu.

Seras llevado a la interfaz de informes. Data Infrastructure Insights utiliza IBM Cognos Analytics para su motor
de informes.

¢Qué es ETL?

Cuando trabaje con informes, escuchara los términos "Almacén de datos" y "ETL". ETL significa "Extraer,
Transformar y Cargar". El proceso ETL recupera datos recopilados en Data Infrastructure Insights y transforma
los datos en un formato para usar en informes. "Almacén de datos" se refiere a los datos recopilados
disponibles para la elaboracion de informes.

El proceso ETL incluye estos procesos individuales:
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« Extraer: toma datos de Data Infrastructure Insights.

» Transformar: aplica reglas o funciones de logica empresarial a los datos a medida que se extraen de Data
Infrastructure Insights.

» Cargar: guarda los datos transformados en el almacén de datos para su uso en informes.

Roles de usuario de informes de Data Infrastructure Insights

Si tiene Data Infrastructure Insights Premium Edition con Reporting, cada usuario de
Data Infrastructure Insights en su inquilino también tiene un inicio de sesion unico (SSO)
en la aplicacion Reporting (es decir, Cognos). Simplemente haga clic en el enlace
Informes en el menu y automaticamente iniciara sesion en Informes.

Su rol de usuario en Data Infrastructure Insights determina su rol de usuario de informes:

Rol de Data Infrastructure Insights  Rol de informe Permisos de informes

Invitado Consumidor Puede ver, programar y ejecutar
informes y establecer preferencias
personales como idiomas y zonas
horarias. Los consumidores no
pueden crear informes ni realizar
tareas administrativas.

Usuario Autor Puede realizar todas las funciones
del consumidor, asi como crear y
administrar informes y paneles.

Administrador Administrador Puede realizar todas las funciones
de autor, asi como todas las tareas
administrativas, como la
configuracion de informes y el
apagado y reinicio de las tareas de
informes.

La siguiente tabla muestra las funciones disponibles para cada rol de informes.

Caracteristica Consumidor Autor Administrador
Ver informes en la Si Si Si
pestafia Contenido del

equipo

Ejecutar informes Si Si Si
Programar informes Si Si Si
Subir archivos externos No Si Si
Crear empleos No Si Si
Crea historias No Si Si
Crear informes No Si Si
Crear paquetes y modulos No Si Si
de datos
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Realizar tareas No No Si
administrativas

Agregar/Editar elemento  No No Si
HTML
Ejecutar informe con Si Si Si

elemento HTML

Agregar/Editar SQL No No Si
personalizado

Ejecutar informes con Si Si Si
SQL personalizado

Configuracion de las preferencias de correo electréonico de Informes (Cognos)

Si cambia sus preferencias de correo electronico de usuario dentro de Data Infrastructure

@ Insights Reporting (es decir, la aplicacién Cognos), esas preferencias estaran activas solo para
la sesion actual. Cerrar sesion en Cognos y volver a iniciarla restablecera sus preferencias de
correo electronico.

¢ Qué pasos debo seguir para preparar mi entorno existente para habilitar SSO?

Para garantizar que se conserven sus informes, migre todos los informes de Mi contenido a Contenido del
equipo siguiendo estos pasos. Debes hacer esto antes de habilitar SSO en tu inquilino:

1. Vaya a Menu > Contenido

= IBM Cognos Analytics with Watson

o} Home

New

2]

Upload data
I [0 Content
(® Recent >

Manage

1. Crea una nueva carpeta en Team Content

a. Si se han creado varios usuarios, cree una carpeta separada para cada usuario para evitar
sobrescribir informes con nombres duplicados.

2. Navegar a Mi contenido
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Seleccione todos los informes que desea conservar.
En la esquina superior derecha del menu, seleccione "Copiar o mover"
Navegue a la carpeta recién creada en Contenido del equipo

Pegue los informes en la carpeta recién creada usando los botones "Copiar a" o "Mover a"

N o o k> w

Una vez que SSO esté habilitado para Cognos, inicie sesion en Data Infrastructure Insights con la
direccion de correo electrénico utilizada para crear su cuenta.

8. Navegue a la carpeta Contenido del equipo dentro de Cognos y copie 0 mueva los informes previamente
guardados a Mi contenido.

Informes predefinidos simplificados

Los informes de Data Infrastructure Insights incluyen informes predefinidos que abordan
una serie de requisitos de informes comunes y brindan informacion fundamental que las
partes interesadas necesitan para tomar decisiones informadas sobre su infraestructura
de almacenamiento.

@ La funcién de informes esta disponible en Data Infrastructure Insights"Edicion Premium" .

Puede generar informes predefinidos desde el Portal de informes de Data Infrastructure Insights , enviarlos
por correo electrénico a otros usuarios e incluso modificarlos. Varios informes le permiten filtrar por dispositivo,
entidad comercial o nivel. Las herramientas de informes utilizan IBM Cognos como base y le brindan muchas
opciones de presentacion de datos.

Los informes predefinidos muestran su inventario, capacidad de almacenamiento, contracargo, rendimiento,
eficiencia de almacenamiento y datos de costos de la nube. Puede modificar estos informes predefinidos y
guardar sus modificaciones.

Puede generar informes en varios formatos, incluidos HTML, PDF, CSV, XML y Excel.

Navegacion a informes predefinidos

Cuando abre el Portal de informes, |la carpeta Contenido del equipo es el punto de partida para seleccionar el
tipo de informacion que necesita en los informes de Data Infrastructure Insights .

1. En el panel de navegacion izquierdo, seleccione Contenido > Contenido del equipo.

2. Seleccione Informes para acceder a los informes predefinidos.
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Uso de informes predefinidos para responder preguntas comunes

Los siguientes informes predefinidos estan disponibles en Contenido del equipo > Informes.

Capacidad y rendimiento del nivel de servicio de la aplicacion

El informe de Rendimiento y Capacidad de Nivel de Servicio de Aplicaciones proporciona una descripcion
general de alto nivel de sus aplicaciones. Puede utilizar esta informacion para planificar la capacidad o para
un plan de migracion.

Contracargo

El informe de contracargo proporciona informacién sobre contracargos y responsabilidades de capacidad de
almacenamiento por hosts, aplicaciones y entidades comerciales, e incluye datos actuales e historicos.

Para evitar el conteo doble, no incluya servidores ESX, solo monitoree las maquinas virtuales.

Fuentes de datos

El informe de fuentes de datos muestra todas las fuentes de datos que estan instaladas en su sitio, el estado
de la fuente de datos (éxito/error) y los mensajes de estado. El informe proporciona informacion sobre dénde
comenzar a solucionar problemas con las fuentes de datos. Las fuentes de datos fallidas afectan la precision
de los informes y la usabilidad general del producto.
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Rendimiento de ESX frente a VM

El informe de rendimiento de ESX frente a VM proporciona una comparacion de servidores ESX y maquinas
virtuales, mostrando IOP promedio y maximos, rendimiento, latencia y utilizacién de servidores ESX y
maquinas virtuales. Para evitar el conteo doble, excluya los servidores ESX; incluya solo las maquinas
virtuales. Una versién actualizada de este informe esta disponible en NetApp Storage Automation Store.

Resumen de la tela

El informe Resumen de Fabric identifica los conmutadores y la informacién de los conmutadores, incluidos los
recuentos de puertos, las versiones de firmware y el estado de la licencia. El informe no incluye puertos de
conmutacion NPV.

HBA de host

El informe de HBA de host proporciona una descripcion general de los hosts en el entorno y proporciona el
proveedor, el modelo y la version de firmware de los HBA, y el nivel de firmware de los conmutadores a los
que estan conectados. Este informe se puede utilizar para analizar la compatibilidad del firmware al planificar
una actualizacion de firmware para un conmutador o un HBA.

Capacidad y rendimiento del nivel de servicio del host

El informe de Rendimiento y Capacidad de Nivel de Servicio del Host proporciona una descripcion general de
la utilizacidn del almacenamiento por host para aplicaciones de solo bloques.

Resumen del anfitrion

El informe Resumen de host proporciona una descripcion general de la utilizacion del almacenamiento por
cada host seleccionado con informacién para los hosts Fibre Channel e iSCSI. El informe le permite comparar
puertos y rutas, la capacidad de Fibre Channel e ISCSI y los recuentos de violaciones.

Detalles de la licencia

El informe Detalles de la licencia muestra la cantidad de recursos a los que tiene derecho en todos los sitios
con licencias activas. El informe también muestra una suma de la cantidad real en todos los sitios con
licencias activas. La suma puede incluir superposiciones de matrices de almacenamiento administradas por
multiples servidores.

Volumenes mapeados pero no enmascarados

El informe Volumenes mapeados pero no enmascarados enumera los volumenes cuyo numero de unidad
l6gica (LUN) ha sido mapeado para su uso por un host en particular, pero no esta enmascarado para ese host.
En algunos casos, estos podrian ser LUN fuera de servicio que han sido desenmascarados. Cualquier host
puede acceder a los volumenes no enmascarados, lo que los hace vulnerables a la corrupcién de datos.

Capacidad y rendimiento de NetApp

El informe de capacidad y rendimiento de NetApp proporciona datos globales sobre la capacidad asignada,
utilizada y comprometida con datos de tendencias y rendimiento de la capacidad de NetApp .

Tanteador

El informe del cuadro de mando proporciona un resumen y el estado general de todos los activos adquiridos
por Data Infrastructure Insights. El estado se indica con banderas verdes, amarillas y rojas:
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 El color verde indica condiciéon normal
« El amarillo indica un problema potencial en el entorno.

* El rojo indica un problema que requiere atencion

Todos los campos del informe se describen en el Diccionario de datos proporcionado con el informe.

Resumen de almacenamiento

El informe Resumen de almacenamiento proporciona un resumen global de los datos de capacidad utilizados
y no utilizados para volumenes y grupos de almacenamiento sin procesar y asignados. Este informe
proporciona una descripcion general de todo el almacenamiento descubierto.

Capacidad y rendimiento de las maquinas virtuales

Describe el entorno de la maquina virtual (VM) y su uso de capacidad. Las herramientas de VM deben estar
habilitadas para ver algunos datos, como cuando se apagaron las VM.

Rutas de VM

El informe Rutas de VM proporciona datos de capacidad de almacenamiento de datos y métricas de
rendimiento para qué maquina virtual se ejecuta en qué host, qué hosts acceden a qué voliumenes
compartidos, cual es la ruta de acceso activa y qué comprende la asignacion y el uso de la capacidad.

Capacidad de HDS por grupo delgado

El informe Capacidad de HDS por grupo fino muestra la cantidad de capacidad utilizable en un grupo de
almacenamiento con aprovisionamiento fino.

Capacidad de NetApp por agregado

El informe de capacidad por agregado de NetApp muestra el espacio total sin procesar, total, usado,
disponible y comprometido de los agregados.

Capacidad de Symmetrix por matriz gruesa

El informe de capacidad de Symmetrix por matriz gruesa muestra la capacidad bruta, la capacidad utilizable,
la capacidad libre, la capacidad asignada, la capacidad enmascarada y la capacidad libre total.

Capacidad de Symmetrix por Thin Pool

El informe de capacidad de Symmetrix por Thin Pool muestra la capacidad bruta, la capacidad utilizable, la
capacidad utilizada, la capacidad libre, el porcentaje utilizado, la capacidad suscrita y la tasa de suscripcion.

XIV Capacidad por Matriz

El informe XIV Capacidad por matriz muestra la capacidad utilizada y no utilizada de la matriz.

XIV Capacidad por Piscina

El informe XIV Capacidad por Pool muestra la capacidad utilizada y no utilizada de los pools de
almacenamiento.
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Panel de control del administrador de almacenamiento

El panel del administrador de almacenamiento le proporciona una visualizacion
centralizada que le permite comparar y contrastar el uso de recursos a lo largo del
tiempo con los rangos aceptables y los dias de actividad anteriores. Al mostrar solo las
métricas de rendimiento clave de sus servicios de almacenamiento, puede tomar
decisiones sobre como mantener sus centros de datos.

@ La funcion de informes esta disponible en Data Infrastructure Insights"Edicion Premium" .

Resumen

Al seleccionar Panel del administrador de almacenamiento en Contenido del equipo, obtendra varios
informes que brindan informacion sobre su trafico y almacenamiento.

= IBM Cognos Analytics with Watson | [ Content v

(3 Storage Manager Dashboard

My content Team content

Team content [ Storage Manager Dashboard

Data Center Traffic Details Orphaned Storage Details Storage Manager Report g Storage Pools Capacity and
Performance Details

Last Accessed D Last Accessed D Last Accessed E Last Accessed |E|
4{17/2019, 6:47 PM 5/2/2019, 8:30 PM 12/17/2019, 9:44 PM 4/17/2019, 6:47 PM

Para obtener una vista rapida, el Informe del administrador de almacenamiento consta de siete
componentes que contienen informacion contextual sobre muchos aspectos de su entorno de
almacenamiento. Puede profundizar en los aspectos de sus servicios de almacenamiento para realizar un
analisis profundo de aquella seccion que mas le interese.
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Iﬁr_L_:Y Public Folders My Folders Sty M Dashboard

P netaor Storage Manager Dashboard (Data s of Jan 28, 2016)
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Este componente muestra la capacidad de almacenamiento utilizada versus la capacidad utilizable, los
puertos de conmutador totales versus la cantidad de puertos de conmutador conectados, y la utilizacion total
de puertos de conmutador conectados versus el ancho de banda total, y cdmo cada uno de estos factores
tiende a lo largo del tiempo. Puede ver la utilizacion real comparada con los rangos bajo, medio y alto, lo que
le permite comparar y contrastar el uso entre las proyecciones y los valores reales deseados, en funcién de un
objetivo. Para puertos de capacidad y conmutacion, puede configurar este objetivo. El prondstico se basa en
una extrapolacion de la tasa de crecimiento actual y la fecha establecida. Cuando la capacidad utilizada
prevista, que se basa en la fecha de proyeccion de uso futuro, excede el objetivo, aparece una alerta (circulo
rojo solido) junto a Capacidad.

Capacidad de niveles de almacenamiento

Este componente muestra la capacidad de nivel utilizada versus la capacidad asignada al nivel, lo que indica
coémo aumenta o disminuye la capacidad utilizada durante un periodo de 12 meses y cuantos meses faltan
para alcanzar la capacidad maxima. El uso de la capacidad se muestra con valores proporcionados para el
uso real, el prondstico de uso y un objetivo de capacidad, que puede configurar. Cuando la capacidad utilizada
prevista, que se basa en la fecha de proyeccién de uso futuro, excede la capacidad objetivo, aparece una
alerta (circulo rojo sdlido) junto a un nivel.

Puede hacer clic en cualquier nivel para mostrar el informe Detalles de rendimiento y capacidad de los grupos
de almacenamiento, que muestra las capacidades libres versus las utilizadas, la cantidad de dias hasta que
se llenen y los detalles de rendimiento (IOPS y tiempo de respuesta) para todos los grupos en el nivel
seleccionado. También puede hacer clic en cualquier nombre de almacenamiento o grupo de almacenamiento
en este informe para mostrar la pagina de activos que resume el estado actual de ese recurso.
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Trafico diario de almacenamiento

Este componente muestra como esta funcionando el entorno, si hay algun gran crecimiento, cambios o
problemas potenciales en comparacién con los seis meses anteriores. También muestra el trafico promedio en
comparacion con el trafico de los siete dias anteriores y del dia anterior. Puede visualizar cualquier anomalia
en el funcionamiento de la infraestructura porque proporciona informacion que resalta tanto las variaciones
ciclicas (los ultimos siete dias) como las estacionales (los ultimos seis meses).

Puede hacer clic en el titulo (Trafico de almacenamiento diario) para mostrar el informe Detalles de trafico de
almacenamiento, que muestra el mapa de calor del trafico de almacenamiento por hora del dia anterior para
cada sistema de almacenamiento. Haga clic en cualquier nombre de almacenamiento en este informe para
mostrar la pagina de activos que resume el estado actual de ese recurso.

Tiempo de saturacion de los centros de datos

Este componente muestra todos los centros de datos versus todos los niveles y cuanta capacidad queda en
cada centro de datos para cada nivel de almacenamiento en funcién de las tasas de crecimiento previstas. El
nivel de capacidad del nivel se muestra en azul; cuanto mas oscuro sea el color, menos tiempo le queda al
nivel de la ubicacién antes de llenarse.

Puede hacer clic en una seccion de un nivel para mostrar el informe Detalles de dias hasta que los grupos de
almacenamiento se llenen, que muestra la capacidad total, la capacidad libre y la cantidad de dias hasta que
se llenen todos los grupos en el nivel seleccionado y el centro de datos. Haga clic en cualquier nombre de
almacenamiento o grupo de almacenamiento en este informe para mostrar la pagina de activos que resume el
estado actual de ese recurso.

Las 10 mejores aplicaciones

Este componente muestra las 10 aplicaciones principales segun la capacidad utilizada. Independientemente
de cdmo el nivel organiza los datos, esta area muestra la capacidad utilizada actual y la proporcion de la
infraestructura. Puede visualizar el rango de experiencia del usuario durante los ultimos siete dias para ver si
los consumidores experimentan tiempos de respuesta aceptables (o, mas importante aun, inaceptables).

Esta area también muestra tendencias, que indican si las aplicaciones cumplen con sus objetivos de nivel de
servicio de rendimiento (SLO). Puede ver el tiempo de respuesta minimo de la semana anterior, el primer
cuartil, el tercer cuartil y el tiempo de respuesta maximo, con una mediana mostrada en relacion con un SLO
aceptable, que puede configurar. Cuando el tiempo de respuesta medio de cualquier aplicacion esta fuera del
rango SLO aceptable, aparece una alerta (circulo rojo sélido) junto a la aplicacion. Puede hacer clic en una
aplicacion para mostrar la pagina de activos que resume el estado actual de ese recurso.

Rendimiento diario de los niveles de almacenamiento

Este componente muestra un resumen del rendimiento del nivel en cuanto a tiempo de respuesta e IOPS
durante los ultimos siete dias. Este rendimiento se compara con un SLO, que puede configurar, lo que le
permite ver si existe la oportunidad de consolidar niveles, realinear cargas de trabajo entregadas desde esos
niveles o identificar problemas con niveles especificos. Cuando el tiempo de respuesta medio o el IOPS medio
esta fuera del rango SLO aceptable, aparece una alerta (circulo rojo solido) junto a un nivel.

Puede hacer clic en el nombre de un nivel para mostrar el informe Detalles de rendimiento y capacidad de los
grupos de almacenamiento, que muestra las capacidades libres versus las utilizadas, la cantidad de dias
hasta que se llene y los detalles de rendimiento (IOPS y tiempo de respuesta) de todos los grupos en el nivel
seleccionado. Haga clic en cualquier almacenamiento o grupo de almacenamiento en este informe para
mostrar la pagina de activos que resume el estado actual de ese recurso.

246



Capacidad huérfana

Este componente muestra la capacidad huérfana total y la capacidad huérfana por nivel, comparandola con
rangos aceptables para la capacidad total utilizable y mostrando la capacidad real que esta huérfana. La
capacidad huérfana se define por la configuracion y el rendimiento. El almacenamiento huérfano por
configuracion describe una situacion en la que hay almacenamiento asignado a un host. Sin embargo, la
configuracion no se ha realizado correctamente y el host no puede acceder al almacenamiento. "Huérfano por
rendimiento” es cuando el almacenamiento esta configurado correctamente para que un host pueda acceder a
él. Sin embargo, no ha habido trafico de almacenamiento.

La barra apilada horizontal muestra los rangos aceptables. Cuanto mas oscuro es el gris, mas inaceptable es
la situaciodn. La situacion actual se muestra con la estrecha barra de bronce que indica la capacidad real que
esta huérfana.

Puede hacer clic en un nivel para mostrar el informe Detalles de almacenamiento huérfano, que muestra todos
los volumenes identificados como huérfanos por configuracion y rendimiento para el nivel seleccionado. Haga
clic en cualquier almacenamiento, grupo de almacenamiento o volumen en este informe para mostrar la
pagina de activos que resume el estado actual de ese recurso.

Creacion de un informe (ejemplo)

Utilice los pasos de este ejemplo para generar un informe simple sobre la capacidad
fisica del almacenamiento y los grupos de almacenamiento en varios centros de datos.

Pasos

1. Vaya a Menu > Contenido > Contenido del equipo > Informes
2. En la parte superior derecha de la pantalla, seleccione [Nuevo +]

3. Seleccionar Reportar

) . —

T

Data module

Exploration

Dashboard

Report

+d

&

Story

Job

4. En la pestafa Plantillas, seleccione En blanco
Se muestran las pestafias Fuente y Datos

5. Abrir Seleccionar una fuente +
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6.

7.

10.
1.
12.
13.
14.
15.
16.
17.
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En Contenido del equipo, abra Paquetes

Se muestra una lista de paquetes disponibles.

Elija *Capacidad de almacenamiento y pool de
almacenamiento*

Open

My content Team content

Team content / Packages

. Seleccione Abrir

Se muestran los estilos disponibles para su informe.

. Seleccionar Lista

Agregue nombres apropiados para Lista y Consulta

Seleccione OK

Ampliar Capacidad Fisica

Expandirse al nivel mas bajo del Centro de Datos
Arrastre Centro de datos a la paleta Informes.

Expandir Capacidad (MB)

Arrastre Capacidad (MB) a la paleta de Informes.

Arrastre Capacidad utilizada (MB) a la paleta de Informes.

Ejecute el informe seleccionando un tipo de salida en el menu Ejecutar.

w t
Name Type Last Accessed
= Host Volume Hourly Performance Package 6/25/2021, 9:36 PM
= Internal Volume Capacity Package 11/4/2021, 4:23 PM
& Internal Volume Daily Performance Package 1/7/2022, 4:23 PM
= Internal Volume Hourly Performance Package 1/6/2022,11:41 PM
= Inventory Package 12/17/2019, 9:22 PM
&= Port Capacity Package 11/20/2019, 4:13 PM
& Qtres Capacity Package 11/4/2021, 6:07 PM
= Qtree Performance Package 11/4/2021,11:07 PM
& Storage and Storage Pool Capacity Package 12/17/2019, 5:58 PM
& Storage Efficiency Package 12/17/2019, 9:17 PM
= Storage Node Capacity Package 1/13/2023, 4:09 PM
(= Storage Node Performance Package 1/13/2023, 6:11 PM



> . ¢ »
® RunHTML
Run PDF
Run Excel
Run Excel data
Run C3V

Run XML

Show run options

Resultado

Se crea un informe similar al siguiente:
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Data Center Capacity (MB) Used Capacity (MB)

0 Asia 122,070,096.00 45,708,105.00
O BLR 100,709,506.00 54982 204.00
*  Boulder 22 883,450.00 12,011,075.00
DCO1 1,707,024,715.00 1,407 609 ,686.00

u DC02 732,370,688.00 732,370,688.00
DCO03 314,598,162.00 65,448 975.00

m DC04 573,573,884.00 282,645 615.00
DCO05 89,245 458 .00 62,145,011.00

o DCO06 19,455 433,799.00 11,283,487,744.00
DCO08 100,709,506.00 44 950, 171.00

DC10 112,916,718.00 43,346,818.00

DC14 23,565,735,054.00 17,357,431,924.00

DC56 137,549,084.00 10,657,793.00

Europe 743,942 208.00 240,369,325.00

HIO 9,823,036,853.00 4.216,750,338.00

London 0.00 0.00

o N/A 9,049,939,023.00 5,887,911,8992.00
— @ RTP 12,386,326,262.00 5,638,948, 477.00
SAC 9,269,642 330.00 6,197 549 437.00

+ Top

Gestion de informes

M Page up

J Pagedown i Bottom

Puede personalizar el formato de salida y la entrega de un informe, establecer
propiedades o programaciones de informes y enviar informes por correo electrénico.

CD La funcion de informes estéa disponible en Data Infrastructure Insights"Edicion Premium” .

Antes de realizar cambios en los permisos de informes o en la seguridad, debe copiar los
CD informes de "Mi contenido" a la carpeta "Contenido del equipo” para asegurarse de que se
guarden los informes.
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Personalizar el formato de salida y la entrega de un informe

Puede personalizar el formato y el método de entrega de los informes.

1. En el Portal de informes de Data Infrastructure Insights , vaya a Menu > Contenido > Mi
contenido/Contenido del equipo. Pase el cursor sobre el informe que desea personalizar y abra el menu
de "tres puntos".

[ Reports
Team content

My content

Team content [ Reports

1 item selected

Capacity Management

Environment Usage

Last Accessed
4/29/2013, 8:28 FM

KBS Chargeback

Last Accessed
1/5/2022, 11:16 FM

Storage Capacity and Cost

Analysis

L B30 FM

Capacity Trending and

Foracasting - Executive Level

Last Accessed
44292019, 8:29 PM

KBS Overview

Lest Accessed
12/5/2021, 1:34 AM

Storage Infrastructure

Executive Summary

Last Accessed
44292019, 8-30 PM

CI Scorecard

Last Accessed
10/28/2021, 9:18 PM

More +

c .

Run as

rt- NEW
Edit report
Create report view

ﬁ Create & new job

View versions

MEW - Flex Groups

Last Acceased
4/5/2023, 1:36 FM

Virtual Machine Remediation

Last Accessed
4/4]2023, 8:21PM

1. Haga clic en Propiedades > Programacion

2. Puede configurar las siguientes opciones:

> Programe cuando desea que se ejecuten los informes.

Share

Take ownership ecutive
Copy or move to

Add shortcut

Edit name and description

Properties

Details

Delete

Consumption

Create

@ . "

Details (T}

FC Port Remediation

Last Accessed
4/29/201%, 8:23 PM

Reclamation Efficiency And

Allocation Lifecycle

Last Accessad
10/28/2021,9:31PM

Weekly Storage Consumption

Last Accessed
4/5/2023,12:14 AM

o Elija Opciones para el formato y la entrega del informe (Guardar, Imprimir, Correo electrénico) e
Idiomas para el informe.

3. Haga clic en Guardar para generar el informe utilizando las selecciones realizadas.

Copiar un informe al portapapeles

Utilice este proceso para copiar un informe al portapapeles.

Delete [ | Cancel

1. Seleccione un informe para copiar desde (Menu > Contenido > Mi contenido o Contenido del equipo)

2. Seleccione Editar informe en el menu desplegable del informe
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Capacity Trending and ¢ T
Run s

Foracasting - Executive Lavel
Edit report
Create report view

Last Accessad r. Create & new job
4/29/2019, 8:29 PM

View versions

3. En la parte superior derecha de la pantalla, abra el menu de "tres puntos" junto a "Propiedades".

4. Seleccione Copiar informe al portapapeles.

Page design ~ El = Properties

Open report from clipboard

Copy report to clipboard

Visual aids ¥
. Find
@ alidate report

Validate opticns

Auto correct...

Layout component cache...

Manage conditional styles...

Show generated SOL/MDX

Add shared set report...

Manage shared set reports...

Manage shared set references ..
[#] Show specification

Options...

Abrir informes desde el portapapeles

Puede abrir una especificacion de informe que se haya copiado previamente al portapapeles.

Acerca de esta tarea Comience creando un nuevo informe o abriendo un informe existente que desee
reemplazar con el informe copiado. Los pasos a continuacion son para un nuevo informe.

1. Seleccione Menu > +Nuevo > Informe y cree un informe en blanco.
2. En la parte superior derecha de la pantalla, abra el menu de "tres puntos” junto a "Propiedades”.

3. Seleccione Abrir informe desde el portapapeles.
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&  Page design == Properties

Open report from clipboard

Copy report to clipboard

1. Pegue el codigo copiado en la ventana y seleccione Aceptar.

2. Seleccione el icono del disquete para guardar el informe.

3. Elija dénde guardar el informe (Mi contenido, Contenido del equipo o crear una nueva carpeta).

4. Dale un nombre significativo al nuevo informe y selecciona Guardar.

Editar un informe existente

Tenga en cuenta que editar archivos en su ubicacion predeterminada implica el riesgo de que dichos informes
se sobrescriban en la proxima actualizacion del catalogo de informes. Se recomienda guardar el informe
editado con un nombre nuevo o almacenarlo en una ubicacion que no sea la predeterminada.

Solucién de problemas

Aqui encontrara sugerencias para solucionar problemas con los informes.

Problema:

Al programar el envio de un informe por correo
electronico, el nombre del usuario que inicié sesion se
completa previamente en el campo “Para” del correo
electrénico. Sin embargo, el nombre tiene el formato
"nombre apellido" (nombre, espacio, apellido). Dado
que esta no es una direccion de correo electronico
valida, el correo electrénico no se podra enviar
cuando se ejecute el informe programado.

Mi informe programado se envia por correo
electronico, pero no se puede acceder a él si el origen
proviene de la carpeta “Mi contenido”.

Al guardar un trabajo, la carpeta puede mostrar
“Contenido del equipo” con la lista de contenido de
“Informes personalizados - xxxxxx”, sin embargo, no
puede guardar el trabajo aqui porque Cognos piensa
que esta es la carpeta “Contenido del equipo” donde
no tiene acceso para escribir.

Creacidén de informes personalizados

Prueba esto:

Al programar el envio del informe por correo
electronico, borre el nombre previamente completado
e ingrese una direccion de correo electronico valida y
con el formato correcto en el campo “Para”.

Para evitar esto, el informe o la vista del informe se
deben guardar en la carpeta “Contenido del equipo >
Informes personalizados - xxxxxx” y el cronograma se
debe crear a partir de esa version guardada. La
carpeta "Informes personalizados - xxxxxx" es visible
para todos los usuarios del inquilino.

La solucion alternativa es crear una nueva carpeta
con un nombre Unico (es decir, “NuevaCarpeta”) y
guardarla alli, o guardarla en “Mi contenido” y luego
copiarla/moverla a “Informes personalizados -
XXXXXX”.

Puede utilizar las herramientas de creacién de informes para crear informes
personalizados. Después de crear informes, puede guardarlos y ejecutarlos segun una
programacion regular. Los resultados de los informes se pueden enviar automaticamente
por correo electronico a usted y a otras personas.
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@ La funcion de informes esta disponible en Data Infrastructure Insights"Edicion Premium" .

Los ejemplos de esta seccién muestran el siguiente proceso, que se puede utilizar para cualquiera de los
modelos de datos de informes de Data Infrastructure Insights :

« Identificar una pregunta que se respondera con un informe

» Determinar los datos necesarios para respaldar los resultados

» Seleccion de elementos de datos para el informe

Antes de disefar su informe personalizado, debera completar algunas tareas previas. Si no completa estos,
los informes podrian ser inexactos o incompletos.

Por ejemplo, si no finaliza el proceso de identificacion del dispositivo, sus informes de capacidad no seran
precisos. O bien, si no termina de configurar las anotaciones (como niveles, unidades de negocio y centros de
datos), sus informes personalizados podrian no informar con precisién los datos de su dominio o podrian
mostrar "N/D" para algunos puntos de datos.

Antes de disefar sus informes, complete las siguientes tareas:

» Configurar todo"recopiladores de datos" adecuadamente.

* Ingrese anotaciones (como niveles, centros de datos y unidades de negocio) en los dispositivos y recursos
de su inquilino. Es beneficioso tener anotaciones estables antes de generar informes, porque Data
Infrastructure Insights Reporting recopila informacion histérica.

Proceso de creacion de informes

El proceso de creacion de informes personalizados (también llamados "ad hoc") implica varias tareas:

« Planifique los resultados de su informe.
* Identifique datos que respalden sus resultados.

» Seleccione el modelo de datos (por ejemplo, modelo de datos de devolucion de cargo, modelo de datos de
inventario, etc.) que contiene los datos.

» Seleccionar elementos de datos para el informe.

* Opcionalmente, formatea, ordena y filtra los resultados del informe.

Planificacion de los resultados de su informe personalizado

Antes de abrir las herramientas de creacion de informes, es posible que desee planificar los resultados que
desea obtener del informe. Con las herramientas de creacion de informes, puede crear informes facilmente y
es posible que no necesite mucha planificacion; sin embargo, es una buena idea obtener una idea del
solicitante del informe sobre los requisitos del mismo.
« Identifique la pregunta exacta que desea responder. Por ejemplo:
o ¢ Cuanta capacidad me queda?
o ¢ Cuales son los costos de devolucion de cargo por unidad de negocio?

> ¢ Cual es la capacidad por nivel para garantizar que las unidades de negocio estén alineadas en el
nivel de almacenamiento adecuado?

> ¢ Como puedo prever los requisitos de energia y refrigeracion? (Agregue metadatos personalizados
agregando anotaciones a los recursos).
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* Identifique los elementos de datos que necesita para respaldar la respuesta.

* Identifique las relaciones entre los datos que desea ver en la respuesta. No incluya relaciones ilogicas en
su pregunta, por ejemplo, "Quiero ver los puertos relacionados con la capacidad”.

* Identifique cualquier calculo necesario sobre los datos.
» Determinar qué tipos de filtrado son necesarios para limitar los resultados.
* Determinar si necesita utilizar datos actuales o historicos.

» Determine si necesita establecer privilegios de acceso a los informes para limitar los datos a audiencias
especificas.

* Identifique como se distribuira el informe. Por ejemplo, ¢ deberia enviarse por correo electronico segin un
cronograma establecido o incluirse en el area de carpeta de contenido del equipo?

* Determinar quién mantendra el informe. Esto podria afectar la complejidad del disefio.

* Crear una maqueta del informe.

Consejos para disenar informes

Hay varios consejos que pueden resultar utiles al disefar informes.
» Determinar si necesita utilizar datos actuales o histéricos.

La mayoria de los informes solo necesitan informar sobre los ultimos datos disponibles en Data
Infrastructure Insights.

 Los informes de Data Infrastructure Insights proporcionan informacion histérica sobre la capacidad y el
rendimiento, pero no sobre el inventario.
» Todo el mundo ve todos los datos; sin embargo, es posible que sea necesario limitar los datos a

audiencias especificas.

Para segmentar la informacion para diferentes usuarios, puede crear informes y establecer permisos de
acceso para ellos.

Modelos de datos de informes

Data Infrastructure Insights incluye varios modelos de datos entre los que puede seleccionar informes
predefinidos o crear su propio informe personalizado.

Cada modelo de datos contiene un almacén de datos simple y un almacén de datos avanzado:

» El almacén de datos simple proporciona acceso rapido a los elementos de datos mas utilizados e incluye
solo la ultima instantanea de los datos del almacén de datos; no incluye datos histéricos.

* El almacén de datos avanzado proporciona todos los valores y detalles disponibles en el almacén de
datos simple e incluye acceso a valores de datos histéricos.

Modelos de datos de capacidad

Le permite responder preguntas sobre la capacidad de almacenamiento, la utilizacion del sistema de archivos,
la capacidad del volumen interno, la capacidad del puerto, la capacidad de gtree y la capacidad de la maquina
virtual (VM). El modelo de datos de capacidad es un contenedor para varios modelos de datos de capacidad.
Puede crear informes que respondan varios tipos de preguntas utilizando este modelo de datos:
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Modelo de datos de capacidad de almacenamiento y pool de almacenamiento

Le permite responder preguntas sobre la planificacién de recursos de capacidad de almacenamiento, incluido
el almacenamiento y los grupos de almacenamiento, e incluye datos de grupos de almacenamiento fisicos y
virtuales. Este modelo de datos simple puede ayudarlo a responder preguntas relacionadas con la capacidad
en el piso y el uso de la capacidad de los grupos de almacenamiento por nivel y centro de datos a lo largo del
tiempo. Si no tiene experiencia en informes de capacidad, deberia comenzar con este modelo de datos
porque es un modelo de datos mas simple y especifico. Puede responder preguntas similares a las siguientes
utilizando este modelo de datos:

+ ¢ Cual es la fecha proyectada para alcanzar el umbral de capacidad del 80% de mi almacenamiento fisico?

* ¢ Cual es la capacidad de almacenamiento fisico en una matriz para un nivel determinado?

+ ¢ Cuadl es mi capacidad de almacenamiento por fabricante y familia asi como por centro de datos?

+ ¢ Cual es la tendencia de utilizacion del almacenamiento en una matriz para todos los niveles?

+ ¢ Cuales son mis 10 sistemas de almacenamiento con mayor utilizacién?

+ ¢ Cual es la tendencia de utilizacion del almacenamiento de los grupos de almacenamiento?

+ ¢ Cuanta capacidad ya esta asignada?

* ¢ Qué capacidad esta disponible para su asignacion?

Modelo de datos de utilizaciéon del sistema de archivos

Este modelo de datos proporciona visibilidad sobre la utilizacion de la capacidad por parte de los hosts a nivel
del sistema de archivos. Los administradores pueden determinar la capacidad asignada y utilizada por sistema
de archivos, determinar el tipo de sistema de archivos e identificar estadisticas de tendencias por tipo de
sistema de archivos. Puede responder las siguientes preguntas utilizando este modelo de datos:

+ ¢ Cual es el tamafo del sistema de archivos?

+ ;Donde se guardan los datos y como se accede a ellos, por ejemplo, localmente o SAN?

« ¢ Cuales son las tendencias historicas de la capacidad del sistema de archivos? Entonces, en base a esto,
¢, qué podemos anticipar para las necesidades futuras?

Modelo de datos de capacidad de volumen interno

Le permite responder preguntas sobre la capacidad utilizada del volumen interno, la capacidad asignada y el
uso de la capacidad a lo largo del tiempo:

+ ¢ Qué volumenes internos tienen una utilizacion superior a un umbral predefinido?

* ;Qué volumenes internos corren el riesgo de quedarse sin capacidad en funcién de una tendencia? 8
¢, Cual es la capacidad utilizada versus la capacidad asignada en nuestros volumenes internos?

Modelo de datos de capacidad portuaria

Le permite responder preguntas sobre la conectividad del puerto del conmutador, el estado del puerto y la
velocidad del puerto a lo largo del tiempo. Puede responder preguntas similares a las siguientes para ayudarlo
a planificar la compra de nuevos conmutadores: ;Cémo puedo crear un pronéstico de consumo de puerto que
prediga la disponibilidad de recursos (puertos) (segun el centro de datos, el proveedor del conmutador y la
velocidad del puerto)?

¢ Qué puertos tienen mas probabilidades de quedarse sin capacidad, teniendo en cuenta la velocidad de
los datos, el centro de datos, el proveedor y la cantidad de puertos de host y almacenamiento?
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+ ¢ Cuales son las tendencias de capacidad del puerto de conmutacion a lo largo del tiempo?
¢ Cuales son las velocidades del puerto?

+ ¢ Qué tipo de capacidad portuaria se necesita y qué organizacion esta a punto de quedarse sin un
determinado tipo de puerto o proveedor?

+ ¢ Cual es el momento 6ptimo para comprar esa capacidad y ponerla a disposicion?

Modelo de datos de capacidad de Qtree

Le permite analizar la tendencia de utilizacion de gtree (con datos como capacidad utilizada versus capacidad
asignada) a lo largo del tiempo. Puede ver la informacion por diferentes dimensiones, por ejemplo, por entidad
comercial, aplicacion, nivel y nivel de servicio. Puede responder las siguientes preguntas utilizando este
modelo de datos:

¢ Cual es la capacidad utilizada para qgtrees frente a los limites establecidos por aplicacion o entidad
comercial?

+ ¢ Cuales son las tendencias de nuestra capacidad utilizada y libre para que podamos realizar una
planificacion de la capacidad?

» ¢ Qué entidades comerciales estan utilizando la mayor capacidad?

¢ Qué aplicaciones consumen mas capacidad?

Modelo de datos de capacidad de VM

Le permite informar sobre su entorno virtual y su uso de capacidad. Este modelo de datos le permite informar
sobre los cambios en el uso de la capacidad a lo largo del tiempo para las maquinas virtuales y los almacenes
de datos. El modelo de datos también proporciona datos de aprovisionamiento fino y de devolucion de cargos
de maquinas virtuales.

» ¢ Como puedo determinar el cargo por capacidad segun la capacidad proporcionada a las maquinas
virtuales y los almacenes de datos?

* ¢ Qué capacidad no utilizan las maquinas virtuales y qué parte no utilizada esta libre, huérfana u otra?

* ¢ Qué necesitamos comprar en funcion de las tendencias de consumo?

+ ¢ Qué ahorros en eficiencia de almacenamiento consigo al utilizar tecnologias de deduplicacion y

aprovisionamiento fino de almacenamiento?

Las capacidades en el modelo de datos de capacidad de VM se toman de los discos virtuales (VMDK). Esto
significa que el tamafo aprovisionado de una VM que utiliza el modelo de datos de capacidad de VM es el
tamano de sus discos virtuales. Esto es diferente de la capacidad aprovisionada en la vista Maquinas virtuales
en Data Infrastructure Insights, que muestra el tamafo aprovisionado para la maquina virtual en si.

Modelo de datos de capacidad de volumen

Le permite analizar todos los aspectos de los volumenes de su inquilino y organizar los datos por proveedor,
modelo, nivel, nivel de servicio y centro de datos.

Puede ver la capacidad relacionada con volumenes huérfanos, volimenes no utilizados y volumenes de
proteccion (utilizados para la replicaciéon). También puede ver diferentes tecnologias de volumen (iISCSI o FC)
y comparar volumenes virtuales con volumenes no virtuales para problemas de virtualizacion de matrices.

Puede responder preguntas similares a las siguientes con este modelo de datos:
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* ¢ Qué volumenes tienen una utilizacion superior a un umbral predefinido?
+ ¢ Cual es la tendencia en mi centro de datos en cuanto a capacidad de volumenes huérfanos?
+ ;Qué porcentaje de la capacidad de mi centro de datos esta virtualizada o con aprovisionamiento ligero?

¢ Cuanta capacidad de mi centro de datos debo reservar para la replicacion?

Modelo de datos de contracargos

Le permite responder preguntas sobre la capacidad utilizada y la capacidad asignada en los recursos de
almacenamiento (volumenes, volumenes internos y qgtrees). Este modelo de datos proporciona informacion
sobre la rendicion de cuentas y el cobro de capacidad de almacenamiento por parte de hosts, aplicaciones y
entidades comerciales, e incluye datos actuales e histéricos. Los datos del informe se pueden clasificar por
nivel de servicio y nivel de almacenamiento.

Puede utilizar este modelo de datos para generar informes de contracargos al encontrar la cantidad de
capacidad que utiliza una entidad comercial. Este modelo de datos le permite crear informes unificados de
multiples protocolos (incluidos NAS, SAN, FC e iSCSI).

» Para el almacenamiento sin volumenes internos, los informes de contracargos muestran los contracargos
por volumenes.

» Para almacenamiento con volumenes internos:

o Si las entidades comerciales estan asignadas a volumenes, los informes de contracargos muestran los
contracargos por volumenes.

o Si las entidades comerciales no estan asignadas a volumenes sino a gtrees, los informes de
contracargos muestran los contracargos por qgtrees.

> Si las entidades comerciales no estan asignadas a volumenes ni a gtrees, los informes de devolucion
de cargo muestran el volumen interno.

o La decision de mostrar el contracargo por volumen, gtree o volumen interno se toma para cada
volumen interno, por lo que es posible que diferentes voliumenes internos en el mismo grupo de
almacenamiento muestren el contracargo en diferentes niveles.

Los datos de capacidad se eliminan después de un intervalo de tiempo predeterminado. Para obtener mas
detalles, consulte Procesos de almacén de datos.

Los informes que utilizan el modelo de datos de contracargo pueden mostrar valores diferentes a los informes
que utilizan el modelo de datos de capacidad de almacenamiento.

« Para las matrices de almacenamiento que no son sistemas de almacenamiento NetApp , los datos de
ambos modelos de datos son los mismos.

 Para los sistemas de almacenamiento NetApp y Celerra, el modelo de datos de contracargo utiliza una
sola capa (de volumenes, volumenes internos o gtrees) para basar sus cargos, mientras que el modelo de
datos de capacidad de almacenamiento utiliza varias capas (de volumenes y volumenes internos) para
basar sus cargos.

Modelo de datos de inventario

Le permite responder preguntas sobre recursos de inventario, incluidos hosts, sistemas de almacenamiento,
conmutadores, discos, cintas, gtrees, cuotas, maquinas y servidores virtuales y dispositivos genéricos. El
modelo de datos de inventario incluye varios submercados que le permiten ver informacién sobre
replicaciones, rutas FC, rutas iSCSI, rutas NFS y violaciones. EI modelo de datos de inventario no incluye
datos historicos. Preguntas que puedes responder con estos datos
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* ¢ Qué activos tengo y dénde estan?

¢ Quién esta utilizando los activos?

* ¢ Qué tipos de dispositivos tengo y cuales son los componentes de esos dispositivos?
¢ Cuantos hosts por sistema operativo tengo y cuantos puertos existen en esos hosts?
* ¢ Qué matrices de almacenamiento por proveedor existen en cada centro de datos?

+ ¢ Cuantos conmutadores por proveedor tengo en cada centro de datos?

+ ¢ Cuantos puertos no tienen licencia?

* ¢ Qué cintas de proveedores estamos utilizando y cuantos puertos existen en cada cinta? ; Estan todos los
dispositivos genéricos identificados antes de comenzar a trabajar en los informes?

+ ¢ Cuales son las rutas entre los hosts y los volimenes de almacenamiento o cintas?

+ ¢ Cuales son las rutas entre los dispositivos genéricos y los volumenes de almacenamiento o cintas?
+ ¢ Cuantas infracciones de cada tipo tengo por centro de datos?

» Para cada volumen replicado, ¢ cuales son los volumenes de origen y de destino?

+ ¢ Tengo alguna incompatibilidad de firmware o desajustes en la velocidad del puerto entre los HBA host de
Fibre Channel y los conmutadores?

Modelo de datos de rendimiento

Le permite responder preguntas sobre el rendimiento de volumenes, volimenes de aplicaciones, volumenes
internos, conmutadores, aplicaciones, maquinas virtuales, VMDK, ESX versus maquinas virtuales, hosts y
nodos de aplicaciones. Muchos de estos informes informan datos por hora, datos diarios 0 ambos. Con este
modelo de datos, puede crear informes que respondan a varios tipos de preguntas sobre gestion del
rendimiento:

* ¢ Qué volumenes o volumenes internos no han sido utilizados o accedidos durante un periodo especifico?

» ;Podemos identificar alguna posible configuracion incorrecta del almacenamiento de una aplicacién (no
utilizada)?

¢ Cual fue el patron general de comportamiento de acceso para una aplicacion?
+ ¢ Los volumenes escalonados se asignan adecuadamente para una aplicacion determinada?

« ¢ Podriamos utilizar un almacenamiento mas barato para una aplicacion que actualmente se esta
ejecutando sin afectar el rendimiento de la aplicacion?

¢ Cuales son las aplicaciones que estan produciendo mas accesos al almacenamiento configurado
actualmente?

Al utilizar las tablas de rendimiento del conmutador, puede obtener la siguiente informacion:

¢ Esta equilibrado el trafico de mi host a través de los puertos conectados?

* ¢ Qué conmutadores o puertos presentan una gran cantidad de errores?

¢ Cuales son los switches mas utilizados segun el rendimiento del puerto?

* ¢ Cuales son los conmutadores infrautilizados en funcion del rendimiento del puerto?
+ ¢ Cual es la tendencia de rendimiento del host en funcion del rendimiento del puerto?

+ ¢ Cual es la utilizacion del rendimiento durante los ultimos X dias para un host, sistema de
almacenamiento, cinta o conmutador especificos?

¢ Qué dispositivos estan produciendo trafico en un conmutador especifico (por ejemplo, qué dispositivos
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son responsables del uso de un conmutador muy utilizado)?

¢ Cual es el rendimiento de una unidad de negocio especifica en nuestro entorno?
Al utilizar las tablas de rendimiento del disco, puede obtener la siguiente informacion:
¢ Cual es el rendimiento de un grupo de almacenamiento especifico en funcion de los datos de
rendimiento del disco?
+ ¢ Cual es el pool de almacenamiento mas utilizado?
¢ Cual es la utilizacion promedio del disco para un almacenamiento especifico?

+ ¢ Cual es la tendencia de uso de un sistema de almacenamiento o un grupo de almacenamiento en
funcion de los datos de rendimiento del disco?

» ¢ Cual es la tendencia de uso del disco para un grupo de almacenamiento especifico?
Al utilizar las tablas de rendimiento de VM y VMDK, puede obtener la siguiente informacion:

* ¢ Mi entorno virtual funciona de manera 6ptima?

* ¢ Qué VMDK informan las cargas de trabajo mas altas?

» ¢ Como puedo utilizar el rendimiento informado de los VMD asignados a diferentes almacenes de datos
para tomar decisiones sobre la reorganizacion en niveles?

El modelo de datos de rendimiento incluye informacion que le ayuda a determinar la idoneidad de los niveles,
las configuraciones incorrectas de almacenamiento para las aplicaciones y los tiempos de ultimo acceso de
los volumenes y los volumenes internos. Este modelo de datos proporciona datos como tiempos de respuesta,
IOP, rendimiento, nimero de escrituras pendientes y estado de acceso.

Modelo de datos de eficiencia de almacenamiento

Le permite realizar un seguimiento de la puntuacion y el potencial de eficiencia del almacenamiento a lo largo
del tiempo. Este modelo de datos almacena mediciones no sdlo de la capacidad aprovisionada, sino también
de la cantidad que se utiliza o consume (la medicion fisica). Por ejemplo, cuando se habilita el
aprovisionamiento fino, Data Infrastructure Insights indica cuanta capacidad se toma del dispositivo. También
puede utilizar este modelo para determinar la eficiencia cuando la deduplicacién esta habilitada. Puede
responder varias preguntas utilizando el almacén de datos de eficiencia de almacenamiento:

+ ¢ Cual es nuestro ahorro en eficiencia de almacenamiento como resultado de la implementacion de
tecnologias de aprovisionamiento fino y deduplicacion?

¢ Cuadles son los ahorros de almacenamiento en los centros de datos?

» Segun las tendencias historicas de capacidad, ;,cuando necesitamos comprar almacenamiento adicional?

+ ¢ Cual seria la ganancia de capacidad si habilitdramos tecnologias como el aprovisionamiento fino y la
deduplicacion?

* Respecto a la capacidad de almacenamiento, ¢ estoy en riesgo ahora?
Tablas de hechos y dimensiones del modelo de datos

Cada modelo de datos incluye tablas de hechos y de dimensiones.

» Tablas de hechos: Contienen datos que se miden, por ejemplo, cantidad, capacidad bruta y utilizable.
Contiene claves externas para las tablas de dimensiones.

» Tablas de dimensiones: contienen informacién descriptiva sobre hechos, por ejemplo, centro de datos y
unidades de negocio. Una dimension es una estructura, a menudo compuesta de jerarquias, que
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categoriza datos. Los atributos dimensionales ayudan a describir los valores dimensionales.

Al utilizar atributos de dimension diferentes o multiples (vistos como columnas en los informes), se crean
informes que acceden a los datos de cada dimension descrita en el modelo de datos.

Colores utilizados en los elementos del modelo de datos

Los colores en los elementos del modelo de datos tienen diferentes indicaciones.

* Activos amarillos: representan mediciones.

 Activos no amarillos: representan atributos. Estos valores no se agregan.

Uso de muiltiples modelos de datos en un informe

Normalmente se utiliza un modelo de datos por informe. Sin embargo, puede escribir un informe que combine
datos de multiples modelos de datos.

Para escribir un informe que combine datos de multiples modelos de datos, elija uno de los modelos de datos
para utilizar como base y luego escriba consultas SQL para acceder a los datos de los almacenes de datos
adicionales. Puede utilizar la funcion Unién SQL para combinar los datos de las diferentes consultas en una
Unica consulta que puede utilizar para escribir el informe.

Por ejemplo, supongamos que desea la capacidad actual de cada matriz de almacenamiento y desea capturar
anotaciones personalizadas en las matrices. Puede crear el informe utilizando el modelo de datos de
capacidad de almacenamiento. Puede utilizar los elementos de las tablas de Capacidad actual y de
dimensiones y agregar una consulta SQL independiente para acceder a la informacion de anotaciones en el
modelo de datos de Inventario. Por ultimo, puede combinar los datos vinculando los datos de almacenamiento
de inventario a la tabla de dimension de almacenamiento utilizando el nombre de almacenamiento y los
criterios de union.

Acceda a la base de datos de informes a través de API

La potente API de Data Infrastructure Insights permite a los usuarios consultar la base de
datos de informes de Data Infrastructure Insights directamente, sin pasar por el entorno
de informes de Cognos.

@ Esta documentacion hace referencia a la funcion de informes de Data Infrastructure Insights ,
que esta disponible en Data Infrastructure Insights Premium Edition.

Odata

La API de informes de Data Infrastructure Insights sigue las"OData version 4" (Open Data Protocol) estandar
para su consulta a la base de datos de Reportes. Para obtener mas informacién o aprender mas,
consulte"este tutorial" en OData.

Todas las solicitudes comenzaran con la URL https://< URL de Data Infrastructure Insights >/rest/v1/dwh-
management/odata

Generar una clave API

Leer mas sobre"AP| de Data Infrastructure Insights" .

Para generar una clave API, haga lo siguiente:
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* Inicie sesion en su entorno de Data Infrastructure Insights y seleccione Admin > Acceso API.

* Haga clic en “+ Token de acceso API”.

* Introduzca un nombre y una descripcion.

» Para el tipo, seleccione Data Warehouse.

» Establecer permisos como lectura/escritura.

» Establecer una fecha de vencimiento para los deseos.

» Haga clic en “Guardar”, luego copie la clave y guardela en un lugar seguro. No podras acceder a la clave

completa mas tarde.

Las claves API son utiles paraSincronizacion o Asincronica .

Consulta directa de tablas

Con la clave APl instalada, ahora es posible realizar consultas directas a la base de datos de informes. Las
URL largas se pueden simplificar a https://.../odata/ para fines de visualizacion en lugar del formato completo
https://< URL de Data Infrastructure Insights >/rest/v1/dwh-management/odata/

Pruebe consultas sencillas como

* https://< URL de Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_custom

* https://< URL de Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory

* https://< URL de Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/storage
* https://< URL de Data Infrastructure Insights >/rest/v1/dwh-management/odata/dwh_inventory/disk

* https://.../odata/dwh_custom/consultas_personalizadas

Ejemplos de API REST

La URL para todas las llamadas es https://< URL de Data Infrastructure Insights >/rest/v1/dwh-
management/odata.

* GET /schema}/** - Recupera datos de la base de datos de informes.

Formato: https://< URL de Data Infrastructure Insights >/rest/v1/dwh-
management/odata/<nombre_del _esquema>/<consulta>

Ejemplo:

https://<domain>/rest/vl/dwh-
management/odata/dwh inventory/fabric?$count=true&Sorderby=name
Resultado:
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"Qodata.context": "Smetadata#fabric",

"@Qodata.count": 2,
"value": [
{

"id": 851,
"identifier": "10:00:50:EB:1A:40:3B:44",
"wwn": "10:00:50:EB:1A:40:3B:44",
"name": "10:00:50:EB:1A:40:3B:44",
"vsanEnabled": "0O",

"vsanId": null,

"zoningEnabled": "O",

"url": "https://<domain>/web/#/assets/fabrics/941716"
bo
{

"id": 852,

"identifier": "10:00:50:EB:1A:40:44:0C",

"wwn": "10:00:50:EB:1A:40:44:0C",

"name": "10:00:50:EB:1A:40:44:0C",

"vsanEnabled": "0",

"vsanId": null,
"zoningEnabled": "O",
"url": "https://<domain>/web/#/assets/fabrics/941836"

Consejos Uutiles

Tenga en cuenta lo siguiente al trabajar con consultas de API de informes.

 La carga util de la consulta debe ser una cadena JSON valida

« La carga util de la consulta debe estar contenida en una sola linea
» Las comillas dobles deben escaparse, es decir, \"

 Las pestafias se admiten como \t

» Evitar comentarios

* Se admiten nombres de tabla en minusculas
Ademas:

» Se requieren 2 encabezados:
> Nombre “X-CloudInsights-ApiKey”

> Valor del atributo “<apikey>"

Su clave API sera especifica para su entorno de Data Infrastructure Insights .

263



¢Sincronico o asincrénico?

De forma predeterminada, un comando API funcionara en modo sincrénico, lo que significa que usted envia la
solicitud y la respuesta se devuelve inmediatamente. Sin embargo, a veces una consulta puede tardar mucho
tiempo en ejecutarse, lo que podria provocar que se agote el tiempo de espera de la solicitud. Para evitar
esto, puedes ejecutar una solicitud de forma asincrénica. En el modo asincroénico, la solicitud devolvera una
URL a través de la cual se podra monitorear la ejecucion. La URL devolvera el resultado cuando esté listo.

Para ejecutar una consulta en modo asincrono, agregue el encabezado Prefer: respond-async ala
solicitud. Tras una ejecucion exitosa, la respuesta contendra los siguientes encabezados:

Status Code: 202 (which means ACCEPTED)

preference-applied: respond-async

location: https://<Data Infrastructure Insights URL>/rest/vl/dwh-
management/odata/dwh custom/asyncStatus/<token>

Al consultar la URL de ubicacion, se devolveran los mismos encabezados si la respuesta aun no esta lista, o
se devolvera con el estado 200 si la respuesta estd lista. El contenido de la respuesta sera de tipo texto y
contendra el estado http de la consulta original y algunos metadatos, seguido de los resultados de la consulta
original.

HTTP/1.1 200 OK

OData-Version: 4.0

Content-Type: application/json;odata.metadata=minimal
oDataResponseSizeCounted: true

{ <JSON_ RESPONSE> }

Para ver una lista de todas las consultas asincrénicas y cuales estan listas, use el siguiente comando:

GET https://<Data Infrastructure Insights URL>/rest/v1/dwh-
management/odata/dwh custom/asyncList
La respuesta tiene el siguiente formato:
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"queries" : [
{
"Query": "https://<Data Infrastructure Insights

URL>/rest/v1/dwh-

management/odata/dwh custom/heavy left join3?$count=true",
"Location": "https://<Data Infrastructure Insights

URL>/rest/vl/dwh-management/odata/dwh custom/asyncStatus/<token>",
"Finished": false

Publicacién y anulacion de publicaciones de anotaciones para informes

Publicacién y anulacion de publicaciones de anotaciones para informes

Aprenda a publicar anotaciones para usarlas en informes y en el almacén de datos, y a
cancelar la publicacion de anotaciones correctamente cuando ya no sean necesarias.

Publicacién de anotaciones para informes

Después de haber creado anotaciones en Data Infrastructure Insights, puede publicarlas para usarlas en
informes.

Pasos para publicar anotaciones

1. Vaya a la pagina *Observabilidad > Enriquecer > Anotaciones y seleccione la pestafia Anotaciones para
informes.

2. Localiza la anotacion que deseas publicar.

3. Seleccione la anotacién y seleccione Publicar en informes. También puede optar por Aplicarlo a datos
historicos, lo que permite utilizar la anotacion al ejecutar informes de historial.

4. Una vez publicada, la anotacion estara disponible para su uso en informes.

5. Las anotaciones se publican para su uso en informes después de la siguiente ejecucion de ETL.

Cualquier informe que haga referencia a la anotacioén utilizara los valores publicados. Si
modifica una anotacion después de publicarla, es posible que deba volver a publicarla para que
los cambios surtan efecto en los informes.

Cancelar la publicacion de anotaciones para informes

Puede haber ocasiones en las que necesite eliminar o anular la publicacion de anotaciones para que ya no se
utilicen en los informes. Por ejemplo, es posible que una anotacion ya no sea necesaria o que contenga
informacién obsoleta que no deberia aparecer en los informes.

265



Pasos para anular la publicacion de anotaciones

Antes de cancelar la publicacién de una anotacién, tenga en cuenta que esta accion afectara a cualquier
informe existente que utilice la anotacién. Es posible que los informes requieran edicion o asistencia de
servicios profesionales para eliminar las referencias de anotaciones.

1. En la interfaz de usuario de Data Infrastructure Insights , navegue hasta la pestafa Anotaciones para
informes.

2. Localice la anotacion que desea anular su publicacion.

3. Para cada objeto donde se publique la anotacion, anule la seleccion de la anotacion y seleccione Guardar.

4. Elimine cualquier consulta o regla que aun haga referencia a la anotacion para asegurarse de que no esté
marcada como "en uso".

5. Las anotaciones no se publican después de la siguiente ejecucion de ETL.

6. Una vez finalizado el ETL, la anotacion se puede eliminar de la lista de anotaciones, si ya no es necesaria
en el lado del inquilino.

Las anotaciones seguiran apareciendo en el almacén de datos hasta que se despublicen

@ correctamente. Simplemente eliminar una anotacion de la pagina Anotaciones sin anular su
publicacion primero dejara datos obsoletos que pueden aparecer en informes existentes. Siga
los pasos de cancelacion de publicacion anteriores para garantizar la eliminacion completa.

Impacto en los informes existentes

La eliminacién o cancelacion de la publicacion de anotaciones puede requerir modificaciones en los informes
existentes que hacen referencia a dichas anotaciones. Considere lo siguiente:
* Los informes que utilizan la anotacion como filtro o dimensién deberan actualizarse.

» Si se elimina una anotacién sin actualizar los informes dependientes, esos informes pueden devolver
errores o resultados inesperados.

» Es posible que se necesiten servicios profesionales para ayudar con la remediacién de informes en
escenarios complejos.

Se recomienda revisar todos los informes que dependen de una anotacion antes de cancelar su publicacion.

Coémo se conservan los datos histoéricos para los informes

Data Infrastructure Insights conserva datos histéricos para su uso en informes basados
en los depdsitos de datos y la granularidad de los datos, como se muestra en la siguiente
tabla.

almacén de datos

Objeto medido

Granularidad

Periodo de conservacion

Mercados de rendimiento Volumenes y volumenes Cada hora 14 dias
internos

Mercados de rendimiento Volumenes y volimenes  Diario 13 meses
internos

Mercados de rendimiento  Aplicacion Cada hora 13 meses

Mercados de rendimiento Host Cada hora 13 meses
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Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento

Mercados de rendimiento
Mercados de rendimiento
Mercados de rendimiento
Mercados de rendimiento

Mercados de capacidad

Mercados de capacidad

Mercados de inventario

Rendimiento del
conmutador para el puerto

Rendimiento del
conmutador para host,
almacenamiento y cinta

Nodo de almacenamiento
Nodo de almacenamiento

Rendimiento de la
maquina virtual

Rendimiento de la
maquina virtual

Rendimiento del
hipervisor

Rendimiento del
hipervisor

Rendimiento de la VMDK
Rendimiento de la VMDK
Rendimiento del disco
Rendimiento del disco

Todos (excepto
volumenes individuales)

Todos (excepto
volumenes individuales)

Volumenes individuales

Cada hora

Cada hora

Cada hora

Diario

Cada hora
Diario
Cada hora
Diario
Cada hora
Diario
Cada hora
Diario

Diario

Representante mensual

Estado actual

35 dias

13 meses

14 dias

13 meses

14 dias

13 meses

35 dias

13 meses

35 dias
13 meses
14 dias
13 meses

13 meses

14 meses y mas

1 dia (o hasta el proximo
ETL)

Diagramas de esquema de informes de Data Infrastructure Insights

Este documento proporciona diagramas de esquema para la base de datos de informes.

®

Datamart de inventario

Las siguientes imagenes describen el datamart del inventario.

Anotaciones

La funcion de informes esta disponible en Data Infrastructure Insights"Edicion Premium" .
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url VARCHAR(255) NULL autoTiering TINYINT{1) NOT NULL
IastinownAcosssTime DATETIME  NULL
writtenCapacityMB  BIGINT NULL
isvinual TINYINT(1)  NULL
technologyType ENUM NULL
uuid VARCHAR255) NULL
isMainframe TINVINT(1)  NOT NULL]
url VARCHAR(255) NULL

Métricas de Kubernetes

269



=Column ¥ Datatype.
[ =10 INT 7
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= =l dnsName VARCHAR(255) | [£]
=lcalumn & Datatype | | LD INT gms VARCHAR§409:3) =l identifier VARCHAR (255)
=T INT | | =Jidentifier | VARCHAR(258) S s 2 Srusenverd INT
S clusterld | INT = = =name VARCHAR(255)
lidentiier | VARCHAR(255) | =l powerStateChangeTime | DATETIME. Fl =
= VARCHAR(255)
=lname VARCHAR(255) | Sname (258) = i =lnumCpuCores BIGINT
Sovecta | T \ FSumd it o ArCHEREIE] SnumCpuPackages | BIGINT
=lobjectType | VARCHAR(50) | | Slinternallp| VARCHAR(B4) Sprocessors INT = SlnumCpuThreads BIGINT
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SlsizeBytes BIGINT | SJnaturalKey VARCHAR(255) g;noml;rr‘ed —_— g:ﬁ
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=ltime_dimens
= Column

Rk INT 1
‘@ hourDateTime DATETIME
—— —<  hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|
|

=JColumn
Tk INT
s fullDate DATETIME
M_ anbonth  TNYINT Zk8s_cluster_ daily
=lColumn daylnYear SMALLINT = = =
T INT dateYear SMALLINT ki
¢ timestamp BIGINT i vearLabel CHAR4) 7t i I
e i monthNum TINYINT 7 timestamp BIGINT
dateTk INT monthLabel CHAR(T) dateTk INT
iy b dayinWeekMum  TIMYINT e — g clusterTk INT
allocatableCpuSaturation DOUBLE [] quarter TINYINT aIIoca?ableCpuSatu.ratmn DOUBLE []
CADAGHC P SR DOUBLE Tl — — — — ZuanerLabel CHARI(T) capacityCpuSaturation . DOUBLE [
allocatableMemonySaturation DOUBLE [ ayinCuarter SMALLINT aIIoca?ableMemorySatu.rahon DOUBLE []
M b DOUBLE [] repQuarter TIMYINT capacityMemorySaturation DOUBLE [
allocatableCpuCores DOUBLE [] repMonth TIMNYINT aIIoca?abIeCpuCores DOUBLE []
CApAGNCIICoI DOUBLE [] repWeek TINYINT capacityCpuCores DOUBLE [
(S agBC T ares DOUBLE [ repDay TIMNYINT usageCpuCores DOUBLE []
e e DOUBLE [ _ repN'lTnthDrLatest ;:::::1 r— - r.eq.ueststuCGres DOUBLE [
limitsCpuCores DOUBLE [} | Tast:stag Tevaeres Bl | limitsCpuCores DOUBLE []
allocatableMemaryBytes DOUBLE [ HocilieMeman e o
capacityMemoryBytes DOUBLE [] | future TINYINTC) | c.ap.‘acnyMemoryElytes DOUBLE []
limitsMemonBytes DOUBLE [ | | R E Shices W
requestsMemaoryBytes DOUBLE [] | | EquesE MoV Liiioh
usageMemoryBytes DOUBLE [T | | usageMemontidey DOUBLE []
| =lColumn |
| 9t INT | |
|_ e identifier VARCHAR(7E8) . _|
name VARCHAR(255)
id INT Il
latest TINYINT(T) [
[

§ dateTk  INT
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=lColumn

7tk INT
fullDate DATETIME
SColumn daylnMonth TINYINT
bR INT dayinvear SMALLINT
¢ timestamp BIGINT dateYear SMALLINT
timeTk DOUBLE yearLabel CHAR(4)
dateTk INT monthNum TINYINT
namespaceTk INT manthLabel CHAR(T)
clusterTk INT fo— — — daylnWeekNum  TINYINT
cpuHardLimit DOUBLE [] quarter TINYINT
cpul)sedLimit DOUBLE [ quarterLabel CHAR(T)
cpuHardRequest DOUBLE [ daylnQuarter SMALLINT
cpullsedRequest DOUBLE [] repQuarter TINYINT
memoryHardLimit DOUBLE [ rephMonth TINYINT
memoryUsedLimit DOUBLE [ repWeek TINYINT
memoryHardRequest DOUBLE [7] repDay TINYINT
memoryUsedRequest DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT
| latest TINYINT(1) [
| future TINYINT(T)

microsecond  MEDIUMINT

=lColumn

7tk IMNT

?hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT

dateTk

INT

= Column

=|Column
Ttk INT
¢ timestamp BIGINT
dateTk INT
namespaceTk DOUBLE
clusterTk INT
_. @  cpuHardLimit DOUBLE []
cpullsedLimit DOUBLE []
cpuHardRequest DOUBLE [
cpulsedRequest DOUBLE [7]
memoryHardLimit DOUBLE []
memoryUsedLimit DOUBLE [
[
[E]

memoryHardRequest DOUBLE
memoryUsedRequest DOUBLE

T T T R T T T T T T T T A

7tk INT
identifier  VARCHAR(768)
name VARCHAR(255)
id INT [
latest TINYINT(1) &
@ dateTk  INT [F
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Ptk INT
identifier VARCHAR(768)
VARCHAR(255)
clusterName VARCHAR(255)
id INT ]
latest TINYINT(1) [l
dateTk INT [




=k8s_node_hourly.

=lColumn =lColumn =JColumn
e INT Ptk INT 77 tk INT
'} timestamp BIGINT fullDate DATETIME ? timestamp BIGINT
timeTk DOUBLE dayinMonth TINYINT dateTk INT
dateTk INT daylnYear SMALLINT nodeTk DOUBLE
nodeTk INT dateYear SMALLINT clusterTk INT
clusterTk INT yearLabel CHAR(4) vmTk INT
vmTk INT monthNum TINYINT allocatableCpuSaturation DOUBLE [7]
allocatableCpuSaturation DOUBLE [[]f®— — — monthLabel CHAR(T) capacityCpuSaturation DOUBLE [
capacityCpuSaturation DOUBLE [£] dayinWeekNum  TINYINT —_ — —@ allocatableMemorySaturation DOUBLE []
allocatableMemorySaturation DOUBLE [ quarter TINYINT capacityMemorySaturation  DOUBLE []
capacityMemorySaturation ~ DOUBLE [] quarterLabel CHAR(T) allocatableMemoryBytes DOUBLE [7]
allocatableMemoryBytes DOUBLE [I] daylnQuarter SMALLINT capacityMemoryBytes DOUBLE [T]
capacityMemoryBytes DOUBLE [] repQuarter TINYINT memoryUsageBytes DOUBLE [T
memorylJsageBytes DOUBLE [7] repMaonth TINYINT cpulsageManocores DOUBLE [
cpuUsageNanocores DOUBLE [7] repWeek TINYINT allocatableCpu DOUBLE [7]
allocatableCpu DOUBLE [I] repDay TINYINT capacityCpu DOUBLE []
capacityCpu DOUBLE [7] repMonthOrLatest TINYINT
sspFlag TINYINT ’
latest TINYINT(1) [] | | |
| | | future TINYINT(1) | | |
| | |
o | |
| o
= Column | | | | |
7t INT . | | | | |
? hourDateTime DATETIME | | | | |
hour TINYINT I | = S |
minute TINYINT ‘ | | Pt INT |
second TINYINT [ e R e —  name VARCHAR(255) | |
microsecond  MEDIUMINT ‘ | naturalkey VARCHAR(7GS) | |
dateTk INT ‘ 0s VARCHAR(255) [] |
‘ | vitualCenterlp VARCHAR(255) [7] |
| | = Column ips VARCHAR(4096) [] | |
| | 7 ik T url VARCHAR(255) [ | |
| identifier VARCHAR(768) :Stest ll'hlil:al—YINT(ﬂ E | |
J> | name VARCHAR(255) dateTk INT B | |
—— —
Pk clusterlame VARCHAR(255) | |
— id INT 1
Scaus Iatest TINYINT(1) ] | |
Pt INT dateTk INT El | |
identifier ~ VARCHAR(768) internallp  VARCHAR(B4) [ 1
name VARCHAR(255) oslmage VARCHAR(GB4) [~ — — — — — — — — — — T — |
id INT ] |
latest TINYINT(1) 1 J
P dateTk  INT ew— - " — " — — — ¥ — ¥ — ¥ — — /¥ — — — — —_——_——
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=lk8s_pv_di

=lColumn
7tk INT
identifier  WARCHAR(7E8)
- name VARCHAR(255)
SColumn clusterName VARCHAR(255)
77t INT lo— — — — o phase VARCHAR(E4) [
¢ _timestamp HICHSE pucName  VARCHAR(255) [ — — — — —e Slcolumn
timeTk DOUBLE id INT B LA INT
dateTk INT latest TNYINT() [ ? timestamp  BIGINT
pvcTk INT dateTk INT [ dateTk INT
clusterTk INT pvcTk INT
namespaceTk INT clusterTk INT
Tk INT namespaceTk DOUBLE
readiops DOUBLE [] ldate_dimension  NES Tk INT
writelops DOUBLE [ =l Column readlops DOUBLE []
totallops DOUBLE [ 7k INT : writelops DOUBLE [
readThroughput DOUBLE [l P e totallops DOUBLE [
writeThroughput DOUBLE [] " —— — — — dayinMonth TINYINT renghroughput DOUBLE []
totalThroughput DOUBLE [T dayinYear e s writeThroughput DOUBLE [
regdLatency DOUBLE [ dateyear SMALLINT totalThroughput DOUBLE []
writeLatency DOUBLE [ vearL abel CHAR(4) regdLatency DOUBLE [
totallatency ~ DOUBLE [[] L S writeLatency ~ DOUBLE [[]
3 e e o CHAR(T) totalLatency DOUBLE []
| | daylnWeekNum  TINYINT ] ] ’
| | | quarter TINYINT | | |
| | | quarterLabel CHAR(7) | | |
daylnQuarter SMALLINT | |
| (. repQuarter TINYINT |
T e | | rephlonth TINYINT f | |
_ — | | repWeek TINYINT | |
? hourDateTime DATETIME | renbay TINYINT | |
hlous TNVNT ()Y | | repMonthOrLatest TINYINT | |
minute TINYINT L | Sihrag TINYINT )) | |
seoand R | latest TINYINT(1) [] |
microsecond  MEDIUMINT | S TINYINTC) |
dateTk INT | | =lColumn | |
| | P INT | |
| | ————————————————— — identifier VARCHAR(768) | |
name VARCHAR(255) |
| | =]k8s_name ; clusterMame VARCHAR(255) |
| | EColu_mn - namespaceName VARCHAR(255) | |
| o, —oTK - pvName VARCHAR(255) [C] | |
phase VARCHAR(B4) [T |
)> identifier  VARCHAR(768) id INT E |
1k8s_cluster name VARCHAR(255) latest TINYINT(1) 1 | |
clusterName VARCHAR(255) dateTk INT 1 |
=l Column id INT B |
ik INT . latest TINYINT(1) Fl | |
identifier  VARCHAR(768) dateTk INT B et N e S S S = |
name VARCHAR(255)
id INT Fl |
latest TINYINT(1) Fl |
P dateTk  INT [P e T T T T e e e

Dato sobre las métricas de carga de trabajo de Kubernetes
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Ptk INT : —
m fullDate DATETIME ; k8s_workload ¢
EiCoi dayintonth TINYINT SColumn
e INT dayinYear SMALLINT % tk INT
¢ timestamp BIGINT dateYear SMALLINT ¥ timestamp BIGINT
timeTk DOUBLE yearLabel CHAR(4) dateTk INT
dateTk INT monthNum TINYINT workloadTk INT
workloadTk INT monthLabel CHAR(T) clusterTk INT
clusterTk INT daylinWeekMNum  TINYINT — namespaceTk DOUBLE
namespaceTk INT | — quarter TINYINT usageCpuCaores DOUBLE [
usageCpuCores DOUBLE quarterLabel CHAR(T) requestCpuCores DOUBLE [
requestCpuCores DOUBLE daylnQuarter SMALLINT limitCpuCores DOUBLE [
limitCpuCores DOUBLE repQuarter TINYINT usageMemoryBytes DOUBLE [
usageMemoryBytes DOUBLE rephlonth TINYINT requestMemoryBytes DOUBLE [
requestMemoryBytes DOUBLE repWeek TINYINT limitMemuoryBytes DOUBLE [
limitMemoryBytes DOUBLE repDay TINYINT runningPodCount INT [
runningPodCount INT repiMonthOrLatest TINYINT desiredPodCount INT Tl
desiredPodCount  INT sspFlag TINYINT B l—r
'T latest TINYINT{) [[] | |
| future TINYIMT(1) | | :
| | I
i | | l| I |
|
Htime_di : : | | | I
=lColumn | | | J) | |
7tk INT | | . | |
‘? hourDateTime DATETIME | | = |
hour TINYINT | | L— —=< EColumn |
minute TINYINT | | Pk INT | |
second TINYINT identifier VARCHAR(768) | |
microsecond  MEDIUMINT | | name VARCHAR(255) |
dateTk INT | | o clusterName VARCHAR(255) |
| | _ id INT Il | |
P INT latest TINYINT(1) Il |
| | identifier VARCHAR(768) dateTk INT £ |
| R e ] N VARCHAR(255) | |
| clusterName VARCHAR(255) | |
id INT 0y —
J> latest TIMNYINT(1) [ |
dateTk INT F |
=lColumn |
P INT |
identifier VARCHAR(YG8) M. |
name VARCHAR(255)
id INT ]
latest TINYINT(1} [
P dateTk  INT [
NAS
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volume

= Column
T NT NOT NULL lhost i INT NOT NULL
§ hostia T NULL =l Column i storageld INT NOT NULL
moid VARGHAR(ZES) NULL T INT NOT NULL] i internatviolumeld INT NULL
name VARCHAR{ZEE) NULL name VARCHAR(2EE) NOT NULL T quresia INT NULL
[F] INT NOT NULL dnsName VARCHAR(2E5) NULL identifier VARCHAR(7ES) NOT NULL d MRSl ol L
§hostld  INT NULL ips VARCHAR(4058) NULL L :igz:iggg} W . ;’m‘f;ﬁ;‘fﬁ’ Sl
# ymid INT NULL powsrState ENUM NOT NULL o
dentifier  VARCHAR(TES) NOT NULL powerStaleChangsTime DATETIME MULL modal VARCHAR(2ES) NULL :::WMB it g:g:$ %; xﬁ&
name  VARCHAR[2SS) NOT NULL#- — —  guestState ENUM fipt e, . menifatEer . VARCIARIRRIOIE S =uCapacityllE BIGINT NOT NULL
type  ENUM NOT NULL o5 VARCHAR(258) NULL nelaledMemon il VAT UG s VARCHAR(255) NULL
domasin  VARCHAR(255) NULL processors INT NULL hostFsFreeBE VARCHAR(ZES) NULL Wplem st
ip TEXT MULL memory BIGINT NULL hostFsTotalGE VARCHAR{255) NULL :Pmﬂa“fﬂe TINYINTEI; S
> e dataStoreld INT NULL hostFslisedBE  VARCHAR(ZES) NULL _ g m"’e‘ Mt e ||
cpuCount  INT NULL naturslKey VARCHAR(ZES) NULL cpuCount VARCHAR({2EE) NULL [ Sﬂii i (L) b
memory  INT NULL virtuaiGenterlp VARCHAR(255) NULL cpuSpesd VARCHAR(255) NULL L b
provisionedCapacityME  BIGINT MULL nicCount VARCHAR(255) NULL | diskGroup VARCHAR(2ES) NULL
t | usedCapacityMB BIGINT NULL ricSpesd VARGHAR(255) NULL F NI R
| wrl VARCHAR(255) NULL active TINYINT(1) NULL | vinualStorage VARCHAR[225) NULL
| url VARCHAR(2E5) NULL | head') VARCHAR(255) NULL
| S — datsCenter VARCHAR(2E5) NOT NULL Pm°"ec1_"°_"T{-'P°PI'? i :‘;FCHAR{ZW m&
autoTieringPolicyl
Y - ¥ | autoTiering TINYINT(1)  NOTNULL
-_—— _|_ — @ lsstinownAcoessTime  DATETIME NULL
Snas_share_initiator | writenCapacityMs  BIGINT NULL
S Column k;_ | | isVirtual TINYINT(f)  NULL
T INT NOT NULL | | technology Type ENUM NULL
i sharela  INT MOT NULLF®— —_] ki INT NOT NULL f""’_ VARGIRSLE) ML
§ storzgeld INT NOT NULL * T oompuisRaseurcald T NGTHOL | | ::‘""'"a"‘e Lr:éﬂrl{){zss} mL_NL"‘L
mitistor  VARCHAR{255) NOT NULL | | # storageld e storage
permizsion VARCHAR{2E5) NOT NULL | | §im=malolumeld  INT NOT NUI — _?&Imn |
¥ shareld INT NULL | id INT MOT NULL |
ke nams VARCHAR[2ES) NOT NULL
| | o ncnen ol | Slsorsos seot
J) | | | | io VARCHAR(1024) NOT NULL S column
o T | | | . C——
Ecolumn | seriaNumber VARCHAR(255) NULL | § storageld i NOT AL
T INT NOT NULL | | | | microcodsiersion  VARCHAR(ZES) NULL | :e'“"'e' ::22::2% E; :ﬂﬁ:
¢ fieShareld INT NOT NULL 1L L rawCapacityMB BIGINT NULL nar;e VARCHAR(225) NOT NULL
i storageld  INT NOTNLLLFF— - —— — — — — — —' — — spareRawCapacityMB BIGINT NULL et thinProvisioningSupported TINYINT) O ThAL
identifier  VARCHAR(TES) NOT NULL-_ J_ failedRawCapacityME BIGINT MULL inciudelnDwhCapacity TINYVINT[T)  NOT NULL
name VARCHAR[285) NOT HUL- — — — — — — — — —| — —*  memon/B BIGINT L e — — el v
P’\mulﬂ 5;;\4 E; ﬁbﬂi | | cpmmm“ﬁm \‘.:TRCHARM ﬁi it bbb sl
ipinterfaces =
" o w el e, pmpe
active TINYINT(1) NULL s i ea
=Jnas_file_share | dataCenter VARCHAR(ZEE) NOT NULL i ;
| W_ | | e uraa il zﬁpslwwbcahedCaPacmyuB BIGINT NULL
pshotllsedCapaciyMB  BIGINT HULL
| [ INT NOTNULLR® -— —] — —= custer T datsflocatedCapaciyMB  BIGINT NULL
¥ intemalVolimeld INT NOT NULL | | i R ;:i;m:m’ zb’t:: | datalisedCapacityMB BIGINT NULL
| o storageld INT NOT NULL | | totaltllocatedCapacityME  BIGINT NOT NULL
7 qtreeld INT NULL | T T totall lsedCapacityMB BIGINT NULL
name VARCHAR(255) NOT NULL | | rawToUsableRatio FLOAT NOT NULL
path VARGHAR{ZE5) NOT NULL | | | reservedCapacityMB BIGINT HULL
status VARCHAR{ZES) NOT NULL] | o | otherllsedCapacityMB BIGINT NULL
securityType  VARCHAR{2EE) NOT NULL - — —|' — ‘|— — _| TT T othecflocstedCapaciyME  BIGINT NLLL
| | physicalDiskCapacityM8  BIGINT NULL
| | | | isVirtual TINYINTIT)  NOT NULL
| | | status VARCHAR(258) NULL
WO S _l_ - _| ______ _|_ - softLimitCapacityMB BIGINT NULL
l l | dedupeEnabied TINYINT()  NOT NULL
| Hquota | | compressionEnabled TINYINT(T)  NOT NULL
%qﬁee | = Column | dedupeRatio FLOAT NULL
S Column L INT NOT NuLL] | | | dedupeSavingsGB BIGINT NULL
Tu INT NOT NULL Fintemaloiomela INT NOT NULL| || Compae s wonti At ELOAL MR
T intemalVolumeld INT NOT NULL If storageld INT NOT NULL | comprezsionsavingsca RIS A
 storageld INT NOT NULL ¥ qtresta INT MULL | l | il VARCIEGIX N
identifier VARCHAR(TES) NOT NULL entifier VARCHAR(TES) NOT NULL : 3
name VARGHAR(255) NOT NULL targetliser VARGHAR(255) NULL | Sintematvowme N
quotsHardCapacityLimithe BIGINT oL % e ENUM NOT HULL | SlCalumn
qustsSoftCapanityLimiths BIGINT NLRLL hardFileLimit BIGINT HLLL Fu INT NOT NULL
quotallsedCapaciyMB  BIGINT NULL softFikeLimit BIGINT NULL | [ p—— — i
typs ENUM NOT NULL hardCapacityLimiths BIGINT NULL 5 ctorsgeld INT NOT NULL
securityStyle ENUM NULL softCapacityLimitM8 BIGINT NULL o VARCHAR(TAE) NOT NULL
status VARCHAR(ZEE) NULL thresholdME BIGINT NULL e VARCHAR(255) NOT NULL
oplocks TINYINT(1)  NOT NULL usedFiles BIGINT NULL Sre VARCHAR(255) NOT NULL
s NARGHARZ O THEL USedGapacat yME S B i LR thinFrovisioningSupported TINYINT(1)  NOT NULL
T L thinProvisioned TINYINT(T)  NOT NULL
| spaceGuarantse ENUM NULL
| dedupeEnabled TINVINT(T)  NOT NULL
| ¥ cloneSourceld INT NULL
| napshaotCount INT NULL
| Is=tSnapshotTime DATETIME NULL
| lastknownAccessTime DATETIME  NULL
| | status VARCHAR({2E5) NOT NULL
L virtualStorage VARCHAR({ZE5) NULL
| ————— —=* protectionType VARCHAR(255) NULL —
flashPoolEligibiity ENUM NULL
| dedupeRatio FLOAT NULL
G __ ., dedupsSavingsGB BIGINT NULL
iotaltliooatedCapaciyME BIGINT NOT NULL
totalliz=dCapacityME BIGINT NOT NULL
totaills=dCapasityF romDeviceMBBIGINT NULL
datatllocatedCapacityMB BIGINT NULL
datallsedCapacityMB BIGINT NULL
snapshotdlocatedCapacityMB  BIGINT NULL
snapshotlJsedCapacitME BIGINT NULL
rawTollsableRatio FLOAT NOT NULL
otherlisedCapacityMB BIGINT NULL
otherAllocatedCapacityMB BIGINT NULL
iotaiCloneSavadCapaciyMB  BIGINT HULL
sompressionEnabled TINVINTT)  NOT NULL
ompressionRatio FLOAT NULL
BIGINT NULL
wrl VARCHAR(2E) NULL
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Caminos y violaciones

= Column
Fid INT NOT NULL = Column Sl Column
name VARCHAR(255) NOT NULL P Ll HORIAES Fu INT NOT NULL
identifier VARGHAR(TES) MOT NULL fPrestis INT N — name VARCHAR(Z55) NOT NULL
v VARCHAR(1024) NOT NULL i genericDeviceld INT i dentifier VARCHAR(TEE) NOT NULL|
oz VARCHAR(Z55) MULL P, L o PAR-L o in VARCHAR{1024) NOT MULL]
model VARGHAR[255) MULL — — — e T o | model VARCHAR{Z55) NULL
manufactursr VARCHAR(255) NUILL ’J o ‘? volumeld INT s ls manufactursr VARCHAR(255) NULL
nstalledMemoryl8 VARCHAR[25) UL - hostFlortilen || VAR ILIEDIOSL | serislNumber VARCHAR(255) NULL
hostFsFresGE VARCGHAR(255) MULL R = | i:ragepon\w«- ::Egmﬁmsmg:bﬂi microcodeVersion VARCHAR{Z55) NULL
hostFsTotalGE  VARCHAR[255) MULL | o | rawCapacityMB BIGINT NULL
hostFrlz=dGE VARCHAR(2E5) NULL | | | A path between host port thiough 3 storage port — — — —  zpareRawCapscityMB BIGINT NULL
cpuCount VARCHAR[Z55) MULL | | | t0 avolume. | — — — — faikdRawCapacityMB BIGINT NULL
cruSpesd VARGHAR{255) NULL | | | | | memaryME BIGINT NULL
nicCount VARCHAR(2E5) NULL cpuCount INT NULL
ricSpesd VARCHAR(ZSE) NULL | — — Lr |— -I— | | | managelRL VARCHAR(Z55) NULL
=" ancoames N LD e— 4 o o
s " ——i— active
dataCenter VARCHAR(255) NOT NULLE>— —|' J_" —| —|— S '?:"’1""'" TN | | | dataCenter VARCHAR(ZEE) NOT NULL
isVirtual TINYINT{1) NULL
| | | | | § hostld INT NOT NULL | | — — —  custer TINYINT(1) MULL
E : | | | | 9 storageld INT NOTNULLE, J_ A | url VARCHAR(255) NULL
S generic_device | & volumeld INT NOT NULL | | | lastAcquiredTime DATETIME NULL
= Column | | | | numbsrOfSessions  INT NOT NULL | |
T INT NOT NULL | | numberOfConnections INT NOT NULL | | || |
wn VARCHAR({2Z55) NOT NULL] | | | | Fiepresents a scscilogical path between a | | T
identifier  VARCHAR(788) NOT NULL] | | | | hostand anolume; | | |
manufacturer VARCHAR(ZES) NULL  fo— — | | | | Pt
wid - cusgmALfo—— || | | i Sveune
firnware  VARCHAR{2E5) NULL = logical |Ir
diver VARCHAR{Z55) NULL | I | | =Column J| | _| T TTETTT
seraliNumber VARCHAR({ZEE) NULL | ”_ _'_ T INT NOT MULL | | ?swr = e e
Unidentified node, may be a HEA, storage or  f— —— —- i F nostla INT NULL | | imerl\folumeld INT NULL
tape cantraller. | || | § genericDeviceld INT NULL | atresld INT MLILL
| B storageld INT MULL | | | name VARCHAR(255) NULL
|| | 4 tapeld INT NULL | 1zbet VARCHAR{2EE) NULL
| ” | § volumeld INT NULL _I, _| .. thinProvisionsd TINYINT(1)  NOT NULL
minHopMumbser INT MULL | | capacityMB BIGINT NOT NULL!
| ” | hopsToDizplay VARCHAR({ZEE) NULL | consumedCapacityMB  BIGINT NOT NULL
| numbsrOfFabrics INT NULL | | | rawCapaciyMB BIGINT NOT NULL
|| | numbsrGiHostForts  INT NULL type VARGHAR(Z55) NULL
Hltape ] number0fStoragsPorts INT NULL | | | replicaSource TINYINT(1)  NULL
=JColumn — _”_ J_ e TINYINT NULL | replicaTargat TINYINT(1)  NULL
Tu INT NOT MULL| ” | Riepresents alogical path between a host and a wolume. |. _| L oseg se el emtapot TINYINT{T} NULL
name VARCHAR(255) NOT NULL | Coffidets o S
Wentfier  VARCHAR(TEE) NOT NULL ” | | diskGroup VARCHAR(255) NULL
= VARCHAR(1024) NOT MULL | | et T
manufacter VARGHAR(ZES) NULL ” | virtuslStorage VARCHAR({ZEE) NULL
isiNumber VARCHARIZSS) NULL | | i MR
TINYINT{1) ML ” | | protectionType VARCHAR(235) NULL
! | autcTisringPolicyld  INT NULL
| ” | = ORI | suteTizring TINYINT{1)  NOT NULL
T I L __g'fhostid  INT NOTNULL L g g | lssténowndcosssTime DATETIME  NULL
P storsgeld  INT NOT NULL o  _ __ writenCapscityMB  BIGINT NULL
| [ ¥ volisned B IHIGRAR S T is\irtus! TINYINT(S)  NULL
Fepresents alogicd pathbetweena | technology Type ENUM NULL
| || hvet ared 3 ok me throug wid VARCHAR({ZES) NULL
| ishizinframe TINYINT(1)  NOT NULL
| || url VARCHAR(255) NULL
| || S |
| ” =Column A — T
i INT NOT NULL]
| |= — — *%neme INT NULL |
genericDeviceld INT NULL
| | % storageld INT NULL |
L — —— — %% tapald INT R — =T T T T T T T T
—————————— * 9 volumeld INT NULL
wolumeName  VARCHAR{2ZEE) NULL
type ENUM NOT NULL
technalogyType ENUM NOT NULL
since DATETIME  NOT NULL

Conectividad portuaria
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=lColumn =lColumn
fid INT Pid INT
name VARCHAR(255) 2 hostid INT
identifier VARCHAR(76S) —— % uun VARCHAR(255)
in VARCHAR(1024) model VARCHAR(255) [
0s VARCHAR(255) [] manufacturer VARCHAR(255) [7]
model VARCHAR(255) [ driver VARCHAR(255) [
manufacturer VARCHAR(255) [0 firmware VARCHAR(255) [
installedMemanyMB VARCHAR(2SS) [
hostFsFreeGB VARCHAR(265) [ — 2
nostFsTotalGB  VARCHAR(285) [ Enost_port  IIIIIGEGES
hostFslsedGB  VARCHAR(255) [ =lColumn
cpuCount VARCHAR(255) [T Fid INT
cPuSpeed VARCHAR(255) [ ? adapterid INT
nicCount VARCHAR(255) [ _—— 3
! ? hostid INT
nicSpeed VARCHAR(255) [[] L VARGHAR(255) .
ufl VARCHAR(255)  [[] nodeWwn VARCHAR(255)
active TINYINT{) [ porl VARCHAR(255)
dataCenter VARCHAR(255) i e
speed VARCHAR(1Z) [
url VARCHAR(255) [
active TINYINT(1)
=|Column Scolumn
L :I»:RCHAR(ZSS) L] Bl
name
‘? storageld INT
identifier VARCHAR(768
; o lo— ——e T VRouE
model VARCHAR(255) [
. e manufacturer  VARCHAR(255)
driver VARCHAR(255)
serialNumber VARCHAR(255) []
microcodeVersion  VARCHAR(255) [ s yapchan
g R B numberOfPorts VARCHAR(255)
spareRawCapacityMB BIGINT 1
failedRawCapacityMB BIGINT Fl
memoryMB BIGINT Fl
cpuCount INT 1 =lcalumn
manageURL VARCHAR(255) [T] fid INT
family VARCHAR(255) [F] § controllerld INT
cluster TINYINT(1) E1 __ __ _g '} storageld INT
url VARCHAR(255) [ wwn VARCHAR(255)
lastAcquiredTime DATETIME El nodeWwn  VARCHAR(255) :
active TINYINT(1) £ portld VARCHAR(255)
dataCenter VARCHAR(255) name VARCHAR(255) [7]
isvirtual TINYINT(1) il speed VARCHAR(1Z) []
controller VARCHAR(255) [
url VARCHAR(255) []
active TINYINT{1)
Sepe
=lColumn
T cul tape_controtier |
name VARCHAR({255) Scolumn
identifier VARCHAR(768) -
i VARCHAR(1024) . fid R
manufacturer VARCHAR(255) [ ¢ tapeld INT
serialNumber VARCHAR(255) [ wwn VARCHAR(255)
e TINYINT(1) Bl — madel VARCHAR(255)

| manufacturer  VARCHAR(255)

| driver VARCHAR(255)

firmware VARCHAR(255)

: numberOfPorts VARCHAR(255)

| I

| ‘

|

| =Column

| ?id INT

| ‘P controllerd INT

‘P tapeld INT

| wwn VARCHAR(255)

— — % nodeWwn WVARCHAR(255)
portid VARCHAR(255)
name VARCHAR(255) [
speed VARCHAR(12) [T]
controller  VARCHAR(255) []
url VARCHAR(255) [ -

=column active TINYINT(1) |
Pid INT |
wwn VARCHAR(255)
identifier VARCHAR(768) |
manufacturer  VARCHAR(255) e seud
model VARCHAR(255) Scolumn
firmware VARCHAR(255) ————efid =il
driver VARCHAR(255) ? genericDeviceld INT
serialNumber VARCHAR(255) wwn VARCHAR(255)
number BIGINT 1
portid VARCHAR(255)
name VARCHAR(255) [F]
speed VARCHAR(12) [F]
url VARCHAR(255) [
active TINYINT(1)
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=lColumn
Pid INT
fabricld INT [l
identifier VARCHAR(768)
wwn VARCHAR(255)
ip VARCHAR(255)
name VARCHAR(255)
manufacturer VARCHAR(255) [
madel VARCHAR(255) [
firmware VARCHAR(255) [
domainld VARCHAR(255) [
domainldType VARCHAR(255) [
priority VARCHAR(255) [
vsanEnabled TINYINT(1)
serialNumber VARCHAR(255) [
manageURL WARCHAR(255) [
—‘ sanRouteEnabled TINYINT(1)
npv TINYINT(1)
| type ENUM
| url VARCHAR(255)
‘ lastAcquiredTime DATETIME
active TINYINT(1)
‘ dataCenter VARCHAR(255)
‘ switchLevel VARCHAR(255)
| isGenerated TINYINT(1)
| I
| |
\ »
| =lColumn
?id INT
| P switchid INT
| fabricld INT B
\ ‘P vitualSwitchid  INT ]
| wwn VARCHAR(255)
status VARCHAR(100) [T
\ rawPortStatus  VARCHAR(255) [
‘ type VARCHAR(255) [
‘ — —<> porPhysicalState VARCHAR(255) [
% number BIGINT [
\ blade BIGINT ]
= portid VARCHAR(255)
ﬁ — name VARCHAR(255) [
speed VARCHAR(12) [£]
fedPratocol VARCHAR(255) [
classOfSenice  VARCHAR(255) []
gbicType WARCHAR(258) [
url VARCHAR(255) []
active TINYINT(1)
isGenerated TIMNYINT(1)
[

=lColumn

7id INT
wwn VARCHAR(255)
ip VARCHAR(1024)
name VARCHAR(255)
domainld WARCHAR(255)
domainidType VARCHAR(255)
priarity WARCHAR(255)
switchRole VARCHAR(255)
chassis\Wwn VARCHAR(255)
npy TINYINT(1}
generated TINYINT(1)
type ENUM
isGenerated  TINYINT(1)

|
|
|
|
|
|
|
|
|
|
|
|
|
| fabricld INT
|
|
|
|
|
|
|
|
|
|
|
|

i | i INT
T ’_1____':? portid INT
L___'___.? type ENUM
1l & wwn VARCHAR(255)
‘ | ? connectedid  INT
‘ | ¢ connectedType ENUN
| | connectedWwn VARCHAR(255)
*

=lfc_name_server_¢

=lColumn

id INT

? portid INT
type ENUM
wwn VARCHAR(265)

‘P¢ connectedSwitchPortld  INT
connectedSwitchPortWwn VARCHAR(255)
physicalPortwn VARCHAR(255) [
feld VARCHAR(255)




Tejido SAN

=lzone_member —zone

=] Calumn =] Column

Pid INT NOT MULL ?id INT NOT NULL

'? zoneld INT MNOT NULL ? fabricld INT MNOT MULL

@ fabricld INT MNOTMNULLE®#— — — — — — —* name VARCHAR(255) NOT NULL
type ENUM MOT MULL fabricWwn VARCHAR(255) NOT MULL
W VARCHAR(255) MOT MULL configurationname VARCHAR(255) NOT MULL

zoneMame VARCHAR(255)
Zaone Members info.

= fabric

=] Column

P id INT NOT NULL
W VARCHAR(255) NOT MULL
Name VARCHAR(255) NOT NULL
VSANEnabled TINYINT(1) MOT MULL
VSANId VARCHAR(255) MNULL
zoningEnabled TINYINT(1) MOT MULL
identifier VARCHAR(768) NOT NULL
url VARCHAR(255) NULL

*

Elvirtual_switch

= Column

¢ id INT MOT MULL

@ fabricld INT MULL
wwn VARCHAR(255) NOT NULL
ip VARCHAR(1024) NOT NULL
Name VARCHAR(255) NOT NULL

Domainld
DomainldType

VARCHAR(255)
VARCHAR(255)

Priority VARCHAR(255) NULL
SwitchRole  VARCHAR(255) NULL
ChassisWWN VARCHAR(255) NULL
npv TINYINT(1) NOT NULL
isGenerated  TINYINT(1) NOT MULL
type ENUM MULL

Zone and Zone Capabilities info.

=l switch

=lColumn

P id IMT NOT MULL

? fabricld INT MULL
identifier YARCHAR(768) NOT NULL
WWin VARCHAR(255) NOT MULL
ip VARCHAR(1024) NOT MULL
Mame VARCHAR(Z55) MNOT NULL
Manufacturer VARCHAR(255) MNULL
Model YVARCHAR(255) NULL
Firmware VARCHAR{255) MNULL
Domainld VARCHARIZ55) MNULL
DomainldType VARCHAR(255) MNULL
Priarity VARCHAR(255) NULL
WSAMEnabled TINYINT( 1) NULL
SerialMumber VARCHARIZ55) MNULL
ManagelJRL VARCHAR(255) MNULL
SANRouteEnabled TINYINT NOT MULL
active TINYINT( 1) NOT MULL
npy TINYINT( 1) NOT MULL
isGenerated TIMNYINT(1) NOT MULL
type ENUM NULL
url VARCHAR(255) NULL
lastAcquiredTime DATETIME MULL
dataCenter VARCHAR(255) NOT NULL
switchLevel YARCHAR(255) NOT NULL
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Almacenamiento

dr_volume replica.
el NT NOT NUL
4 sourcevoiumela Nt NOT NUL
§ sowsestorage NT NOT N
targetStoragela INT no nu
fabrcs Nt NuLL
pr TINVINT NuLL
sourcePans INT NuLL
targetPorts INT N - —
nopsGount INT N —
mode ENUM NOT NUL
moteRaw WARGHAR(ZS5) NULL
technoiogy WARGHAR(25) NULL
state NUM NOT NUL
stateRaw WARGHAR(25S) NULL
stateStanTime: ETME  NULL
stateSampisTime DATETIME  NULL
stateStartTimeCalouiated TINVINT(T)  NULL
dhCalculated TINVINT(1)  NOT NUL

Scowmn
Tu INT OT NULL|
T voumeid INT NOT NULL|
§ storsgeld INT NOT NULL,
protocoiController  VARCHAR(258) NULL
n VARCHAR(ZES NOTNULLfW — — — | L
1 INT NULL
stogeForWun  VARCHARQIDNULL  f&- — —
snSscurtysidity TINVINT  NOT NULL 1

INT NOT NULL
protocoiControlier VARCHAR(2SS) NULL
storageFortun  VARCHAR{256) NULL
ntatNWn  VARCHAR(225) NOT NULL
INT NULL

INT NOT NULL | +

N NOT NUL ==F

|
|
|
|
|
|
|
|
|
|
|
|
: type ENUM NOT NULLY
|
|
|
|
|
|

hostld
(fm—
‘backend_tun_io VaimEIES)| [} ¢ meatvoume v NULL
Scoumn | ‘\ | aveeis NuLL
F] INT NOTNULLEy L I name VARCHAR(255) NULL
s i vorncfs — — 71| vincianes L
e e 1 i thPovsoned  TINYINTC)  NOT UL
ot N No o)
backendStorageld INT NOT NULL capacity
e | Il e sonr nonond
= i | sGnr o hul
typs VARCHAR(Z5S) NULL
J’ | | || et TINYINTC) NULL
| | repicaTarget TINVINTT)  NULL
b e 28 TN UL
| oyingers INT NULL
NOTNUL — — — — — | sk VARGHAR(ZSS) NULL
ooz T NOTNULL meta TIVINT) NULL
rama | VARCHAR(ZSS) NOT NULL T UARCHARGED UL

protectionType
autoTienngPoicyld
oyl
ng

autTreri

¥
i
)

VARGHAR(258) NULL
INT NULL

TINYINT(T)
DCATETIVE
BIGINT

TINYINT(T)

ENUM NULL
VARGHARI255) NULL

TINYINT(T)

VARGHAR(258) NULL

NoT NuLL)
NULL

NOT NuLLJ

S |
|
|

Hsorage |
Scolmn
= |
sdentiier |
v |
mode! |
manutacturer
serailumber |
microcodeVersion  VARCHAR(25%) NULL
rwCopactyME  EIGINT e Lo
spareRanCapacityMB BIGINT (TTIEN SO,
PR m s |
BIGINT UL
e res |
VBRCHAREED NUL o — — —|
VARCHAR{285) NULL
TINVINT(T) NULL |
WARCHAR(Z85) NOT NULL]
TINYINT()  NULL |
TINVINT()  NULL
i VARCHAR(Z65) NULL |
sthcquiedTine  DATETME  NULL |

=Coumn

] INT NOT NULL
Fhaardlonld INT NOTNULGy
§soegeld INT NOT HULL

lun VARCHAR{25E) NOT NULL

intiatorPartiVan VARCHAR(285) NOT NULL
targetPoriWun  VARCHAR(255) NOT NULL

Nodo de almacenamiento
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BIGINT NULL

VARCHAR(25) NULL
e ENuM NOT NULL
vendor VARCHAR(255) NULL
model VARCHAR(258) NULL

un NOT

diskGroup  VARCHAR(258) NULL
status En NOT NULL
seraiNumber VARGHAR(255) NULL
un VARCHARI258) NULL

INT NOT NULL]
INT NOT NULL
VARCHAR(788) NOT NULL|
VARCHAR(252) NULL
INT NULL

_————— — — — — — %

] N NoT NULLJ
[ — INT NoT NuLj
dentier VARGHAR(TES) NOT NUL
pe VARCHAR(2S) NOT NULLJ
name VARCHAR(255) NOT NULLJ
thnProvisoningSupporied  TINYINT(Y)  NOT NULLJ
ichdelDuCapactty  TINYINT(Y)  NOT NULJ
idGioup TINYINT  noT UL
vendoTier VARCHAR(2SS) NULL
aucTiering TINVINTE NoT UL
usesFlastPools TINYINTG  noT UL
redundancy VARCHAR(2S) NULL
SnapstothlocatsdCapacityMB BIGINT NULL
snapshotlsedCapaciyMB  BIGINT NULL
pacityl8  BIGINT NULL
dataUsedCapacity M8 SiGINT NULL
toislAlocatedCapaciMB  BIGINT nor nuL)
UsedCapacity M8 BIGINT NULL
rawTosabiRato FLoAT nor huL)
reservedCapacityMB BIGINT NULL
oterlisedCapscityMB  BIGINT NULL
otherAllocatedCapacityMB  BIGINT NULL
physicalDiskCapacioAlS  BIGINT UL
isWirtual TINYINT(1) NOT NULLJ
VARCHAR(25) NULL
softLimitCapacityME BIGINT NuLL
dedupeEnabled TINYINT(T) NCT NULLY
‘compressionEnatied TINYINT(T) NOT NULLY
dedupeRatio FLOAT NULL
‘dedupeSavingsGE BIGINT NULL
cempressiorRato FLoar NuLL
compressorSavigsGE  BIGINT NuLL

ul

VARCHAR(25%) NULL

Sicolumn
T tagetintemaioumeld_INT NOT NULL|
7§ sovrosstoragels T NoT NUL]
W souroeintemalVolumeld INT o HuL
— P st INT NoT NuLL|
=
—*  technoiogy VARGHAR(255) NULL
e | N
\

|

B

§ quesla

| identifier 'VARGHAR(768) NOT NULL]

* o e
o peopE L

| hardFieLimit BIGINT NULL
gL

|| recomnmassont  hs
et 1

|| S eme e
bl

| esCapectyis ot

|

1
|
|
|
|
|
|
|
|
|

f
|
!
!
!
!
!
!
!
!
!

Scoumn
/N I T N O o T= i WoT NoLL
¥ srorgerols INT NOT NUL
| O S [ st e NoT UL
‘ | ‘ | identifier 'VARGHAR(768) NOT NULLJ
name VARCHAR(ZES) NOT NULL
,_ _________ -l— ______ P 'VARCHAR(Z85) NOT NULLJ
thinProvisioningSupportad TINYINT(1) NOT NULL
77777777 % thinProvisionzd TINVINT()  NOT NULL
P —— Enum NULL
——————— — pp—— TNviNT) o oLl
| § sionssourceia INT L
| N otCo e o
| | | iastSnapsnotTime DATETE  NULL
T NOT NULLY sstinounAcoes=Time DATETHE  NULL
| & suoTieringroiiyia N NOT NULL| | I sta VARCHAR(255) NOT NULLY
¥ siomgeld e deiliy | [ VARCHAR[ZSE) NULL
[ [ VARCHAR(2:5) NOT NULL | protectionType VARCHAR(285) NULL
) nor wut | fashPooElghity ENUN NULL
—_ ] | dedupeRato FLOAT NULL
‘ ‘ ‘ dedupeSavingsGB BIGINT NULL
[ lomiedCopasiyl8  BIONT  NOTHUL
| | | totallisedCapacityB BIGINT NOT RULLJ
totslUsedCapastyFromDevisslEBIGINT NULL
| | detalocsadCapaci 8 BGNT MU
- I e e
Hauto snapshordlocatedCapsciy M8 BIGINT UL
e napshotUseiCapsciyVB  BIGINT NULL
anTolssbieRat FLOAT nor nul
Fa INT NOT NULL N NOT NULL b el i
Feoragels INT NOTNULL]  § incemalvolumeld INT NOT NULI otherAllocatedCapacity M8 BIGINT NULL
identifier  VARCHAR(T88) NOTNULLY  # storageld INT NOT NULI fotslCloneSavedCapaciyM8  BIGINT i
name VARCHAR(255) NULL identifier VARCHAR(TGE) NOT NULL TINYINT{T) noT huL
. VARCHAR(Z35) NOT NULL Fogetiee T NGT NULL Lt i
7777777777 — quetsHardCapaoity imit/E BIGINT HULL § souroatiorageld INT NOT NULL AT 2T NULL
‘quotaSoftCapacitylimitéB BIGINT NuL ¥ sourceGtreeld  INT NOT NULLJ wi VARCHAR(255) NULL s
quotaUseoCapacityME BIGINT NULL k> o tageiSioageld  INT NOT NULL wuid VARCHAR(258) NULL
s noTML - VRCHARGE NOLL |
securityStyle ENUM NuLL ‘technology VARCHAR(25S) NULL T
e VARCHARZSEINULL |  iaCauisied TINVINT()  NOT UL |
apisks TINYINT(1) NOT NULL e
urd VARCHAR{255) NULL




Sstorage poot |

= Column
T INT ]
storageld INT =
stor:
== identifier VARCHAR(TES) [
SColumn T stormgellodsld | INT 1] | type VARCHAR(255) [&]
T INT e ctomgerools INT 7] name VARCHAR(2ES) [
storageld INT [ storageld INT [ Fhianvision'mgSLeromed TINYINT{1} 153
nams VARCHAR(2EE) [F] L e & INT [ includelnDanCapasty TINVINT(1) [
identifier VARCHAR(TES) [ — raidGroup TINYINT() [
version VARCHAR(255) [ vendorTier VARCHAR(285) []
—— model VARCHAR{ZEE) [ autoTiering TINYINT(T}) [
seriziNumber VARCHAR(255) [T usesFlashFools TINYINT() [
4 state VARCHAR(258) [T redundancy VARCHAR(2E5) [[]
partnerModeld INT s snapshotAllocatedCapacityMB BIGINT Ik
memory SzeMB BIGINT | snapshotUsedCapacityMB BIGINT A
cacheSzeMB BIGINT 0 datatliocstedCapacityME  BIGINT 0
numberOfProcessors INT Ik — — —— —<* datallsedCapacityMB BIGINT [
url VARCHAR(255) |:|r | | totalAllocatedCapacityMB  BIGINT =
totalUzedCapacityMB BIGINT ]
T | | rawTollsableRatio FLOAT [+
e reservedCapacityMB BIGINT A
| otherUzedCapacityMB BIGINT 0
| otherallocatedCapacityMB  BIGINT |
] sionoetionr 3 skt i
] portid = 3 | iimiisn TINVINT{Y) [
= = storage_node_to_internai VEIME]) patiek
storageld INT [ B storageNodeld compressionEnabled TINVINT() [
: = Column L«
chassisConnectorld INT - i volumeld INT_ (/] d=dupsRatio FLOAT |
TY storageNodeld  INT 7] e T & | dedupeSavingsGa BIGINT
FF intemalolumeld INT B g o
chassisConnectorld INT [ compressionRatic FLOAT Ik
5"""‘9*"; 4 :E % | compressionSavingsGE BIGINT O
i nnector|
iassis url VARCHAR(2E5) [
| i Virtus] TINYINT{T} [
| status VARCHAR(255) [
_=3 nternal_wvolume | Svolume
g.Cohlmn SColumn
¥u s =l | i INT Bl
i storagePocild INT = | pre— T 5]
! ;':’;t’;?_e'd LN:RCMR % § intemaNolumeld INT 0
Sl storage_port I i~ i | qreeld I O
S Column VeCep T name VARCHAR(255) [
fu INT tﬁ isioni TINYINT( | e ARl
e D vy e m o thinProvisioned TINYINT(Y [
controlierld INT & thinProvisioned TINYINT{1} = | capscityMB BIGINT &
storageld  INT @A spaceGuarantze ENUM [ “ : BIGINT &
consumedCapacityMB
wamn VARCHAR(2EE) [#] dedup=Enabled TINYINT() [ | SR e S &
nodeWwn  VARCHAR(255) [#] ¥ cloneSourceld INT ] i pacmm’ T =
portld VARCHAR(2E5) [7] snapshotCount INT 0 | e VARCHAR(ZES) [
name VARCHAR(ZEE) [T lastSnapshotTime DATETIME 0 | e T 0
speed VARCHAR(12) [T lastKnowncoessTime DATETIME ] esbiatand TINVINTE)
controller  VARCHAR(25%) [ status VARCHAR(288) [ | N INYINTOY
url VARCHAR(2EE) [ virtuslStorsge VARCHAR(2EE) [7] wlil : e A
active TINYINT() [ protectionType VARCHAR(ZES) [y | diskGroup VARCHAR(25) [
flashPoolEligibility ENUM 0o TNvINTEY
tedpeit Bt 0 virtuslStorage VARCHAR(ZS5) [
M';”Pesa"'"‘gs‘f’a S g:g::; 0O hesd VARCHAR(255) [[]
locatedCapstity] -
tols : L - 4 rowcbonType VARCHAR(2E5) [
mluwuﬂ ) BIGINT JE| technologyType ENUM O
totalUsedCapacityFromDeviceMBBIGINT | sutaTieringPolicyld INT 0
datatllocatedCapacityMB BIGINT ] R
" ing TINYINT() [
datalsedCapacityMB ) BIGINT O wuid VARCHAR(ES) [
snapslnwbcaheﬂc\a.pamtyﬂﬁ BIGINT s s=Mainframe TINYINT{ &l
snapshotUsedCapaciy B BIGINT A Bl Time DATETIME o
rawTollsableRatio FLOAT JEil|
' url VARCHAR(255) [
otherlis=dCaparityMB BIGINT 5] isVirtual TINYINT(T) [0
otherAllocatedCapacityMB BIGINT =]
totsiCloneSavedCapacityME  BIGINT 0
compressionEnabled TINYINT{1) =
compressionRatio FLOAT 1|
compressionSavingsGB BIGINT [
url VARCHAR(2E5) [T

wid VARCHAR(285) [ |
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T NoT NUL

=0 T L
rstuakey  VARCHAR(TSE) NOT NULL
o VARCHARES) NULL

winaiCenterly  VARCHARESS) NULL
Gustefiame  VARGHAR(ES) NULL
staCentehiame. VARCHAR(ZES) NULL

L
ssaner NARCHAR{2S5) NOT NULL

TINVINT

Scoum

& ] T NoT NULL

ety VARGHAR(TE) NoT NULL| e T o oL}
)

ot VARCHARSS) NULL SCour w NoT N
name [ | cetmcioesial NG NP wantiter 'VARCHAR(TES) NOT NULL
ocapacityhs BIGINT P | indecaslakre i NN 41 name. VARGHAR(28) NOT NULL]
rovioredCapacity 8 BGINT  NULL F obeels VT NOTNULL cuotsbadCapacty st BIGIT  NULL
visCentey | VARGHAR(ZSS)NULL = aeie T o CuetsSoACa S BIGINT  NULL
fescapsotl BGINT UL auelaUssiCapactyitB  BIGINT
wseiCapeeiylE BGINT  NULL e Evum nor hu
w VARCHARSS) NULL uw

e

VARCHAR(S12) NULL

V8 INT NuLL
VARCHAR(10) NULL

T
S 1y

en N
owETME NULL o
NoT NuL

§ rassrareis
resconly

T N
TINYINT NULL

s L
wey 'NARGHAR(TSS) NOT NULL|

usesCapasityForReportinghe BIGINT NOLL

un NARCHAR(259) NULL

et
sont

e "
nownas ot | “

TNT NOT NULL
§ uratiacnneia INT NULL
Furnaiska  INT NULL

Capacidad de Datamart

_Aggggggggjgjgggﬂgggggg

T sngea T
aeeis N7 AL
LomelsINT NOT U

§resSeia T NOTNULL
ool INT NOTNULL
INT NOT NULL

NOTNULL
N

Satree.

n

NOT NULL
Nor nuL|

b B
repVolume TINYINT(f)

NOT NULL|

NuLL
NOT N

Las siguientes imagenes describen la capacidad del datamart.
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TNVINTG) ML
N NuLL
VARCHAR(225) NULL
TNVINTE) ML
.

255) NULL
VARCHAR(2SS) NULL

VARCHARIZSS) NULL
T NULL
TINVINT(T)  NOT NuLY
DATETME  NULL
BiGINT NuLL
TNVINTG) WL
N L

e

23 We  EGNT el rssrveaCpaonyUE BiGINT NULL
orllsedCapaciets sIGINT NoTNULL oherlsedCapastME  BIGINT NuLL
BIGINT NULL
e EIGINT NuLL ShyscaDsKCapaciyME  BIGINT NuLL
pacit/lS v e Vil TINVINT(Y)  NOT NULL
srapsholAloosiedCapaotylE  BIGINT e VARCHAR(ZS) NULL
srapshotUsedCapasity IGINT NuLL seftLmiCapasiys SiGINT
TeUssbierato NoT NuL dedupeEniod TINVINT(S)  NoT NuL
poses TNYINT(s)  NoT huL

ttsConeSavedCapacity i3 BIGINT NULL
compressionErabisd TNYINTG)  NOT N
FLoAT NULL

ressionRt
comprassorSauingsGE BGINT
VARCHARES) NULL

potooo
intertaces TET



INT NOT NULL

VARCHAR(255) NOT NULL|
VARCHAR(TE8) NOT NULLJ

Srcocston GORRGE|  Jtertmen

SJcoumn HCowma VARCHAR(TES) NOT NULL
T T NOT NULL T INT NOT NULL vaRGHARZSE) NoT UL e Erers
B T pame  VARCHAR(ZEZ) NOT NULL VARCHAR(1024) NOT NULL}
repfpe  VARCHAR(ZES) NOT NULL vAnGHARETII R vmcmafzss)) o s VARGHAR(Z55) NOT NULL|
§ repapeTe INT NOT NULL AL identifier VARCHAR(TEE) NOT NULL
Happlication_ cardinality SWALLINT ~ NOT NULU o oo M2 VARCHAR(ES) NULL i VARCHAR(1024) NOT NULL
datarh Sl SR ] Lelp AL model VARCHA NOT NULL
Scoumn mest  TINYINTE)  NULL thinFrovisioningSupparted TINYINT(1)  NULL RY255)
¥ seoCrougTk INT NOT NULL " T gsteTk INT NULL thinProvisioned TINYINT()  NULL manufacturer  VARCHAR(ZEE) NOT NULL
GameTe  INT NOT NULLY ‘ wuid VARGHAR(255) NULL 5‘?’“'““’“‘7 . i:ig::mi :E
T #Rep  TINVINTNULL | flexGroupldentifier VARGHAR(TES) NULL neloaooiic etole R
i TNNTOERL | i = e it family VARCHAR(Z55) NOT NULL|
l | | latest TINYINT()  NULL M I it
= i i i latest TINYINT(f)  NULL
A | | i VARCHAR(ZSE) NULL dalelig e BT
Scoumn il VARCHAR(255) NULL
T INT NGT NULL | | T [ eCee VARCHAR(ZS5) NULL
name  VARCHAR(255) NOT NULL |
description VARCHAR{255) NULL 4 l
prioity  VARCHAR(2S5) NULL
i INT NULL
West  TINVINT{)  NULL
dsteTk INT NULL INT NOT NULL
url VARCHAR(255) NULL INT NOT NULL
::I mxhﬂi e storageName VARCHAR[Z55) NOT NULL]
lbusiness_enity_dimensien )| By Lt ok vancuaRsy wL |
Ebusime e e o type VARCHAR(255) NULL
Scoiumn [ e el o HoL] redundancy VARCHAR(258) NULL
T INT NOT NULL SRR =L e thinProvisioningSupported. TINVINT(T)  NULL
fuliname VARCHAR(1024) NOT NULL| appli m""’m INT NOT NULL i NULL
e s latest TINYINT(1) NULL
tenant VARCHAR(265) NOT NULLY [ spplcatonGromsTk INT At
ot VARCHAR(255) NOT NULL] § et INT NOT MULL gateTh INT NULL
businessUnit VARCHAR(255) NOT NULL R servicelevelTk i o isWirtual TINYINT{1} NULL
project VARCHARN 0] M Dt 1 businezsLinit VARCHAR(255) NOT NULL SoesEhshoot Thatent) RO
o I L I businessEntiyTk INT NOT NULL = biindet ] i
banct TINYIN} Lt kasNsmespaceTk INT NOT NULL
it Ll acdon kBsNamespaceGrougTk INT worhuLll, Hservice |
protectionType VARCHAR(2E) NOT NULL SlColimn
storageAooessType  ENUM NOT HULL ¥ wr worwu]
. f o e g T T A e A
Slhost_group_s .V el = b 255 W R name  VARCHARIZES) NOT NULL]
DG, gt marpesmy TINVINT(T)  NOT NULL 2:'“” ‘DNJUELE ﬁﬂﬁ
= INT HOT NULL] | provisionedCapacityMB  BIGINT NOT NULL| | " o
Host  VARCHARI[Z55) NOT NULL] ussdCapacinyME. BIGINT NOT NULL
?;:Hosm i [ﬂ”w il | o | latest  TINYINT()  NULL
= cardinality SMALLINT  NOT NULL| T T | dale Tkl LELE
Laralp dateTk INT NULL | ‘ INT HOT NULL
B oty L] ! - VARCHAR(228) NOT NULL
f? hostGroupTk INT NCT NULLS | | L identifizr VARGHAR(788) NOT NULL |
¥ hostTk INT HOT KULLS & ‘storageldentifier VARCHARITES) NOT NULL|
T | | tu0s s | we S or
i [ [ ks namespace_group_ dmension IS ﬂ T ML
‘Hhost_di ie I l— SJColumn $ latest TINYINT(f)  NULL
Blockmn _ —— f :e 5 L‘:TRCHARGBE} &1 :ﬁ i I e Sdate == L S
ntifier
Fu INT NOT MULLS — VARCHAR{Z25) NOT NULL [>— % epKBsNamespace  WARCHAR{ZES) NOT NULL| ERE
nmme VARG [ARi2aals ST peE clusterName VARCHAR(258} NULL replcBsMamasgacaTke, 1011 S ¥  INT NoTNUL
dentifir  VARCHAR(7E3) NOT NULL] i il i cardinaiity SMALLINT  NOT NULL
i VARCHAR(1024) NOT NULL] dateTk INT NULL
3 (1024) ; PP fulDate DATETIME NOT NULLL
o5 VARCHAR(ZSS) NULL e s Sl TNORT T RN
model VARGHAR{255) NOT NULL daylnYear SMALLINT NOT NULLJ
manufscturer VARGHAR(ZEE) NOT NULLY dsterear SMALLINT NCT NULL]
u INT NULL T 1 monthNum TINVINT  NOT NULLJ
S TINVINTI)  NULL R i daylnWeekNum  TINYINT  NGT NuLLl
dateTk INT NULL quarter TINYINT  NOT NULL]
= VARCHARIZES) NULL ll dayinQustter  SMALLINT NoT NuLLL
datsCenter  VARCHAR{255) NULL repQuarter TINYINT  NOT NULLJ
= rephtonth TINYINT  NOT NULL]
?k;":"'" T T repWesk TINYINT  NOT NULL|
iamespaceGroup repDay TINYINT  NOT NULL
f kB=NamespaceTh INT NOT NULL| e TINYINT(1) NULL
i=Rep TINYINT() NULL yearLabel CHAR(H)  NOT NULL
b INT ULL ‘monthLabel CHAR(7T} NOT NuLL
quaterlsbel  CHAR(T) NOT NuLL)
rephlonthCrlatest TINYINT  NOT NULLJ
sspFlsg TINYINT  NOT NULL]
future TINYINT{1) NOT NULL]
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=lcolumn
7t INT NOT MULL
name VARCHAR(255) NOT NULL
identifier VARCHAR(768) NOT NULL
vendorDiskGroupType VARCHAR(255) MULL
diskType VARCHAR(255) NULL :
status VARCHAR(255) NULL istorage_dimension NES]
redundancy VARCHAR(255) NULL =\Column
vendorTier VARCHAR(255) MULL ? th INT NOT MULL
i VA name VARCHAR(255) NOT NULL
L ey DL P & Ny NOs identifier VARCHAR(768) NOT NULL
) latest TINYINT{1) MNULL — —— — —% ﬁ dateTk INT MOT NULL in VARCHAR(1024) NOT NULL
¢ oateTk el fred o P storageTk INT  NOTNULL model VARCHAR(255) NOT NULL
ENirE AL ST NU'—'—r_ ] P storagePoolTk INT  NOTNULLRy 5  manufacturer VARCHAR(255) NOT NULL
] | P diskGroupTk INT  NOTNULL serialNumber  VARCHAR(255) NULL
| CraChE HCH microcodeVersion VARCHAR(255) NULL
usedCapacityMB BIGINT MOT MULL family VARCHAR(255) NOT NULL
ﬂstoragejool di | physicalDiskCapacityMB BIGINT MOT NULL url VARCHAR(255) NULL
— L _‘ — @ Factdescribes disk group capacity and its id INT NULL
S Column | usage Iatest TINVINT(1) NULL
7t ihih BT s ? dateTk INT NULL
identifier VARCHAR(768) NOT NULL | dataCenter VARCHAR(265) NULL
name VARCHAR(255) NOT NULL | |
storageName VARCHAR(255) NOT NULL | -
storagelP VARCHAR(1024) NOT NULL |
type VARCHAR(255) NULL |
redundancy VARCHAR(255) NULL | =lColumn |
thinProvisioningSupported TINYINT(1) | \? 1k INT MOT MULL |
usesFlashPoals TINYINT(1) NOT NULL i T ET R |
us VARCEAR I _ _| . dayinMonth TINVINT  NOT NULL |
i I e [ dayinYear SMALLINT NOT NULL.
ftest Ut ua) Sl | dateYear SMALLINT NOT NULL |
'} dateTk S Salis yearLabel CHAR(4)  NOT NULL |
isVirtual TINYINT(1) NULL | e e |
| monthLabel CHAR(T)  NOTNULL
| dayinWeekNum  TINYINT  NOT NULL |
— — — —< quarter TINYINT ~ NOTNULLfo— — — — — — — — — =
quarterLabel CHAR(7)  NOT MULL
dayinQuarter SMALLINT NOT NULL.
repQuarter TINYINT ~ NOT NULL
rephonth TINYINT ~ NOT NULL
repWeek TINYINT ~ NOT NULL
repDay TINYINT ~ NOT NULL
repMonthOrLatest TINYINT  NOT NULL
sspFlag TINYINT ~ NOT NULL
latest TINYINT() MULL
future TINYINT({1) NOT NULL
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=l Column
Ptk INT NOT NULL
7 tk INT NOT NULL name VARCHAR(255) NOT NULL
name VARCHAR(255) NOT NULL natiiral(ey) xig:i;g‘;ﬁ: :SIL”ULL
sequence  INT NULL I - T T i
cost DOUBLE NULL | virtualCenterlp WARCHAR({255) NULL
" T NULL | url VARCHAR(255) NULL
id INT NULL
Iatest TINYINT(1) NULL
 dateTk T NULL | latest TINYINT(1) NULL
| ips VARCHAR(4096) NULL
| ¥ dateTk INT NULL
Sldate_amension TS| | |
=l Column |
Dtk INT NOT NULL | ‘
fullDate DATETME  NOT NULL s uti tect S
dayinMonth TINYINT ~ NOT NULL | -
daylnYear SMALLINT  NOT NULL
dateYear SMALLINT  NOT NULL sizeNB BIGINT NOT NULL
yearLabel CHAR(4})  NOT NULL usedMB BIGINT NOT NULL INT NOT MULL
monthNum TINYINT  NOT NULL dateTk INT NOT NULL identifier  WARCHAR(TES) NOT NULL
monthLabel CHAR(T)  NOT NULL hostTk INT NOT NULL name WARCHAR(255) NOT MULL
dayinWeekNum  TINYINT ~ NOT NULL vmiTk INT NOT NULL B _ _ _ _ type ENUM NOT NULL
quarter TINYINT - NOT NULL computeResourceTk INT  NOT NULL domain  WARCHAR(255) NULL
quarterLabel CHAR(T) MNOTNULLg— — — — — — — % 7 INT NOT NULL i TEXT NULL
dayinQuarter SMALLINT  NOT NULL storageTk INT  NOT NULL os WARCHAR(255) NULL
repQuarter TINYINT NOT MULL tierTk INT NOT NULL id INT NULL
rephlonth TINYINT NOT NULL (it -’.g t INT NOT NULL Jatest TINYINT(1) NULL
repWeek TINYINT NOT NULL .r? dateTk INT NULL
repDay TINYINT NOT NULL
repMonthOrlatest TINYINT NOT NULL
sspFlag TINYINT ~ NOT NULL
Iatest TINYINT({1) NULL
future TINYINT(1) NOT NULL

= Column
Pt INT NOT NULL =IColumn
name VARCHAR{255) NOT NULL 7tk INT NOT NULL
identifier VARCHAR(TE8) NOTNULL — N ARCIATEE G kL =] Column
: VARCHAR{ IO DR identifier  VARCHAR(768) NOT NULL  t T SN
VERCHARZ0) ST ip WVARCHAR({1024) NOT NULL computeResourceldentifier VARCHAR(788) NOT NULL
VARCH, SHOLAEE =T 0s VARCHAR(2S5) NULL name VARCHAR(255) NOT NULL
: D pbeie G e model WVARCHAR(255) NOT NULL Iocation VARCHAR(255) NULL
micrcadeNersinn VARG T manufacturer VARCHAR(Z55) NOT NULL hardwareld VARCHAR(255) NULL
family VARCHAR(255) NOT NULL il VARCHAR(2EE) NULL Hine VARCHAR(255) NULL
url VARCHAR(255) NULL o e NULL d INT NULL
id INT e latest TINVINT(1) NULL latest TINYINT(1) NOT NULL
latest TINYINT(1) LR dataCenter  VARCHAR(255) NULL ¥ dateTk INT NULL
dataCenter VARCHAR(255) NULL 7 dateTe £ NULL
§ dateTk INT NULL
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NOT NULL
MOT NULLS

TINYINT(E) NULL

NULL

Svsives e, i T s
S business_e
oass lspotoaton_roup_dinGRSeRIZY| Ao borsesl
Tic INT NOT NULL
Fix INT NOT NULL! 5 | W
Column i=R=p TINYINT{1) NULL
fulname  VARCHAR{1024) NOT NULL T s T
tenant VARCHAR{ZES) NOT NULL A o — — —
lob VARCHAR{ZE5) NOT NULL p :““"w i S st 1
businessUnit VARCHAR{255) NOT NULL o
sl VARGHARDSS) NOT NUILL] cardinality SMALLINT ~ NOT NULL L
: dateTk  INT NULL
ol INT NULL e
latest TINYINT(1) NULL
e INT NOT NULL| dateTk INT NULL S Coltait
name  VARCHAR[Z55) NOT NULL I T L) jeeat
sequence  INT NULL name VARCHAR([255) NOT NULL]
cost DOUBLE NULL ‘ description VARCHAR(255) NULL
" INT NULL ; priority  VARCHAR[ZEE) NULL
Iatest TINYINT(1) NULL id INT NULL
dateTk  INT NULL tatest TINYINT(f)  NULL
datsTk  INT
F o INT NOTNULLlp — — — — — — VARCHAR(255) NULL
T oat=Tk INT NOT NULL
storageTk INT NOT NULL
storageFoolTk INT NOT NULLY
Coh .
?m - e e intemalVolumeTk INT NOT NULL = storage_pool_t
— — — — &} vinualStorageTk INT NOT NULL Scoumn
name  VARCHAR{255) NOT NULL] terTk INT NOT NULL Tu = ey
sequence  INT NULL
phaiontc iy SEDR dentifier VARCHAR[TES) NOT NULL|
ocost COUBLE NULL applicationGroupTk INT NOT NULL] VARCHAR(255) NOT NULL
i INT NULL Jf cervicelevelTk INT NOT NULL ‘:’ e i S e ta
stest TINYINT(1)  NULL businessUnit VARCHAR{ZEE} NOT NULL| it
dateTk  INT NULL  businessEntiyTk e i storagelP VARCHAR({1024) NOT NULL
i VARCHAR(2E5) NULL
i i P e :t:\dam:y VARCHAR(2EE) NULL
amespaceG —_——
:‘:{N Ty;"'ﬂ gﬂw E:i thinProvisioningSupported TINYINT(1} NULL
Slinternal_volume_dim; L P virtual TINYINT(T)  NULL
ElCoiumn a1brata:’2::uityﬂﬁ :i":ﬁTHA g: :ﬁ e
2 tatest TINYINT(T)  NULL
¥tk INT NOT NULL] consumedCapacityMB BIGINT NOT NULL T e i
name VARCHAR(ZES) NOT NULLR — — — ﬁf’am@ MB g:gﬁ £¥ :ﬁ: igVirtual TINYINT(1) NULL
entifier VARCHAR(TEE) NOT NULL | seapcy! usesFlashPools TINYINT()  NOT NULL
storageFoolldentifier VARCHAR(TEE) NOT NULL] — — & ostsUnus=dCapaciylE BIGINT NOT HULLJ ol VARCHAR(255) NUILL
storageNarme VARGHAR(ZES) NOT NULL] =napshotAllocatedCapacityME BIGINT NOT NULL
storagelP VARCHAR{1024) NOT NULL] snapshotUsedCapacityMB  BIGINT NOT NULL
fype VARCHAR(ZSS) NULL totaiCioneSavedCapacityM8  BIGINT NOT NULLY
virtualStorags VARCHAR{ZES) NULL dedupeRatio FLGAT NULL e
spaceGuaranise VARCHAR(2E5) MULL d=dupeSavingsGE BISINT MULL PSP | ...
thinProvizioningSupportsd TINYINT{T) NULL rauTollsablzRato FLOAT T NuLL F i INT NOT NULL]
thinProvisioned TINYINT{T} NULL snapshotCount INT MULL ", identifier VARCHAR(TEE) NOT NULL]
wuid VARCHAR{255) NULL lz=tSnapshotTime DATETIME MULL name VARCHAR(255) NOT MULL}
flexGroupldentifier VARCHAR(TEE) NULL compressionRatio FLOAT HULL clusterName  VARCHAR(255) NULL
i NULL compressionSavingsGE BIGINT NULL " INT NULL
latest TINYINT{1} NULL objectStorelisedSpaceGE  BIGINT HULL Istest TINYINT(T) NULL
datsTk INT NULL [ L] dateTk INT NULL
wri VARCHAR(2EE) NULL J> J> |
Tdate_dimensio ! T?———————
= S storage. —tr—t—tr—
[ Colum:
oo SComn | | ks namespace aroiip Bridse NE|
! trkuna,m I[::r'I'EFIlI'E ﬁ: :t T il beslBt | | St
ul
kBeNamespaceGroupTk INT
daylinMonth TINYINT  NOT NULL :”;{E :;:Eﬁ;m E xﬁ | | ; k8sNamespaoeTk INT
daylnYear SMALLINT NOT NULL 47051 -
dateYear SMALLINT NOT NULL] L VARCHAR(102¢4) NOT NULL | | isRep
monthNum TINYINT  NOT NULL model VARCHAR(255) NOT NULL § e INT
daylnWeskNum  TINYINT  NOT NULL ek ac s AR T NULL L S S ———
e ditm e seriallumber VARCHAR(255) NULL
dmyinQuster  SMALLINT NOT NULL microcodeVersion VARCHAR{ZES) NULL
repQuarter TINYINT  NOT NULL ':""“Y r’;:TR‘:”"‘F‘m) m]_"““— = Cotumn
Month TINYINT  NOT NULL
E;\Neek TINYINT  NOT NULL katest FRTEIEHT) N 0 v 2 sealii o
oty Sl Smin datsTk INT NULL repKBsNamespsce  VARCHAR{255) NOT NULL
i TINVINT(E) NULL ul VARCHAR{255) NULL repKBsNamespacsTh INT NOT NULL|
bel CHAR[®)  NOT NULL dataCenter VARCHAR{255) NULL :::My |50NTMLLINT KEILNLILL
monthLabel CHAR[T) NOT NULL
quarterlzbel CHAR(T) 'NOT NULL
repMonthOrLatest TINYINT — NOT NULL]
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=lk8s_pv_di
=jColumn
ik INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterdame VYARCHAR(255)
phase VARCHAR(B4) [
pvchlame VARCHAR(255) [
id INT [
latest TIMNYINT(1) [l
dateTk INT [
=lk8s_cluster
=l Column
Ptk INT
identifier  VARCHAR(762)
name VARCHAR(255)
id INT [
latest TINYINT(1) [
P dateTk  INT [

Capacidad del puerto

—_————

—

o TlkBs_pvc_s
= Column
Pt INT
dateTk INT
pvcTK INT
clusterTk INT
namespaceTk DOUBLE
pvTk INT
pwSizeBytes DOUBLE [
pucSizeBytes DOUBLE [] _i
| | |
S | |
l |
|
|
=lk8s_nam L
=|Column
Ptk INT
identifier WARCHAR(TES)
name VARCHAR(255)
clusterame VARCHAR(255)
id INT [l
latest TINYINT(1) [F]
dateTk INT [

=ldate_di
=]Column

7tk INT
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthMum TINYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLahel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINTIT)

=lk8s_pvc_ ¢ -

=] Column

Ttk INT
identifier WARCHAR(7G8)
name VARCHAR(255)
clusterMame VARCHAR(255)
namespaceMame VARCHAR(255)
pviame VARCHAR(255) [
phase VARCHAR(B4) [
id INT [l
latest TINYINT{1) [
dateTk INT [
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—ports_fact - =l connected _device meirﬁ GENERIC DEVICE |
Pt INT itk
7 dateTk [T M & ek
P sattchTk IMT M anuEctuer STORLGE
. connecedDeviceTk |MNT i ol AT
? portTk IMT type
fabiic VARCHARZSS) finmaare TAPE
peed VARCHARAD) idl
connedtivityT yoe EMUR | sted
type YVARCHARESS)
datus . ? VARCHARGOD — — — — — — — — — — *|
[ S _ |
| | |
ZIport_dimension Sdate_dimension Iswitch_dimension_
dth [T th INT Ptk INT
P WARCHAR(2SS)e | fullDate DAT ETIME T WARCHAR(25 5]
Pid FMT davi nonth TIRMINT M e WARCHARZ5 5]
lated  TIMYINT1] dayinear ShALLINT ip WARCHARZ5 5]
P dateTk INT date Year S ALLINT tn oclel WARCHARZ55)
tm anthitum TINT [ — “®  manufacturer VAR CHAR(ZS5)
dayd mrveekMum TIMYIMT firmweare VAR CHAR[ZSE)
uarer TINYIMT '} id INT
dayinQuarter  SMALLINT late TIMYINT (1]
repcuater TIMYINT ’:{ dateTk IMT
reptdonth TIMYINT dataCenter VARCHAR[ZSS)
repiEek TIRMINT anitchlewvel  WARCHAR[ZSS)
repbay TIMYINT
| ates TIRMINT




Slcoumn

T =ppBroupTk INT NOT NULL

B apeTk INT NOT NULL
isRep TINYINT(1) NULL

Sistorage_pool_ dimension IS

e
T INT NOT HULL
Mentifier VARGHARITER) NGT NULL]
3 opteasi S| - nnchamce hor
Slcoumn [ INT NOT NULL storageName VARCHAR(255) NOT NULL|
T INT NOT NULL name  VARCHAR(2E5) NOT NULL ::””E‘P x:;zxgg::) ﬂ‘_"“‘-‘-
uence  INT NULL pe
o ] e m Cow | mL,  dEmE
e aun 4 i il Syt A T ST
Pt pesi est  TINVINTG) NULL
ik S latest TINVINTIY  HULL
dateTk INT NULL
T isWirual TINYVINT(T)  NULL
usesFlashPocks TINYINT()  NOT NULL|
| VARGHAR(ZES) NULL

|
|
g

s namespace drmerEEAINEY]

SiColum
S aspiication_cimension || NIPS] T INT NOT NULL
Bcoumn 0 o INT MOT MULLfw— identifier VARCHAR(TE8) NOT NULL|
Tk INT NOT NULLE>— — — — g T NOT NULL name VARCHAR@EGNOTNULLE — —
nams VARCHARIZ55) NOT NULL| storsgeTk INT NOT NULL clusterName VARCHAR(Z55) NULL l
description VARCHAR{285) NULL <toragePoolTk INT NOT NULLp— — — —x ® INT NULL
pridly VARCHARR Y imtemalVolumsTk  INT NOT NULL] e TGS ‘lkts namespace sroup riaae M|
W INT NULL atresTh INT NOT NULL dateTk INT NULL SColumn
latest  TINYINT(1)  NULL virtusiStorageTk INT NOT NULL INT NOT NULL
dateTk INT HULL tieiTk INT NOT NULL}  kBsNamespaceTk INT NOT MULL}
url VARCHAR(256) NULL sarvicsLevelTk INT NOT NULL =Rep TNV MU
applicationTk INT NOT NULL G et S
spplicationGroupTh INT NOT NULL]
businessUnit VARCHAR(Z55) NOT NULL b
Srvic T Jemr SR e |
L —— — —#7 kEsNamespaceTk INT NOT NULL
T NOT NULL k8sNamespaceGroupTk INT NOT NULL kiR INT NOT NULL |
storagebccessType  ENUM NOTNULLE™ — — — —=  repi8sNamespace  VARGHAR(256) NOT NULLFS— — — — —
\‘-’:THCHAH{M& :ﬁl”’m protectionType VARCHAR(255) NOT NULL] repiBshamespaceTk INT NOT NULL
Dl G hardLimitCapacityMB  BIGINT NOT NULL] candinality SMALLINT NOT NULL|
A | e =
S a
P A [ e Saese_amenson - ES)|
| missingQuotalimit= ENUM NOT NULLE®™— — colmn
| T "y T | Gt INT NOT NULL
| | name VARGHAR(25E) NOT NULL
e _| | | | s identifier VARCHAR(TEE) NOT NULL
= Column | | | | storagaldentifier VARCHAR[TEE) NOT NULL
Foe INT NOT NULL] | | type ENUM NOT NULL
name VARCHAR(255) NOT NULL| l | - Ll it
entifier VARCHAR(TES) NOT NULL | | lstest TINVINT{T)  NULL
torageFoolidentifier VARGHAR(TES) NOT NULL) | dat=Tk INT NULL
storageName VARCHAR(ZEE) NOT NULL [
storagelF VARCHAR(1024) NOT NULLE & T i | | _
:‘;:am'* x:;g::gg:‘;: :3‘1‘ fulname  VARCHAR{1024) NOT NULL] ==
tenant VARCHAR{255) NOT NULL| l l = bk
BRI B D lob VARCHAR{Z55) NOT NULL| T INT HOT NULY
t::?:::&'f’swm I::z:m:; :i businessUnit VARCHAR{ZS5) NOT NULL| = storage P DATETIVE NOT NULL
el i I el
; nYear
:ugmwdmmrﬂ r;:TRCWm’ zﬁ ks ALEhEL I, kLl name VARCHAR(ZES) NOT NULL datefear SMALLINT HOT NULL
ey e daisTk INT NULL identifier VARCHAR(TEE) NOT NULL manthium TINYINT  NOT NULL
dareTk INT NULL P VARGHAR(1024) NOT NULL day:n';\:\‘eekwm ;:m:jr NNSI zil-
model VARCHAR(25E) NOT NULL quar
L SRR manufacturer VARCHAR(255) NOT NULL] daylnCuarter SMALLINT NOT NULL
seralNumber  VARCHAR(Z5E) NULL repQuarter TINYINT  NOT NULL
micropodeVersion VARGHAR(255) NULL rephionth TINYINT - NOT NULL
Farily VARCHAR regilesk TINYINT  NOT NULL
u INT NULL repDay TINYINT  NOT NULL
latest TINYINT(T)  NULL latest TINYINT() NULL
dateTk INT NULL yeouiahol CHAR(4}  NOT NULL
wil VARCHAR(255) NULL menthLabel CHAR(T) NOT NULLJ
dataCanter VARCHAR(2EE) NULL quaterlabel  CHAR(T) NOT NULLJ
rephonthOrLatest TINYINT  NOT NULLJ
sspFiag TINYINT  NOT NULL
future TINYINT{1) NOT NULL
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=l efficiency_fact

= Column
7tk INT NOT NULL
¥ dateTk INT NOT NULL

? storageTk

rawCapacityMB

INT MOT MULL
BIGIMT

| backendCapacityMB BIGIMNT

storageTechnology

gainMB
lossMB

potentialGainMB
potentialLossMB

WVARCHAR(255) MULL

BIGINT MOT MULL
BIGIMT MOT MULL
BIGIMNT MOT MULL
BIGINT MOT NULL

.
=Istorage_dimension
=] Column
? tk INT NOT NULL
name VARCHAR(255) MNOT MULL
identifier VARCHAR(TE8) NOT MULL T
ip VARCHAR(1024) MNOT MULL
model VARCHAR(255) MNOT MULL

manufacturer

family

id

latest
¢ dateTk
url
dataCenter

serialMumber
microcodeVersion

VARCHAR(255)
VARCHAR(255)
VARCHAR(255)
VARCHAR(255) MNOT MULL
IMT MULL
TINYIMT(1) MULL
IMNT MULL
VARCHAR(255) MNULL
VARCHAR(255)

Capacidad de almacenamiento y pool de almacenamiento
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=Jdate_dimension

— T T T~ column

7tk INT NOT NULL
fullDate DATETIME MNOT MWULL
daylnMonth TINYINT  MOT NULL
daylnYear SMALLINT  MOT MULL
dateYear SMALLINT  MOT MULL
monthMNum TINYINT  MOT MULL
daylnWeekMum  TINYINT  NOT MULL
quarter TINYINT  MOT NULL
daylnCluarter SMALLINT  MOT MULL
repQuarter TINYINT ~ MOT MULL
rephonth TINYINT  MOT NULL
repWeek TINYINT  MOT NULL
repDay TINYIMT ~ MOT NULL
latest TINYINT(1) MULL
yearLabel CHAR(4) MNOT MULL
monthLabel CHAR(T)  MOT MULL
quarterLabel CHARIT)  MNWOT MULL
repMonthOrLatest TINYINT MOT MULL
sspFlag TINYINT  MOT NULL
future TINYIMNT(1) MOT NULL




=ldate_dimension

=ltier_dimension _

=l Column

7tk INT NOT NULL
identifier VARCHAR(YG8) NOT NULL
name VARCHAR(255) NOT NULL
storageName VARCHAR(255) NOT MULL
storagelP VARCHAR{1024) NOT NULL
type VARCHAR(255) NULL
redundancy VARCHAR(255) NULL
thinProvisioningSupported TINYINT(1) NULL
virtual TIMYINT( 1) NULL
usesFlashPools TIMNYINT( 1) NOT MULL
id INT NULL
latest TINYINT( 1) NULL
dateTk INT NULL
isVirtual TIMNYIMNT ) NULL
url VARCHAR(255) NULL

=lcolumn = Column
Pk INT NOT NULL ? ik INT NOT NULL
fullDate DATETIME MNOT NULL name VARCHAR(255) NOT NULL
daylnMonth TINYINT ~ NOT NULL sequence INT NULL
daylnYear SMALLINT  MNOT NULL cost DOUBLE NULL
dateYear SMALLINT  MNOT NULL id INT NULL
monthMNum TINYINT ~ MOT NULL latest TINYINT(1) NULL
dayinWeekNum  TINYINT ~ NOT NULL dateTk INT MNULL
quarter TIMYINT MOT MULL
| daylnQuarter SMALLINT  NOT NULL] Y
repQuarer TIMNYINT MNOT NULL |
repionth TINYINT MOT MULL
repWeek TIMYINT ~ NOT MULL. |
repDay TIMNYINT MNOT NULL |
latest TINYINT{1) NULL
yearLabel CHAR(4)  NOTNULL |
maonthLabel CHAR(T)  NOTNULL i
quarterLabel CHAR(7)  NOT NULL =lstorage_and_storage_pool,
repMonthOrLatest TINYINT MNOT NULL =lColumn
sspFlag TINYINT ~ NOTNULLE— | ¢ INT NOT NULL - — — —
future TIMYINT{1) NOT NULL .? dateTk Nt NOT NULL
? storagePoolTk INT MOT MULL
? storageTk INT MOT MULL
'? tierTk INT MOT MULL
Zlstorage_dimension backend TINYINT(1) NOT NULL
=lcolumn virtual TINYINT{1) NOT MULL
Tk INT NOT NULL capacityMB BIGINT  NOTNULL
rawCapacityMB BIGINT MOT MULL
ot vaRcraRen noThuL|  USeCmee il
) usedRawCapaci
L O snapshotUsedCapacityMB BIGINT  NOTNULL
el VARG Sl o snapshotUsedRawCapacityMB BIGINT  NOTNULL
mamer ULL isVirtual TINYINT{1) NOT MULL
se.rla i . softLimitCapacityMB BIGINT MULL
;:';:;mdeversmn xﬁggﬁg:g; :S'LI'IT\IULL unconfiguredRawCapacityMe BIGINT  NOTNULL
id INT NULL spareRawCapacityMB BIGINT MOT MULL
|atest TINYINT(1) NULL failedRawCapacityMB BIGINT MOT MULL
unusedVolumeCapaci
:stacemer xﬁggﬁg:g; :Stt volumsConsumadCapacityMe BIGINT  NOTNULL
mappedyolumeCapacityMB BIGINT MOT MULL
maskedVolumeCapacityMB BIGINT MNOT MULL
internalVolumeAllocatedCapacityMB  BIGINT MOT MULL
internalVolumelUsedCapacityMB BIGINT MOT MULL
internalVolumeConsumedCapacityMB  BIGINT MOT MULL
dedupeRatio FLOAT MULL
dedupeSavingsGB BIGINT MULL
compressionRatio FLOAT MULL
compressionSavingsGB BIGINT MULL
compactionRatio FLOAT MNULL
compactionSavingsGB BIGINT MULL
objectStorelsedSpaceGB BIGINT MULL

Capacidad del nodo de almacenamiento
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P INT NOT NULL
name  VARCHAR[Z55) NOT NULL

sequence  INT MULL
cost DOUBLE NULL
id INT NULL
Iat=st TINYINT{1} NULL
dateTk INT NULL

=l Column S : =] Column
itk INT NOT NULL S Column i te INT NOT NULL
rama VARGHAR{255) NOT NULL § INT NOT NULL fullDate DATETIME NOT NULL
identifier VARCHAR(TES) NOT NULL i dst=Tk INT NOT NULL dayinhonth TINYINT  MOT NULL
wversion VARCHAR(Z5E) MOT MULL G storageTk INT MOT MULL daylin¥ear SMALLINT MOT MULL
meedel VARCHAR(ZES) NOT NULLfs— — — — —#§ storagehlodeTk INT NOTNULLR, . dste¥ear SMALLINT NOT NULL
seriaiNumber VARGHAR{255) NOT NUILL i termx INT NCT NULL manthhium TINYINT  WOT NULL
siteName  VARCHAR({Z5S) NULL totaiNodeCapacity UtiizationMB DOUBLE NULL dayinWeskNum  TINYVINT  NOT NULL
wrl VARCHARIZE5) NULL usableModeCapacity UtilizationMB DOUBLE MULL quarter TINVINT  MOT NMULL
id INT MULL usedNodeCapacity UtilizationMB DOUBLE NULL daylnQuarter  SWALLINT MOT MULL
Istest TINYINT(1})  NULL usedMstaDataModeCapacitylUtilzationMB  DOUBLE NULL repQuarter TINYINT  MOT MULL
sateTh INT NULL allowedMetaD CapacityltiizstionhtB DOUBLE NULL rephonth TINYINT  NOT NULL
r 3 repWesk TINYINT ~ NOT NULL
| repDay TINYINT  NOT NULL
latest TINYINT{1) NULL

|| yearLabal CHAR(#) NOT NULL
monthLabel CHAR(T) NOT NULL
A quarterLabel CHAR(T) NOT NIULL
7 rephonthOrLatest TINYINT  NOT NULL
E_WM_ s=pFlag TINYINT  NOT NULL
ElColumn furture TINYINT{f) NOT MULL

Ttk INT NOT NULL]

name VARCHAR(255) NOT NUILL]

identifier VARCHAR(TEE) NCT NULL|

ip VARCHAR{1024) NOT NULL

model VARCHAR(255) NOT NUILL]

manufacturer VARCHAR{2EE) MNOT NULL)
serialiumber VARCHAR{258) MULL
microcedeVersion VARCHAR{ZEE) NULL

famity VARCHAR{255) NOT NULL
) INT NUILL
latest TINYINT{1) NULL
dateTk INT NULL
url VARCHAR{255) NLULL
dataCenter VARCHAR{255) NULL

Capacidad de la maquina virtual
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Slvm dimension |

SColumn
Tk INT NOT NULL
=
name VARCHAR(ZEE) NOT NULL
naturslitey  VARCHAR{TEE) MOT NULLJ ?CWM E:”:mc"&—'“m o T MOT NULL
o VARGHAR[ZEE) NULL o e INT NOT NULL
— name  VARCHAR(ZES) NOT NULL
virtuaiGenterlp VARCHAR(255) NULL ‘ name VARCHAR(2E5) NOT NULL| ¥ e i sl — nos INT MULL
i INT NULL sequence INT NULL used TINYINT(1)  NULL [ ;Eq"'e i S
latest TINYINT(1)  NULL | e DOUBLE NULL vmSpecific TINYINT(1)  NULL | 5 i T
dateTk INT NULL i INT NULL replicationSpecific TINYINT(1)  NULL
: latest  TINYINT(T)  NULL
ips VARGHAR(4088) NULL | laest  TINVINT()  NULL description VARGHAR(ZEE) NULL | s | o 0 s
url VARCHAR{255) NULL ‘ dateTk INT NULL T |
e smensonED| ‘ | -
e ‘ | l | Column
T INT NOT NULL ‘ ] Fu INT NOT NULL
name VARCHAR(255) NOT NULL Elvm_capacity_ract NES. — — — — — — tephpp  VARCHAR(255) NOT NULL
identifier VARGHAR(TEE) NOT NULL ‘ I —— L NOT NULL
storageldentifier VARCHAR(TES) NOT NULL NOT NULL cardinality SMALLINT  NOT NULL ——
type ENUM NOT NULL NGT NULL dateTk  INT NULL  — =] application_
id INT NULL NOT NULL [ Sl Column
Iatest TINYINT{1)  NULL NOT NULL T 2ppGroupTk INT NOT NULL]
dateTk INT NULL NOT NULL P 2poTk INT NOT NULL]
intemalVolumeTk  INT NOT NULL] i M Rep TINYINT(1) NULL
Tk INT NoTHULLE*— — — — — — — —
Sldatastore il O bl EETINE
‘S Column it s st T INT NOT NULL
T T NOT NULL wﬁwl:ﬁ S T rame  VARCHAR(Z55) NOT NULLJ
apy roup
naturalKey VARGHAR(285) NOT NULL] tarTk INT NOT NULL Sescpion: VAR BH A
name VARCHAR(2E5) NOTNULLE— —— —— ~— —— —— “® ¥ sarvicelevellk INT NOTNULLR — _‘ ;’"’"’Y YGRCHAW} :b’&
'moid VARCHAR(255) NULL wmTk INT MOT NULL
d INT NULL datastorsTk INT NOT NULL bies TITYIECH S
West  TINYINT()  NULL atsStorsName  VARCHARGIZINULL  fp— — — = \ ::‘e“‘ \‘JTRCHAR :t't
dzeTk INT NULL datsStoreld INT NULL (255)
vimaiCenterlp  VARGHAR(Z55) NULL |
businessUnit VARGHAR(Z52) NOT NULL IS — — — — | |
businessEntityTk  INT NOT NULL|
M P kBsNodeTk INT NOT NULL ‘ | ‘
fo— — — — — —#*  ciorageAcosssType ENUM NOTHULLRy |
INT NOT NULL 1 capaciyTyps ENUM NOT NULL 1 ‘ e e e
VARCHAR(2EE) NOT NULL st BIGINT NCT NULL | | |
identifier VARCHAR(TSE) NOT NULL] — == = =% pwvisoncdMB  BIGINT NOT NULL VARGHAR(Z55) NOT NULLJ
storag=Poolldentifier VARGHAR(TE8) NOT NULL | . | ‘ | Eleatifer, VA ]
storageName VARCHAR(Z55) NOT NULL | | L7 VARGHARINI NEE ARt
storagalP VARGHAR{1024) NOT NULL | | | | o= ::;g:gﬂm :OU‘T‘LNULL
type VARCHAR(258) NULL | |
; manufacturer VARCHAR(ZEE)  NOT NULL]
vinuaiStorage VARCHAR(2EE) NULL | | :
INT NULL
spaceGuarantes VARCHAR(255) NULL | | .
thinProvisioningSupported TINYINT{T) NULL | | | ‘ | ::1‘1 E;YINT{H zi‘t Slhost_group.
thinProvisioned TINYINT(1) NULL | | ‘ ot s i L » = Column
waid VARCHAR(25S) NULL | [ i i {25? AL T hosiGroupTk INT NOT NULL
flexGroupldentifier VARGHAR(TES) NULL | | | | il pd i hestrc INT NOT NULL
] INT NULL :
latest TINYINT(T) NULL | B Lol b | ‘ | —— LS
dateTk INT NULL | | identifier  VARGHAR(7EE) NOT NULL] |
url VARGHAR(25E) NULL name VARCHAR(ZES) NOT NULLY | |
| clusterName VARCHAR(ZE5) NULL | |
| i INT HULL ik INT NOT NULL
Scoum met iR | | eprost VARCHAR(ZE8) NOT NULL
| T INT NOT NULL l J> k'l repH.nst.Tk INT NOT NULL]
| fullDate DATETIME NOT NULL k ::T“:""" I“”N’_'r""‘"m :&_TL"”""
INT NOT NULL dayinonth TINYINT  NOT NULL Sl storage_
VARCHAR[1024) NOT NULL | evinvesr SMALLINT NOT NULL Scolmn
VARCHAR(Z55) NOT NULL b greoien SMALLITE Dy e T INT NOT NULL
VARCHAR(255) NOT NULL} o monthNum TINYINT  NOT NULL| p— VARCHA NOT NULL
VARCHAR(ZEE) NOT NULL daylnWeskNum TINYINT ~ NOT NULL it s o ekt
VARGHAR(255) NOT NULL} ixley TR io VARCHAR{1024) NOT NULL}
5 o T dayinQuarer  SMALLINT NOT NULL
rter TINYINT  NOT NULL i b S o P
latest TINYINT(T) NULL W\i:h Slan e VARCHAR NOT NULL
SateTk INT NULL i il e seralNumber  VARCHAR{ZES) NULL
t microcodeVersion VARCHAR(ZE5) NULL
replay: TREHTE Mt famiy VARCHAR(2EE) NOT NULL]
latest TINYINT(1) NULL . o il
yearlabel CHAR{#) NOT NULL
monthLabel CHAR(T} NOT NULL :::_;k T;T‘m{“ :ﬁ
quaterlsbel  CHAR[T) NOT NULL . e
repllonthOrLatest TINYINT  NOT NULL R
sspFlag TINYINT  NOT NULL o
future TINYINT(1) NOT NULL

Capacidad de volumen
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Svotme st Y e s s

Siiemor votme amensin S|

Scolumn ?3:"'“’"" = e
i INT NOT HULL T T RO
storsgeldentifies VARCHAR(7E8) NULL identifier WARCHAR(7ES] NOT NULI e VARCHAR(255) NOT NULL T WO NuLL]
btk VARCMR{Es’"O.: i g i el identifier VARCHARITE8) NOT NULI VARCHARI258) NOT NULL] ) .
thinProvisioned TINVINT()  NOT NuLLY storagelP VARCHAR(1024)NOT NULL storsgePoolidentifier  VARCHAR(7ES) NOT NULI VARCHAR(788) NOT NULL] Sservice_lavel
b Vi e o VARCHAR(255) NULL storageName: ARCHARI2E8) NOT NULI VARCHAR(1024)NOT NULLY Hlcolumn
i S L oy VARGHAR(255) NULL storagelP’ VARCHAR(1024) NOT UL VARCHARIZ5S) NOT NULLY T — ST
it e thinProvisioningSusporedTINYINTE1)  NULL ype VARCHAR(258) NULL manufscturer  VARCHAR(255) NOT NULL} s AT
e L PH e i TINVINTH)  NOT NULL vinusiStorage VARCHARI25S) NULL seriaiNumber  VARCHARI2SS]) NULL o e i
I T k aE el spacaGuarantes VARCHAR(25S) NULL micocodeVarsion VARCHAR(ZSS) NULL | o, e i,
8 i il ot TINYINT( NULL inProvisioningSupponsdTINYINT(1)  NULL family VARCHARI25S) NOT NULLY 8 R i
Iatest TINVINT1)  NULL isVirtual TINVINT(1)  NULL Smbyovmdred TIENT( R IEED: i LA HuLL | latest  TINVINT{)  NULL
o TINVINTE)  NULL . VARCHAR(Z55) NULL uuid VARCHARI255) NULL Istest TINYINT(1)  NULL | fowr _wr i
R § dateTx M T :\dexﬁmup\denhlls ::::{CHARF!BE) :SLTLNUL ::lacen(u x::gm;g.::: :3\1_ e
¥ =l Ui | ? st TINMINT(T)  NULL § asteTx INT NULL |
1 e ML | s om s, o S
| |  ostet INT NULL T | =
Sloharsebact foct | | | | 7 mr__ wor wuu
Bt | § storageFool Tk INT HOT HULL]
P INT NOT NULI | ‘ | { storageTk INT NOT NULL]
§ storageTx INT NOT NULL M 77777 il # tieTk INT NOT NULY
'§ storageFool Tk INT NOT NULI | | # badend TINYINT(1)NOT MULL]
§ intenalVolumeTe  INT NOT NULI | INT worn g il capaciyMB BIGINT  NOT HuLU
§ gtreeTic INT NOT NUL = e rawCapacityMB. BIGINT  HOT HULL]
hostTk T NOT NUL | S Mo usedCapadityMB. BIGINT  NOT NULL]
F hostGroupTe INT NOT NULL | Bt G N U U U Ve SENG S VSRS RS S e .. usedRswCspacityMB BIGINT  NOT NULL]
applicationTk INT NOT NULL el ey snapshotUsedCapacityMB BIGINT  NOT NULL]
§ applicationGroupTk  INT NOT NULI | R HEE R e snasshatlsesRenCassciMa BIGINT  NOT NULL]
B tierTk INT wornl = 02020—————— | bt or ] imen: unconfiguredRanCapacityMs BIGINT  HOT HULL]
F senviceLevelTx T NULL nostGroupTE i Hes Scotumn spareRawCapaciyMB BIGINT  NOT NULLJ
businassUnit VARCHAR(ZES)NOT NULLE— — — — — — — — — —8 G e ot e INT NOT NULL] failedRawCapacityMB BIGINT  NOT NULY
1 businessEntiy Tk 1T HOTIRE serviceLevel T INT NOT NULL name VARCHAR(255) NOT NULLJ s ol hoEME
# protectionType VARCHAR(255) NOT NULI storagePoal Tk NT NOT NULL identifier  VARCHAR(768) NCT NULL] usiisediyolumeCapactyiLy EEal leliiis
¥ storagercoessType  ENUM T NULL internslVolumaTk INT noT NuLL ie VARCHAR(1024) NOT NULL} b El T o ]
resourceName VARCHAR{ZE5) NOT NULI qrresTk INT vornuchy T VARCHAR(ZSS) NULL softLimitCapacityMB BIGINT  NULL
§ resourceType 2T REEL KAsNamespacaTk INT NOT NULL model VARCHAR(255) NOT NULLI Yoltmegormune s At S HOTN
# mappedByvi TINYINT(1)  NOT NULI 8sNamespaceGroupTk INT NOT NULL manufacturer VARCHAR(255) NOT NULLL mapradvoiimeCapac L Heann LRl
VirualStorage: TINYINT(1)  NOT NULI isirtual TINYINTIT)  NOT NULY i NT NOLL meged ol e S sty
provisionedCapacityMEBIGINT NOT NULL isBaciend TINYINT(1)  NOT NULL atest TINVINTI)  NULL T O A |
usedCspacityMB BIGINT NOT NULL protectionType VARGHAR(255) NOT NULI url VARCHAR(255) NULL Al O e e ]
 ameTs Lt LEUAL ishecazsad TINYINT{1}  NOT NULI datsCentar VARCHAR(ZES) NULL intearra Vo imaConstimedCapan B I B
isOrphaned TINYINT(1)  NOT NULL astetx INT NULL dacipanato TLoAT L
isProtection TINYINT(1]  NOT NULL Y Y i IF:S“T :g:-uuu
isUnused TINYINT(1)  NOT NULY
ishasked TINYINT(1)  NOT NULL > e s coniions s oy
= isMapped TINYINT{1)  NOT NULI $
L I ] HOjHE provisionedCapecityMB BIGINT NoTnULy Acihc:‘s!m_
name VARCHAR(255)NOT NULLFP— — — — — — — — — — #*  aoceccdCepactyME  BIGINT NULL. - z —" 3 host_group)
igentifier VARCHARI768) NOT NULI crphanedCapacityMB  BIGINT NULL B INT NOT WULLY oo
storapaldentifier VARCHAR{7E8) NOT NULI protectionCapacityMB  BIGINT NULL. repHost  VARCHAR(25B)NOT NULLES— —— —#.= —
type ENUM NOT NULI unusedCapsciyMB  BIGINT NULL F repHostTE INT NoT NuLLE ‘ﬂ hosicaoinTE NI AL
L LA s I T*  consumedCapacityM8  BIGINT MOTNULLGg — — cardinality SMALLINT  NOT NULL] § nostre LA NOT NULL
Istest TINYINT(1) NULL daysSinceLastAcoessed INT NULL § dsteTk INT NULL isRep TINVINT{1jNULL
9 dateTk i e | | —_—
url VARCHARIZEE) NULL | 1 T | .
i J> . Sldate dimension
| K HColumn
i S8 namespace grol e namespace dincision S| e WT___wor L
E‘m’—‘_ | Scolumn fullDste DATETIMENOT NuLL|
Scalumn | W INT NOT NULI INT NOT NULL dayinManth TINYINT  NOT NULL
B INT NOT NULL (255) NOT NUL VARCHAR(TE8)NOT NULL] deylnYesr SMALLINT NOT NULL
name:  VARGHARIZBOING EERY | repkBsNamespacaT INT NOT NULL VARCHAR(258)NOT NULLY dteYear SMALLINT HOT HULL
sequence INT NULL o — cerdinality Mt e clusterName VARCHARI2E5)NULL yasrl akel CHAR(4) NOT NULLJ
cost COUBLE NULL s S e i T NULL monthNum TINYINT  NOT HULL
i LA R Istest TINYINT(1)  NULL monthLabel  CHAR(7) NOT NULLJ
Istest TINYINT(1)  NULL T dateTk INT NULL dayinWeekNum  TINYINT  NOT NULL
FaateTe INT NULL quarter TINYVINT  NOT NULL]
| -—h quanerlabel  CHAR() NOT NULL
dayinQuarter  SMALLINT NOT HULL
oz sz iz oz = - rapQuarier TINYINT  NOT NULL]
rephontn TINYINT  NOT NULL]
repWesk TINYINT  NOT NULL
s r2pDay TINYINT  NOT HULL]
repMonthOrLatest TINVINT  NOT NULL
Blcalwit sspFlag TINYINT  NOT NULL
T sNsmespaceGroupTk INT NOT NULL ey TINYINT(NOLL
B i8shamespaceTk ML L L future: TINYINT{1JNOT NULL

isRep
L3

TINYINT{1)NULL
INT NULL.

Datamart de rendimiento

Las siguientes imagenes describen el rendimiento del datamart.
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= Column

7tk INT
Slapplication_volume | name  VARCHAR(255)
=JColumn =]Column descripion VARCHAR(255) [
7tk INT P tk BIGINT priority VARCHAR(255) [[]
name VARCHAR(255) PP timeTk INT RS U VARCHAR(255) [[]
sequence INT [ fo————— —#9 dateTk INT id INT [l
cost DOUBLE & 7 applicationTk INT latest TINYINT(1) &
id INT F #? applicationGroupTk INT P dateTk INT [
latest TINYINT(1) Fl P tierTk INT ?
P dateTk  INT = FP senviceLevelTk INT
7 businessEntityTk INT |
readResponseTime DOUBLE |
writeResponseTime DOUBLE |
totalResponseTime DOUBLE ; T
lolalResponseTimeNiax DOUBLE | lapplication group biidgel)
) readThroughput DOUBLE | SlCalumn
business_entit writsThroughput DOUBLE ¥ appGroupTk INT
SlColumn sumOfaveragesVolumeThroughput DOUBLE | P® appTk INT
7tk INT maxOMaxvolumeThroughput DOUBLE | . IsRep TINYINT(1) [
ullname VARCHAR(1024) sumOfilaxVelumeThroughput DOUBLE |
tenant VARCHAR(255) readions feeius |
lob VARCHAR(255) —_———® writelops DOUBLE
businessUnit VARCHAR(255) sumOfaveragesvolumelops DOUBLE *
project VARCHAR(255) maxOfdaxVolumelops DOUBLE M
id INT sumOMaxVolumelops DOUBLE S comn -
|atest TINVINT(1) readCacheHitRatio DOUBLE [7] =
@ dateTk INT writeCacheHitRatio DOUBLE [ 7t L
totalCacheHitRatio DOUBLE [ — ———< repapp WARCHAR(255)
totalCacheHitRatioMax DOUBLE [7] ? repAppTk  INT
writePending BIGINT cardinality SMALLINT
readloDensity DOUBLE [ ¢ dateTk INT [
writeloDensity DOUBLE [
2 totalloDensity DOUBLE [7]
SColumn totalloDensityMax DOUBLE []
7t Lf __ __ ____ _ compressionSavingsPercent DOUBLE [ - -
name VARCHAR(255) compressionSavingsSpace DOUBLE [ Eldate_dimi
sequence INT [l totalTimeToFull DOUBLE [T] T T T T Hcelumn
cost DOUBLE [ confidencelntervalTimeToFull DOUBLE [F] Ptk INT
d 7 & fullDate DATETIME
fatest ATV daylnMonth TINYINT
P dateTk __INT [l dayinVear SMALLINT
dateYear SMALLINT
yearLabel CHAR(4)
=i monthNum TINYINT
Ptk INT monthLabel CHAR(T)
? hourDateTime DATETIME daylnWeekNum  TINYINT
hour TINYINT quarter TINYINT
minute TINYINT quarterLabel CHAR(T)
second TINYINT daylnQuarter SMALLINT
microsecond MEDIUMINT repQuarter TINYINT
F dateTk wr - e — % repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TIMYINT{1) [
future TINYINT(1)
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Eltime_dii
= Column

Ptk INT

'? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT
dateTk INT

i

=ldate_dimensic
=|Column
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e
| 7tk INT — ] =l cluster_switch _p_
fullDate DATETIME | =lColumn
Hcluster_switch_port | dayinionth TINYINT 7« INT
=J|Column daylnYear SMALLINT | “}’ timestamp BIGINT
R« INT dateYear SMALLINT | timeTk DOUBLE
¢ timestamp BIGINT yearLabel CHAR(4) L @& dateTk INT
timeTk DOUBLE monthhum TINYINT clusterSwitchPortTk INT
dateTk INT monthl abel CHAR(T) clusterSwitchTk ~ INT Fl
clusterSwitchPorTk INT daymWe sk I EIhE storageTk INT ]
clusterSwitchTk  INT B L o storageMaodeTk  INT B
storageTk INT Fl Ry . quatedaby CHAR(T) __ __., receiveBytes DOUBLE []
storageModeTk  INT & daylnQuarter SMALLINT transmitBytes DOUBLE [T
receiveBytes DOUBLE [ rEpOtixies TINYINT totalBytes DOUBLE []
transmitBytes DOUBLE [ rephionth TINYINT receiveDiscards ~ DOUBLE [
totalBytes DOUBLE [7] repWeek TINYINT transmitDiscards DOUBLE [
receiveDiscards DOUBLE [T Teplyay bl totalDiscards DOUBLE [F]
transmitDiscards  DOUBLE [ repMoninQit:atest iRy receiveErmors DOUBLE []
totalDiscards DOUBLE [T sspFlag TINYINT transmitErrors DOUBLE []
receiveErors DOUBLE [[] IatesE TINYINT(1) ] totalErrors DOUBLE [T
transmitErrors DOUBLE [] T HETNEET receivePackets DOUBLE [
tatalErrors DOUBLE [ | transmitPackets DOUBLE [
receivePackets DOUBLE [7] | totalPackets DOUBLE []
transmitPackets DOUBLE [ | Y
totalPackets DOUBLE [f] SoElarlE ] |
¥ | R
|
I ! | = cluster_switch_|
| SColumn | B t INT
| 7R INT | identifier VARCHAR(255)
| identifier VARCHAR(TES) clusterSwitchid INT Il
| name VARCHAR(255) | storageld INT [l
| address VARCHAR(255) [ | storageNodeld INT E
serialMumber VARCHAR(255) | name VARCHAR(255) []
| netwark VARCHAR(255) [] ] duplexType VARCHAR(255) []
—— —<  version VARCHAR(255) [ — — — storageModePortName VARCHAR(255) [
model VARCHAR(255) [ - storageModePorthMtu VARCHAR(255) []
manitored CHAR 1 portindex VARCHAR(255) [[]
monitoringEnabled CHAR F isl CHAR [
monitoringReason CHAR ] macAddress VARCHAR(255) [
id INT F mtu VARCHAR(255) [
latest TINYINT(1) B number VARCHAR(255) [
? dateTk INT [l type VARCHAR(255) []
? timestamp BIGINT 1 speed VARCHAR(255) [
id INT F
latest CHAR E
dateTk INT F
P timestamp BIGINT E]




Hldate_di

=lColumn
7t INT |
fullDate DATETIME
daylnMaonth TIMNYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR({4)
monthNum TIMYINT
monthLabel CHAR(T)
dayinWeekMum  TINYINT
quarter TINYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TIMNYINT
repWeek TIMNYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINT(1) [
future TINYINT(T)
»
=ldisk_dime

=lColumn

R INT
identifier VARCHAR(768) [
storageldentifier VARCHAR(TG8) []
name VARCHAR(258) [
speed INT ]
location VARCHAR(266) [
role ENUM
vendor VARCHAR(255) [
madel VARCHAR(255) [
type EMUM
diskGroup VARCHAR(255) []
status ENUM
serialNumber  VARCHAR(255) []
url VARCHAR(266) [
id INT 1
latest TINYINT(1) [

P dateTk INT [l

|
|
|
|

=]Column
0tk INT
——————————————————— —# name VARCHAR(255) [¥]
identifier VARCHAR(T68)
ip VARCHAR(1024)
E model VARCHAR(255)
Eldisk_daily manufacturer  VARCHAR(255)
=lColumn serialNumber VARCHAR(255) [[]
?g ti INT microcodeVersion VARCHAR(255) [[]
7 timestamp BIGINT family VARCHAR(255)
dateTk INT T Ty Al VARCHAR(255) [7]
diskTk INT & 3 £l
___ o storageTk INT latest TINYINT(4) [
storagePoolTk INT y deyatienie VARCHAR(285) [
readThroughput ~ DOUBLE [] ¥ oateTk Ll £l
writeThroughput ~ DOUBLE [7]
totalThroughput DOUBLE []
totalThroughputMax DOUBLE [7]
readlops DOUBLE [ -
| writelops DOUBLE [ Zlstorage_pool_di
| totallops DOUBLE [] =Column
| totallopshax DOUBLE [ 72tk INT l
| ree.lduti.li.zati.on DOUBLE [ b Edonbifer VARCHAR(768)
writeUtilization DOUBLE [7] A VARCHAR(255)
| fotaltfureahon DOUBLE [] storageName VARCHAR(256)
-I——. totalUtilizationMax ~ DOUBLE [] storagelP VARCHAR(1024)
| accessed INT 7 fpe VARCHAR(255) [
redundancy VARCHAR(255) [7]
| thinProvisioningSupported TIMNYINT{1) [
| usesFlashPools TINYINT(1)
L e U VARCHAR(255) [[]
id INT [
latest TINYINT(1) [
isVirtual TINYINT(1) [
¢ dateTk INT [l
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S]Column =lColumn
Rtk INT W« BIGINT Bstorage. gl
® hourDateTime DATETIME ¢ timestamp BIGINT =lColumn
hour R — e * imeTk INT T w5
minute TINYINT dateTk INT - - -
o TINVINT TR e identifier VARCHAR(768)
microsecond  MEDIUMINT storageTk INT name ST )
9 dateTk INT AN o storageiame VARCHAR(255)
LN g g B
readThroughput  DOUBLE [] ;t;’eragelp :ﬁgﬁﬁggﬁ;ﬁ
writeThroughput ~ DOUBLE [[] f[® — — — — —
redundancy VARCHAR(255) []
o proug DOUBLE [F] thinProvisioningSupported TINYINT(1) 1
totalThroughputiMax DOUBLE [] C
readin s DOUBLE [ usesFlashPools TINYINT()
writelops DOUBLE [ :'Idrl :}ECHARQSS] S
| totallops DOUBLE
Sl Column totallogsru'lax DOUBLE E i et .
7t INT readUtilization  DOUBLE [ ? :;';';‘ka' H;Y'NT(” S
fullDate DATETIME I — — — — — Y write Utilization DOUBLE [F]
daylnMonth TINYINT totalUtilization DOUBLE [T
dayinYear SMALLINT totalUtilizationMax  DOUBLE [
dateYear SMALLINT accessed INT B r _
yearLabel CHAR(4) SColumn
monthNum TINYINT L Pt INT |
monthLabel CHAR(T) | name VARCHAR(255)
daylnWeekNum  TINYINT | identifier VARCHARI(T768)
quarter TINYINT Zdisk_dimens ip VARCHAR(1024)
quarterLabel CHAR(T) = model VARCHAR(255)
dayinQuarter  SMALLINT SColumn manufacturer  VARCHAR(255)
repQuarter TINYINT e Bl | serialNumber  VARCHAR(255) [
repMonth TINYINT identifier VARCHAR(768) microcodeVersion VARCHAR(255) [0
repWeek TINYINT storageldentifier VARCHAR(768) [[] family VARCHAR(255)
repDay TINYINT name VARCHAR(255) [[] VARCHAR{255) W
repMonthOrLatest TINYINT speed INT 7] id INT Fl
sspFlag TINYINT location VARCHAR(255) [7] |atest TINYINT(1) E]
latest TINYINT(1) [ role ENUM dataCenter VARCHAR(255) [O]
future TINYINT(1) vendar VARCHAR(255) [ 9 dateTk INT E
model VARCHAR(255) [[]
type ENUM
diskGroup VARCHAR(255) [[]
status ENUM
serialNumber  VARCHAR(255) [7]
url VARCHAR(255) [[]
id INT [
latest TINYINT{1) [
® dateTk INT =
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=lhost_volume_hol

=lColumn = Column
=IColumn ? BNt 7t INT
7tk INT . P timeTk INT name VARCHAR(255)
fullname VARCHAR(1024) ? dateTk INT identifier VARCHAR(768)
tenant VARCHAR(255) 'ﬁ hostTk INT ip VARCHAR(1024)
lob VARCHAR(255) - ‘ﬁ hostGroupTk INT . 08 VARCHAR(255) [
businessUnit VARCHAR(255) P tierTk INT model VARCHAR(255)
PFOJECT VARCHAR(255) B serviceLevelTk INT manufacturer VARCHAR(255)
id INT [l @ businessEntiyTk INT url VARCHAR(255) [
- Jeeat TINYINT(1) £l readResponseTime DOUBLE id INT El
? dateTk i = writResponseTime DOUBLE latest TINYINT(1) E
totalResponseTime DOUBLE ? dateTk INT 1
totalResponseTimeMax DOUBLE dataCenter VARCHAR(255) []
=] service | : readThroughput DOUBLE
=|column 'l | writeThroughput DOUBLE Y
9, th INT sumOfAveragesVolumeThroughput DOUBLE [7] |
maxOfilaxvolumeThroughput DOUBLE
name  VARCHAREEI sumOfaxvolumeThroughput DOUBLE | Thost_group_bridge NIIES)
sequence INT El-— % isadops DOUBLE |  Scolumn
_COSt DOUBLE il writelops DOUBLE | 77 hostGroupTk INT
id INT £l sumOfAveragesVolumelops DOUBLE P
latest TINYINT(1) 1 | ﬁ i "
maxOflaxvolumelops DOUBLE 2
P dateTk INT ] sumOfMaxVolumelops DOUBLE | il il Dl
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE [ l
totalCacheHitRatio DOUBLE [ M_
: ! totalCacheHitRatiolax DOUBLE [ ;Column
=lColumn writePending BIGINT ? tk INT
? i INT readloDensity DOUBLE [] . . TR RCEee
fullDate DATETIME writeloDensity DOUBLE [ ? :DHE;TK = (255)
daylntlonth TINYINT e ks 4 rainalty SHALLINT
Y o totalloDensityMax DOUBLE [] ? ;a; !‘ka ity b =
dateYear SMALLINT compressionSavingsPercent DOUBLE [ S
yearLabel CHAR(4) compressionSavingsSpace DOUBLE [
monthiNum TINYINT totalTimeToFull DOUBLE [
monthLabel CHAR(T) confidencelntervalTimeToFull DOUBLE [ Hltier_di
daylnWeekNum  TINYINT ’ '| =JColumn
quarter TINYINT ¥tk INT
quarterLabel CHAR(T) | - ?name VARCHAR(255)
daylnQuarter SMALLINT sequence INT El
repQuarter TINYINT cost DOUBLE A
repMonth TINYINT id INT Fl
repWeek TINYINT =l Column latest  TINVINT(1) [
repDay TINYINT 9t INT s @ dateTk  INT &
rephonthOrLatest TINYINT RS —.? hourDateTime DATETIME
sspFlag TINYINT S TINYINT
latest TINYINT(1) [ L s
o TR second TINYINT
microsecond  MEDIUMINT
@ dateTk INT
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=ldate_dimensic

= Column
f tk INT
fullDrate DATETIME
daylniMeonth TINYINT
=lhost_vm_daily dayinYear SMALLINT
=l Column dateYear SMALLINT
7tk INT yearLabel CHAR(4)
? dateTk INT manthMum TINYINT
? hostTk INT maonthLabel CHAR(T)
readlops DOUBLE [F] dayinWeekMum  TINYINT
writelops DOUBLE [7] quarter TINYINT
totallops DOUBLE [] guarterLabel CHAR(T)
totallopsMax DOUBLE [l . — daylnQuarter SMALLINT
readThroughput DOUBLE [] i T
writeThroughput DOUBLE [] EEph Ut
totalThroughput DOUBLE [] re”";ee" I:::::I
totalThroughputiax DOUBLE FER
readRespgnzeTime Lo E repMonthOrLatest TINYINT
writeResponseTime DOUBLE [ sspFlag TINYINT
totalResponseTime DOUBLE [] kel TINYINT(1) []
totalResponseTimeMax ~ DOUBLE [ ot TR
cpultilization DOUBLE [
maxCOfavgCpultilization DOUBLE [
memaorylitilization DOUBLE [
maxOfivgMemoryUtilization DOUBLE [T *
swaplnRate DOUBLE [ T host i
maxOfavgSwapinRate DOUBLE [ =
swapOutRate DOUBLE [F] =IColumn
maxOfdvgSWapOutRate  DOUBLE [7] 7 ik
swapTotalRate DOUBLE [T ¥ dateTk INT [
swapTotalRateMax DOUBLE [ name VARCHAR(255)
timestamp Blgwt Gl __ . identifier VARCHAR(763)
ipReceiveThroughput DOUBLE [] ip VARCHAR(1024)
ipTransmitThroughput DOUBLE [T 0s VARCHAR(255) [
ipTotalThroughput DOUBLE [ model VARCHAR(255)
ipTotalThroughputhlax DOUBLE [ manufacturer VARCHAR(255)
The performance daily data for hostvm id INT E
perfarmance. latest TIMNYINT(1)
dataCenter VARCHAR(255) [
url VARCHAR(255) [

Rendimiento por hora de la maquina virtual host

300



=ltime_dimens

=|Column
7 tk INT
? dateTk INT
? hourCateTime DATETIME
hour TINYINT
minute TINYINT =ldate dim
second TINYINT =JColumn
microsecond  MEDIUMINT _— 7t i

Time dimension for performance fullDate DATETIME

fact tables.

daylnManth TINYINT

daylnYear SMALLINT

dateYear SMALLINT

‘ yearLabel CHAR(4)

“Ihost vm_hourly _p monthNum TINYINT
=JColumn monthLabel CHAR(7)
P tk BIGINT dayinWeekMum  TINYINT
— guarter TINYINT
§ omeTk it quaterLabel  CHAR(7)
{ daterk - dayinQuarter  SMALLINT
oot i repQuarter TINYINT
Liadon IRt ., __« rephlonth TINYINT
writelops DOUBLE repWeek TINYVINT
totallops DOUBLE repDay TINYVINT
SotauippaEn ettt rephonthOrLatest TINYINT
re E.ldT hroughput DOUBLE sspFlag TINYVINT
writeThroughput DOUBLE fatast TINYINT(1) [
totalThroughput DOUBLE Kkt TINYINT(1)

totalThroughputiax DOUBLE
readResponseTime DOUBLE
writeResponseTime DOUBLE
totalResponseTime DOUBLE
totalResponseTimelMax DOUBLE

OoOONEOENOCEOOEEEEEEEEDEEE E

cpulltilization DOUBLE g host_dime ;
memaryUtilization DOUBLE 'ECnIumn
swaplnRate DOUBLE _ ? i s
swapOutRate DOUBLE :
swapTotalRate DOUBLE ' dateTk INT l
swapTotalRateMax DOUBLE Rl VARCHAR(255)
timestamp Beat e ., o o g identifier VARCHAR(7ES)
ipReceiveThroughput  DOUBLE ip VARCHAR(1024)
ipTransmitThroughput DOUBLE 0s & Eﬁg:ﬁg:::
ipTotalThroughput DOUBLE e
ipTotalThroughputMax  DOUBLE Eﬂ”UfﬂﬂTUfer EECHAREEEEI
|
The performance hourly data for host W TINVINTC) B
il dataCenter VARCHAR(255) [
url VARCHAR(255) [
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S Column

Pk INT
name VARCHAR(255)
sequence INT |
cost DOUBLE (|
id INT F
latest TINYINT(1) F

P dateTk INT |

=] Column
F ik INT
identifier VARCHAR(768)
name VARCHAR(255)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255) [[]
redundancy VARCHAR(255) [7]
thinProvisioningSupported TINYINT(1) [l
isVirtual TINYINT(1) El
usesFlashPools TINYINT(1)
url VARCHAR(255) [C]
id INT M————=
latest TINYINT(1} Fl
P dateTk INT [Fl
=]Column
7tk INT
name VARCHAR(255)
identifier VARCHAR(768)
storagePoolldentifier VARCHAR(768)
storageName VARCHAR(255)
storagelP VARCHAR(255)
type VARCHAR(255)
vinualstorage VARCHAR(255) [If—— — — #
spaceGuarantee VARCHAR(255)
thinProvisioningSupported TINYINT(1)
thinProvisioned TINYINT(1)
uuid VARCHAR(255)
flexGroupldentifier VARCHAR(768)
url VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT
=lColumn
Pk INT
fullname VARCHAR(1024)
tenant VARCHAR(255)
lob VARCHAR(255) [@If—— — — — B
businessUnit VARCHAR(255)
project VARCHAR(255)
id INT
latest TINYINT(1)
P dateTk INT

name VARCHAR(255)
sequence INT Fl
cost DOUBLE (=l
id INT El
latest TINYINT(1) El
P dateTk  INT ]
|
L]
=linternal_volume |
= Column
7Rt INT
7 tmestamp BIGINT
timeTk INT
dateTk INT
internalVolumeTk INT
storageTk INT
viualStorageTk INT
storageNodeTk INT
storagePoolTk INT
applicationTk INT
applicationGroupTk INT
tierTk INT
senviceLevelTk INT
businessEntityTk INT
kBsNamespaceTk INT
kBsNamespaceGroupTk INT
readResponseTime DOUBLE [
writeResponseTime DOUBLE [T]
totalResponseTime DOUBLE  []
totalResponseTimeMax DOUBLE [
readThroughput DOUBLE [
writeThroughput DOUBLE [T
totalThroughput DOUBLE [F]
totalThroughputiax DOUBLE [
readlops DOUBLE [F]
writelops DOUBLE [0
totallops DOUBLE [7]
totallopshax DOUBLE [F]
writePending BIGINT |
readioDensity DOUBLE [
writeloDensity DOUBLE [
totalloDensity DOUBLE [
totalloDensityMax DOUBLE [T
abjectCount DOUBLE [
accessed INT I
frontend TINYINT(1)
backend TINYINT(1)
filesystemCapacityPhysicalUsed DOUBLE [
filesystemCapacityPhysicalAvailable DOUBLE  []
filesystemCapacityLogicalUsed DOUBLE [
totalTimeToFull DOUBLE [
confidenceintervalTimeToFull DOUBLE [

INT

name VARCHAR(255) VARCHAR(255)
identifier VARCHAR(768) identifier VARCHAR(768)
ip VARCHAR(255) version VARCHAR(255)
model VARCHAR(255) idel VARGHAR(258)
manufacturer VARCHAR(255) serialumber VARCHAR(255)
serialNumber VARCHAR(255) [ siteName VARCHAR(255)
microcodeVersion VARCHAR(255) [7] url VARCHAR(255)
family VARCHAR(255) id INT
url VARCHAR(258) [ Jatest TINYINT(1)
id INT = dateTk INT
latest TINYINT(T) [

P dateTk INT =
dataCenter VARCHAR(255) []
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name

priority

url

id

latest
P dateTk

=lapplication_

description VARCHAR(255)

VARCHAR(255)

VARCHAR(255)
VARCHAR(255)
INT

TINYINTCT)

INT

i e i e

4

=Column
isRep TINYINT(1) []
‘? appGroupTk INT
P appTk INT
L]

=JColumn
P INT
T repApp VARCHAR(255)

‘# repAppTk  INT
cardinality SMALLINT

¢ dateTk INT El

=lColumn

Ttk INT
identifier VARCHAR(768)
name VARCHAR(255)
clusterName VARCHAR(255) [C]
id INT
Iatest TINYINT(1) ]

————— < dateTk INT El

fullDate
dayinMonth
daylnYear
dateYear
yearLabel
manthNum
monthLabel
dayinWeekNum
quarter
quarter_abel
dayinCuarter
repQuarter
repMonth
repWeek
repDay
repMonthOrLatest
sspFlag

latest

future

i

=1ks_namespace.
=Column

Wt INT
repK8sNamespace  VARCHAR(255)
repKgshamespaceTk INT
cardinality SMALLINT
dateTk INT

‘ =lColumn
I ™

hour

minute
& Second
DATETIME
TINYINT
SMALLINT
SMALLINT
CHAR(4)
TINYINT
CHAR(T)
TINYINT
TINYINT
CHAR(T)
SMALLINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT
TINYINT(1) [
TINYINT(1)

P dateTk

INT

‘¢ hourDateTime DATETIME

TINYINT
TINYINT
TINYINT

microsecond  MEDIUMINT

INT

=lColumn
?3 k8sNamespaceGroupTk INT
72 K8sNamespaceTk INT
isRep TINYINT(1) [




INT =]Column =JColumn =JColumn
name VARCHAR(255) [V ¥ w4 P INT F t INT
i VARCHAR(768) [V name VARCHAR(255) name VARCHAR(255) [V dentifier VARCHAR(TEB) [V
i = VARCHAR(255) [/ sequence  INT & sequence  INT al name VARCHAR(2SS) [Z
) VARCHAR(2ES)  [7 cost DOUBLE & cost DOUBLE E clusterName  VARCHAR(ZSS) [
serialNumber  VARCHAR(255) E id NT D id INT E d T E
shefae S RRCHAHE S Iatest TINVINT(1) & latest TIYINT(T) E latest TINYINT(T) il
”ﬂr' ‘::RCHARCZ&'" E PoateTe T & Paaek  WT &l dateTk INT F
latest TINYINT(1) [l ?
dateTk INT [l
|
Sstorage_poo dimensioi NS | Sxes_namespace groip BragelE)
=Column =lcolumn | éculu;n B
P o7 . B . #7 kasNamespaceGroupTk  INT
identifier VARCHAR(T68) [V § timestamp BIGINT J | $ kasmmessacﬂ_k P i
name VARCHAR(2S5) [/ e dteT INT 2 | :
: i isRep TNYINT(1) [
storageName VARCHAR(255) [ internalolumeTk INT & |
storagelP VARCHAR(1024) [ storageTk INT 2
type VARCHAR(25S) [ virtualStorageTk INT 2 |
redundancy VARCHAR(258) [ storageNodeTk INT ¥ i |
thinProvisioningSupported  TINYINT(1) [ storagePoolTk INT [l 4
isWirtual TINYINT(1) [ applicationTk INT Il Slkes.n
usesFlashPools TINYINT(1) ™ applicationGroupTk INT 2 =
url VARCHAR(255) [ tierTk INT 2 _ECD’”"”“
id INT F serviceLevelTk INT Fa o INT
latest TINYINT(1) I« businessEntityTk INT 2 repk; VARCHAR(255) [
P dateTk INT F kBsNamespaceTk INT [l repKashamespaceTk  INT &
kBsNamespaceGroupTk INT & cardinality SMALLINT I
readResponseTime DOUBLE & dateTk INT Il
writeResponseTime DOUBLE i
totaResponseTime DOUBLE [ == B
totalResponseTimeMax DOUBLE E2 lapplication ¢
=]Column readThroughput DOUBLE [ Slcolumn
Pt = . writeThroughput DOUBLE [ Ptk INT
name VARCHAR(Z55) totalThroughput DOUBLE l: name. ) VARCHAR(255)
identifier VARCHAR(T68) totalThroughputMax DOUBLE E' dB.SC.FIDlIDI'I VARCHAR(255) |:|
storagePoolidentifier VARCHAR(TEE) readips iy priority  VARCHAR(255) [T
storageName WVARCHAR(255) b DOUBLE [T url VARCHAR(255) [F]
storagelP VARCHAR(1024) tnfaogs DOUBLE [0 d INT 1]
totallopsMax DOUBLE E2 latest TINYINT(1) [E
type VARCHAR(255)  [] : : ’
virtualStorage VARCHAR(zSS) [fi———————————————* wrnaPendm.g BIGINT E2 ? dateTk INT ]
spaceGuarantee VARCHARESS) [ ———— TTiEE [ ?
thinProvisioningSupported  TINYINT(T) F richenly ek
thinProvisioned TINYINT(1) 0 {otaloDensty i |
o e |
flexGroupkdentifier VARCHAR(768) [ e . —
url VARCHAR(255) D ﬁl&systemCapacrtyPhysfoalAvalee DOUBLE [ | E olumn
" NT D ﬁlesystemcapac.rryPny.slcaIUsed DOUBLE l: | e??appGrDup‘l‘k INT
\atest TINYINT(T) & filesystemCapacityLogicallsed DOUBLE [P ?? appTk INT
,? dateTk NT D confidencelntervalimeToFull DOUBLE E | L isRep TNYINTCT) [
totalTimeToFull oousle [T R |
accessed INT i
frontend TNYINT(1) [ ‘
?Culumn backend TNYINT(1) [F
tk INT
fullname VARCHAR(1024) [Z S conim
tenant VARCHAR(255) [V Pt INT
lob VARCHAR(Z55) [& repApp WVARCHAR(255) [#
businessUnit  VARCHAR(255) (& @ repAppTk  INT (2
project VARCHAR(2SS) [ =lcolumn : cardinalty  SMALLINT 2
id T E 7t INT . Slcolumn R osteTk T il
latest TINYNT(T) F fulDate DATETME |7 Pt T
 dateTk HT [ dayinkionth T @ name VARCHAR(ZSS) [V
daylnear SMALLINT [ identifier VARCHAR(768) [V
dateYear SMALLINT [ i VARCHAR(1024) [
vearLabel CHAR(4) [& model VARCHAR(255) [
monthNum TINYINT E manufacturer WVARCHAR(255) E
mblabel  CHART ¥
daylnWeekNum  TINYINT i microcodeVersion  VARCHAR(255) [
quarter TNYINT [ family VARCHAR(2S5) [
quarterLabel CHAR{T} il url VARCHAR(255) [F
daylnQuarter SMALLINT [ id INT [
repQuarter TINYINT E2 latest TINYINT(1) [F
repMonth THYINT [ P dateTk INT F
repWeek TINYINT E dataCenter VARCHAR(255) [
repDay TINYINT @
repMonthOrLatest  TINYINT &
sspFlag TINYINT &
latest TINYINT(1) [
future TINYINT(1) [
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E dhDatztype (NN SiCoumn | hDatatyps NN EColumn dhbststyps NN
fi=Ed INT ] e INT ] = INT ]
Sirame | VARCHAR(ZEE) [ Srame | VARCHAREZSS] ] S identifier VARGHAR(TEE) | [3
=] sequence | INT & = sequence | INT & Sname VARCHAR{ZEE)
" Hoost DOUBLE | Scost DOUBLE 0 S storageName | VARCHAR(255) ||
=L INT O EL] INT O S storagelF VARCHAR{1024)
Satest | TINVINT() | [ Siatest | TINYINTIY) | [ r— ;WDQ ::gm; ia
T [ ‘ = thin TINYINT() | [
Hevimal TINVINT() [
Hstorage_« | | | = us=sFls=hPoais TINVINT() | [
= Coumn &Daatype | NN | ‘ g VARCHAR(EES [
(= INT g A =1 INT
name VARCHAR(2ES) | [ | | | Erry TINVINT(T)
identifier VARCHAR{TEE) | [ i l ‘
S | VARCE AR i TN -
Eme! e L Slarea_daily_performance fast NNE | | e cE—
SJmanufacturer | VARCHAR(ZS) | [7] ScColumn D o
SJseraumber | VARCHAREZES) | [ =% T SlColumn s Datatype
= microcodeVersion | VARCHAR(255) | [ e (=D INT
= family VARCHARDES) [FIf— — — — — — =5 — = = Slidentifier | VARCHAR(7E2)
El VARCHAR(ZS%) | [ Saem s @t — — — —% Smm VARCHAR[2E5)
L m— . B
=S B B e Hntemavioumets —[INT ] Beee — e ]
i INT &)
Stk INT ] ¥ . l
Scoumn Saatpe NN S senvioalevate INT = | M
i=E3 INT i ; o :g g S ] g;olmm - Imz-
Hname VARCHAR({255) | [ 4 ;_
igentifier IVeRcHARGE® (B T T —* ; 'fk :: L] e O
S storageF VARCHAR(TEE) | [7] 5 i Tl | l =JisRep TINYINT{T).
B stormgelame, {WARHAR{0)E " =i = ——]lL)E — L]
Ssiorssdl? VARGHAR(1024) [F i Lk kes_namespace_grous dimensienizs| |
B wciangss Of | e - R rErm |
® INT ]
Guarantes 1 ‘ ‘ T | | = repKas! VARCHARRSS) Fff— — — — — —!
TINYINT(1) | | | El INT &
Sincrovisionsd TINYINT(T) | | = carinaiity SMALLNT | [
Srocusies | o sme— | (R C—
roupldantifier _dimer
£ | SiColurnn B0 ‘ | |
=4 INT ] E=1 INT [t
== i ] - ‘ = rulDate DATETIME | [ ‘ | | 3 3
‘ = a=yinkonth TINYINT | [#] ‘ | =lColumn Dststyps NN
= daylinear SMALLINT |[# | =L INT i
Tbusiness | S astevaar SWALLINT | [ l | | Sneme | VARCHAR[ZES)
SlCalumn @Datatype NN SyzarLatel CHARM | . — —— — S description | VARCHAR(255)
FED INT ‘ =] monthNum TINVINT [ (] atree | FE e TR
full TR ‘ B moal e CHARTY [ = 4B Datatyy S VARCHAR(255,
=l Wﬂ =l dayinWeekNum | TINYINT | [# =L INT 8] | Hia INT
Hterant sz il B = quarter TINYINT | [ Srame VARCHAR(255) [ T Sllatest | TINVINT(T)
b VARCHAR(255) | [ & i 3 & |
B businesolit | VARCHAREESIHE SdsylnQuarter | SMALLINT | [ R ::Qﬁmm =] | T
5 = R{TE8)
- — | — i o i a— o I J o
Slatest TINYINT() e S gu v 5 | l :$ 5
= repbay TINYINT | [#] tatest TINYINT{T) B =
=] repMonthOrLatest| TINYINT | [#] | L animﬁn_ HisRep TINYINT{S) [
= =spFlag TINVINT | [ o & R +
Slistest TINYINT(T) | ] Tow - RS
El TINYINT(1) | [ - S
— SlrepApp | VARCHAR(25E) [F]
= repAppTk | INT ]
=] cardinalinyl SMALLINT | [#]
=
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S[Colbmn | @ Datatype SlComn | fHDatatypa Datatype
Fa= INT T INT f;r m
VARC e
;mm& TR g"’“‘* VARCHARES VARCHAR(TEE) | (7|
Soast DOUBLE & Hoost DOUBLE ::igmmm E
=1 " gﬁm ITlem 1 ISR
Slawest | TINVINT(1) ] 1) VARCHAR(255)
— VARCHAR(258)
‘ T TINYINT(1} M
| TINVINT() | [
Blsoea B | [TiNviNTiy | |
Sochmn FDatatype | | ARG R
L1 INT * L a
= name VARCHAR{ZEE) ‘ gmee_lnm TINYINT(1} ]
= isentifier VARCHAR(TEE) Column
=T vecHsEY e sonr | ]
= model VARCHAR(ZEE) | i Stmestamp BIGINT [ (/] Scoumn Dzatype NN
% manufacturer | VARCHAR(Z65) HtmeTr INT [} Faw INT 2
seralNumber | VARCHAR(ZEE) 4 Haaen INT 5} i HAR(TER)
S microcoteVersion | VARCHAR(SS) ¥ SHaveee INT (1, P %mxH % G oE G e G e G
_ ity YARGHARIZ S storsgeTk INT 5] Sl clusterName| VARGHAR(:
= wrl VARCHAR{258) | [ Sl storageFooTk INT JEil - INT
i INT Sl intemalolumeTk INT i)
;I&El TINYINT(T} =] virtusiStorageTk. INT JEi} gxﬁ I‘T,l:?’wm) = ol B0
GataCenter VARCHAR(ZES) | [ B INT = s :
Sservicelavallk INT =1 ;E INE =
= applicationTk INT & =] e =
Tk INT = =isRep TINVINT{1)| [
=] businessEntity Tk INT |[# | J>
Einternal INT '2‘
INT
SColumn 3 Datatype NN —_—_—————— — ¢t Ha DOUBLE ([ — — — — — —=SColmn dbDatatype NN
V;”‘ L’:TRCHARM E —— & Swtallopstiax DOUBLE [[1f® — — 3% L 7l
rame ‘—T repkBsNamespace | VARCHAR| ——
Slidentifier VARCHAR(T88) % | T ‘ | ;mpﬂ!smnﬁpaneﬂc INT = %
VARCHAR{TEB) = cardinality SMALLINT &
VARCHAR(255) | [¥]| | | ‘ ‘ | gf;m INT 0
VARCHAR(1024) [ | | ‘ ‘ |
VARCHAR(ZSS) | [
el I ' ! et
- | | | = & [
TINYINTCE) | ‘ ‘ Fm INT
VARCHAR(ZES) | || | Srame | VARCHAR(ES]
[VARCHAR{Z55) | — — — —=  Edescription | VARCHAR(z55] (1 j#— — — — ]
INT ‘ ‘ Spriorty | VARCHAR(255] |
Hotest [t |1 | Home THlwn [vARGHARGS é
‘Sl fiexGroupldentifier VARCHAR(TEE) | [ | = = oy ‘ ‘ g;ﬂ !r,;ﬁwmm }v —
=10 INT il ‘ ‘ - E i .
| SfulDate DATETIE | [, | T = e =
SJdaylnkdonth TINYINT | [
hDatsyype | NN| | Saaylnvear SMALLINT | [ ‘ T T T T ‘ Filsten INYVINTY ]
INT £ | ~ SldateYear SMALLINT | (3] g S| A L
Srurame | varcHAR(029) ) Svesisbel __ [ChrRH) W } l | Sl oo
Sterant varcHAR@ZEe) (B, _ | ;m"“m o % application_group GiMERSBRED| b
St VARCHAR(2E5) | [ __ fmonthlsbel HAR(T) i i
SbusinessUnit | VARCHAR(ZEE) | (7] SdayinWeskNum | TINYINT | S Column dhDatatype | NN |
= i INT /|
%zm \‘.'NJ:RCHAR&EQ % Squarteriabel 2::»;% % (ELS vgw VARGHAR(255] E -
St TR |0 StayQuaner | SHALLINT |1 — — — — ¥ Slhowrbaelime | CATETINE | 7] ShrephosTr | INT @
Srepuznz TINYINT | [ Shost TR | 0 Scardinality| SMALLINT | [
Sfreshtontn TINVINT | @ Sminute TINYINT | [ e S
Eleiosk T [ Hseoond TINYINT | [#]
Sreopay e _Slorsseoors | MEDIUNINT F]
SrepblonthOrLatest | TINYINT | [
SeepFlag TINYINT | @
Siatest TINYINTY
E [ TINYINT()| [ |
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Pk INT

name VARCHAR{255)
identifier VARCHAR(768)
ip VARCHAR(1024)
model VARCHAR(255)

manufacturer VARCHAR(255)
serialNumber VARCHAR(255)
microcodeVersion VARCHAR(255)

CooOoEE0EEREEE

family VARCHAR(255)
url VARCHAR{255)
=ldate_dime id INT
=lcolumn latest TINYIMT()
? t* INT l ; dataCenter VARCHAR(255)
7 dateTk INT
fullDate DATETIME
dayinMonth TINYINT |
dayinYear SMALLINT |
dateYear SMALLINT |
yearLabel CHAR({4)
manthMum TINYINT :
monthLabel CHAR(T) Elstorage_node
dayinWeekNum  TINYINT =]Column
quarter TINYINT T ik INT
quarterl_abel CHAR(T) 7 timestamp BIGINT M
dayinQuarter SMALLINT dateTk INT =lcolumn
repQuarter TINYINT storageTk INT T INT
repionth TNYINT Fpb¥———— — — — — E storageNodeTk INT = VARCHAR(255)
repWeek TINYINT tierTk INT lo— — — — Seiies Fl
s U readResponseTime DOUBLE [] o DOUBLE Fl
repMonthOrLatest TINYINT writeResponseTime DOUBLE [7] = ih &
sspFiag T totalResponseTime DOUBLE [ st i IR
raliess TINVINT(T) [] totalResponseTimeMax ~ DOUBLE [7] @ dateTk  INT &
future TINYINT(1) readThroughput DOUBLE [
writeThroughput DOUBLE []
totalThroughput DOUBLE [7]
totalThroughputiax DOUBLE [
readlops DOUBLE [T
writelops DOUBLE [T
=lColumn totallops DOUBLE [0
7tk INT totallopsMax DOUBLE [M]
ane VARCHAR(255) diskReadsReplaced DOUBLE [
identifier VARCHAR(768) cacheHitRatio DOUBLE [[]
s VARCHAR(255) utilization DOUBLE [
model VARCHAR(255) Wf —— — — — — — — @&  utilizationMax DOUBLE []
serialNumber VARCHAR(255) readFileSystemlops DOUBLE []
siteName VARCHAR(255) [ writeFileSystemlops DOUBLE []
iiF VARCHAR(255) [F1] readFileSystemThroughput DOUBLE []
id INT 0 writeFileSystemThroughput DOUBLE [
|atest TINYINT{1) & portUtilization DOUBLE [7]
? dateTk INT E] portErrors BIGINT  []
portTraffic DOUBLE [
accessed INT [
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7t INT 1
‘? hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT
| |
.

=ldate_dime
=l Column

72 INT 1
fullDate DATETIME
dayinMonth TINYINT
daylnYear SMALLINT
dateYear SMALLINT
yearLabel CHAR{4)
monthiMum TINYINT
monthLabel CHAR(T)
dayinWeekNum  TINYINT
quarter TIMNYINT
quarterLabel CHAR(T)
daylnQuarter SMALLINT
repQuarter TINYINT
repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TIMNYINT
latest TINYINT(1) [£]
future TINYINT(1)

e

=lColumn

Cambiar el rendimiento por hora del host

7tk INT 1
name VARCHAR(255) : :
identfier  VARCHAR(768) tier_dimension NN
version VARCHAR(255) =lColumn
model VARCHAR(255) ? tk INT
seriaiNumber VARCHAR(255) name WVARCHAR(255)
siteName VARCHAR(255) [ - — — sequence INT A
url VARCHAR(255) [ | et DOUBLE 1
id INT ] id INT F
; latest T|NY|NT(1) D | |atest T|NY|NT(1] D
} dateTk INT & | @ gateTk  INT 0
| |
| |
=lstorage_node_hou |
=lColumn |
Ttk INT |
¢ timestamp BIGINT |
timeTk INT fo— Slstorage_di
dateTk INT =Column
storageTk INT ? = G I
storageModeTk INT 1 — e
tierTk INT S
readResponseTime DOUBLE [ identifier VARCHAR(768)
writeResponseTime DOUBLE [ ip VARCHAR(1024}
totalResponseTime DOUBLE [ mode RGP
totalResponseTimelMax ~ DOUBLE [7] ma?‘::‘d“:’ xﬁgﬂﬁgg
readThroughput DOUBLE B
writeThrouZhi})ut DOUBLE E microcode\u"ersion VARCHAR(255) [
totalThroughput DOUBLE [1] family VARCHAR(255)
totalThroughputiax DOUBLE [] - — — _“c:' l‘;‘?CH“\R(ﬁm E
readlops DOUBLE :
writeloi}}s DOUBLE E latest TIMNYINTT) |:|
totallops DOUBLE [ dataCenter VARCHAR({255) [7]
totallopshax DOUBLE [ ¢ dateTk LT £
diskReadsReplaced DOUBLE [
cacheHitRatio DOUBLE [
utilization DOUBLE []
utilizationMax DOUBLE [7]
readFileSystemlops DOUBLE [
writeFileSystemlops DOUBLE [
readFileSystemThroughput DOUBLE [
writeFileSystemThroughput DOUBLE []
portUtilization DOUBLE [
portEraors BIGINT  []
portTraffic DOUBLE [
accessed INT il
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=]l application Zlswitch_performal

=lColumn =lColumn
7k INT | 7 i BIGINT
repApp  VARCHAR(255) [ fo—————— ® 9 timeTk INT
¢ repAppTk  INT P dateTk INT
cardinality SMALLINT @ hostTk INT
P dateTk  INT ] — ¢ applicationTk INT
| ¢ applicationGroupTk INT
| § businessEntityTk INT Pt L |
niTraffic DOUBLE [] name VARCHAR(255)
| teTraffic DOUBLE [ identifier VARCHAR(768)
=l application_grot | errorRateFlag TINYINT(1) [] ip VARCHAR(1024)
EColumn | crcErrorRateFlag TINYINT(1) [C] fo— . 08 VARCHAR(255) E
syncLossCount BIGINT [l model VARCHAR(255) [¥]
% :ﬁﬁ?;ouka ::1 | signalLossCount BIGINT 1 manufacturer VARCHAR{255)
= | class3DiscardCount BIGINT 1 id INT
L iskep TINYINTCT) [ | frameTooShortCount BIGINT [ _
| frameTooLongCount BIGINT 1 ? dateTk INT
bbCreditErrorCount BIGINT [ url VARCHAR(255)
| m DOUBLE [ dataCenter  VARCHAR(255)
— | t DOUBLE [
=lapplication_d | nax DOUBLE [
=lCalumn tlax DOUBLE [ =] business i
? tk INT | balancelndex SMALLINT [T =lColumn
— VARCHAR(255) | weightedBalancelndex SMALLINT E 7tk INT
description VARCHAR(255) [] i portSpeed INT
piority  VARCHAR(258) [] o AT ' o :ﬁﬁﬁﬁlﬁ?ﬁ"
id INT B e st i saee s s totalTraffic DOUBLE [ | P SR
latest TINYINT(1) £l trafficUtilizationTotal DOUBLE [ businessUNit VARCHAR(255)
? dateTk INT E trafficltilizationTotalMax DOUBLE [ S T e
- i D nLinkResets BIGNT [ proj 22)
tiLinkResets BIGINT [ id i 0
portErrorsLinkFailure BIGNT [ e IS a
bbCreditZeroRx BIGNT [ ¥ gateTk i [l
bbCreditZeroTx BIGINT |
bbCreditZeroMsTx DOUBLE [
bbCreditZeroTotal BIGINT [l
Scolumn | trafficRateTx DOUBLE [T]
7t INT trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [
s s trafficFrameRateTx DOUBLE [
e SR trafficFrameRateRx DOuBLE [
g::’:“(\:r" i:it::l |, _ _g taficFrameRateTotal DOUBLE [
trafficFrameSizeAvgTx BIGINT 1
yeartanel R trafficFramesSizeAvgRx BIGINT [
massiitiam Al portErrorsTimeoutDiscardTy BIGINT 1
THoNHE AN CHEE porEmorsCre BIGINT [ S, 1. S |
dayinWeebiimiS EL I porErorsEncin BIGINT El ‘§ hourDateTime DATETIME
auarles Ll perEmorsEncOut BIGINT [ hour TINYINT
quarterl.abel CHAR(T) minute TINYINT
daylnQuarter SMALLINT  [& sBcoued TINYINT
TRpLEHEE UG gy T # microsecond  MEDIUMINT
repMonth TINYINT 9 dateTk INT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(1) [
future TINYINT(1)
sspFlag TINYINT
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lfabric_dim

=JColumn

?tk INT
identifier VARCHAR(T68)
wwn VARCHAR(255)
name VARCHAR(255)
vsanEnabled  TINYINT(1)
vsanld VARCHAR(255) [
zoningEnabled TINYINT(1)
id INT 7
atest TINYINT(1) 7

F dateTk INT E]
url VARCHAR(255) [

=lColumn

7 tk INT
wwn VARCHAR(255)
name VARCHAR(255)
ghicType  VARCHAR(258) [7]
type VARCHAR(255) [F]
speed VARCHAR(12) [F]
id INT [l
latest TINYINT(1) [El

7 dateTk INT ]
isGenerated TINYINT(1)
url VARCHAR(255) [

=lColumn

Pk INT
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond MEDIUMINT

P dateTk INT

=lswitch_perfo

Cambiar el rendimiento por hora para el almacenamiento

=]Column
P BIGINT ESicolima
P timeTk INT 1 Fk - =
? dateTk INT identifier VARCHAR(TH8)
? portTk INT name VARCHAR(255)
@ switchTk INT le— — -~ manufacturer VARCHAR(255) ]
$ fabricTk - model VARCHAR(255) [7]
# connectedDeviceTk INT type ENUM el
connectvityType ENUM firmware VARCHAR(255) [
isl TINYINT(1) id INT [l
rxTraffic DOUBLE [ ) latest TINYINT(1) [
biTraffic DOUBLE [ § gateTk INT [
errorRateFlag TINYINT{1) []
crcErrorRateFlag TINYINT{1) [] 3swilch_d'
synclLossCount BIGINT F =\Column
signalLossCount BIGINT [El 7 INT
class3DiscardCount BIGINT Il
frameTooShortCount BIGNT [ iy VAREE SN
frameTooLongCount BIGINT [l fams VARCHAHE )
bbCreditErrorCount BIGNT [ ldentfier: S VARCTEHICH)
o DOUBLE [ ip VARCHAR(1024)
& DOUBLE [] model VARCHAR(255)
e DOUBLE [ manufacturer VARCHAR(255) [7]
b DOUBLE [ b~ fimware VARCHAR(255) [F]
timestamp BIGINT seriaibumber VARCHAR(255) M
totalTraffic DOUBLE [ Y TRaEn
trafficUtilizationTotal DOUBLE [ type LN B
traficUtilizationTotalMax ~ DOUBLE [ id INT ]
nlinkResets BIGINT [ Iatest TINYINT(1) f
LinkResets BIGINT B dataCenter VARCHAR(255) [
portErrorsLinkFailure BIGINT  [F] _ switchLevel  VARCHAR(258)  []
bbCreditZeroRx BIGINT [ ? dateTk INT [
bbCreditZeroTx BIGINT Fl isGenerated  TIMNYINT{1)
bbCreditZeroMsTx DOUBLE [ url VARCHAR(255) [[]
bbCreditZeroTotal BIGINT F
trafficRateTx DOUBLE [
trafficRateRx DOUBLE [
trafficRateTotal DOUBLE [f] =lColumn
trafficFrameRateTx DOUBLE [I] ? tk INT
trafficFrameRateRx DOUBLE  [7] fulDate DATETIME
trafficFrameRateTotal DOUBLE [F] daylnkonth TINYINT
trafficFrameSizeAvgTx BIGINT [l IP—— ——  gavinvear SMALLINT
traficFrameSizeAvaRx BIGINT [ dateYear SHALLINT
pontErrorsTimeoutDiscardTx BIGINT ] yearLabel CHAR(4)
portErrorsCre BIGINT [ T TINYINT
porErrorsencin BIGINT Fl manthLabel CHAR(T)
portErrorsEncout BIGINT 1 dayinWeekNum  TINYINT
quarter TINYINT
———————————————————————— —<  qguarterLabel CHAR(T)
daylinQuarter SMALLINT
repQuarter TINYINT
rephonth TINYINT
rep\Week TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
latest TINYINT(T) [
future TINYINT(1)
sspFlag TINYINT
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=lstorage_di
=l Column

=Iswitch_performance for
=l Column

7 tk BIGINT 7 INT
’? timeTk INT name YARCHAR(255)
? dateTk INT identifier YARCHAR(TGE)
? storageTk INT ip YARCHAR(1024)
riTraffic DOUBLE [7] model YARCHAR(255)
tTraffic DOUBLE [ . manufacturer VARCHAR(255)
errorRateFlag TINYINT(1) [ serialMumber VARCHAR(258) [
crcErrorRateFlag TINYINT(1) [ microcodeVersion VARCHAR(255) @
syncLossCount BIGINT [ family VARCHAR(255)
signalLossCount BIGINT [ id INT [
class3DiscardCount BIGINT [ latest TINYINTT) [
frameTooShotCount BIGINT [ ? dateTk INT [
frameToolLongCount BIGINT [ dataCenter VARCHAR({255) [
bbCreditErrorCount BIGINT [ url VARCHAR(255) [
i DOUBLE [
e DOUBLE [
rhax DOUBLE [ ; 7
behdax DOUBLE [T =ldate duas
balancelndex SMALLINT  [7] =JColumn
weightedBalancelndex SMALLINT [ 7tk INT
portSpeed IMNT fullDate DATETIME
portCount INT daylnMonth TIMNYINT
totalTraffic DOUBLE [ daylnYear SMALLINT
trafficltilizationT otal DOUBLE [ dateYear SMALLINT
trafficlMtilizationTotalMax DOUBLE [ yearLabel CHAR(4)
rLinkResets BIGINT [ monthum TINYINT
tLinkReseis BIGINT [ maonthLabel CHART)
portErrorsLinkFailure BIGINT [ - daylnWeekMum  TINYINT
bbCreditZeroRx BIGINT [F quarter TINYINT
bbCreditZeroTx BIGINT [ quarterLabel CHAR(T)
bbCreditZeroMsTx DOUBLE [ daylnCuarter SMALLINT
bbCreditZeroTotal BIGINT [ repCluarter TINYINT
trafficRateTx DOUBLE [ rephMonth TINYINT
trafficRateRx DOUBLE [ repWeek TINYINT
trafficRateTotal DOUBLE [ repDay TIMYINT
trafficFrameRateTx DOUBLE [ repMonthOrLatest TINYINT
trafficFrameRateRx DOUBLE [ latest TINYINT(1) [
frafficFrameRateTotal DOUBLE [ future TIMNYIMNT(T)
trafficFrameSizefvgTx BIGINT [ sspFlag TIMYINT
frafficFrameSizeAvgRx BIGINT [
portErrorsTimeoutDiscardTx BIGINT [
pontErrorsCreo BIGINT [ *
portErrorsEncin BIGINT ] Stime di
portErrorsEncCut BIGINT [ - T —

7tk
hourDateTime DATETIME
hour TINYINT
minute TINYINT
second TINYINT
microsecond  MEDIUMINT
? dateTk INT
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Cambiar el rendimiento por hora para la cinta

=lswitch_performance_ =ltape_dime

= Column = Column

7tk BIGINT 7 tk INT

? timeTk INT name VARCHAR(Z55)

P dateTk INT identifier VARCHAR(768)

¥ tapeTk INT — — —% ip VARCHAR(1024)
rcTraffic DOUBLE [ manufacturer VARCHAR(255) [
Traffic DOUBLE [0 seriaiMumber VARCHAR({255) M
errorRateFlag TINYINT() [ id INT [
crcErrorRateFlag TINYINT) [ |atest TIMYINTI(T) [
syncLossCount BIGINT [ ¥ dateTk INT ]
signalLossCount BIGINT [
class3DiscardCount BIGIMT il
frameTooShontCount BIGIMT [ “Jdate dime""ﬂ"
frameTooLongCount BIGINT [ : =
bbCreditErrorCount BIGINT [ = Coum
o DOUBLE [ 7t INT
tx DOUBLE [ fullDate DATETIME
reMax DOUBLE [ daylnMonth TINYINT
bMax DOUBLE [T daylnYear SMALLIMNT
balancelndex SMALLINT [ dateYear SMALLINT
weightedBalancelndex SMALLINT [T yearLabel CHAR(4)
portSpeed INT maonthMum TINYINT
portCount INT monthLabel CHAR(T)
totalTraffic DOUBLE [ s daynWeekNum  TINYINT
trafficitilizationTotal DOUBLE [ quarter TIMYINT
trafficUtilizationTotalMax DOUBLE [ quarterLabel CHAR(T)
riLinkResets BIGINT [ daylnCuarter SMALLINT
tilinkResets BIGINT il repQuarer TINYINT
porErrorsLinkFailure BIGINT [ repMonth TINYINT
bbCreditZeroRx BIGINT [ repWeek TINYINT
bbCreditZeroTx BIGINT [ repDay TINYINT
bbCreditZeroMsTx DOUBLE [ repMonthOrLatest TINYINT
bbCreditZeroTotal BIGINT [ latest TINYINT(1) [
trafficRateTx DOUBLE [ future TINYINT(1)
trafficRateRx DOUBLE [0 sspFlag TINYINT
trafficRateTotal DOUBLE [
trafficFrameRateTx DOUBLE [
trafficFrameRateRx DOUBLE [ ‘
trafficFrameRateTotal DOUBLE [ ; =
trafficFrameSizeAvgTx BIGINT [ time_di
trafficFrameSizeAvgRx BIGINT [ =l Column
porErrorsTimeoutDiscardTx BIGINT [ S | ;?tk IMT
portErrorsCre BIGINT [ hourDateTime DATETIME
portErrarsEncin BIGINT il o TINYINT
porErrorsEncOut BIGINT [ i TINYINT

second TIMYINT

microsecond  MEDIUMINT
¢ dateTk INT
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Rendimiento de la maquina virtual

=lbusiness_ =Jvm_dimensi
=lColumn v i EColumn
Ptk INT i | écmu—'mn' = '.? tk INT [ |
fullname VARCHAR(1024) T SN F dateTk INT [
tenant VARCHAR(255) L name VARCHAR(255)
lob VARCHAR(255) § timeTk INT naturalkey ~ VARCHAR(768)
businessUnit VARCHAR(255) — ‘:? dateTk INT 05 VARCHAR(255) [
project VARCHAR(255) # hostTk INT vitualCenterlp VARCHAR(255) [T
id INT & # wm . L i INT &
latest TINVINT(1) B b ErRinEY il latest TINYINT(1)
' dateTk INT F applicanonth i : url VARCHAR(255) [
applicationGroupTk INT ips VARCHAR(4096) [
readlops DOUBLE []
writelops DOUBLE [
=0 totallops DOUBLE Zlhost d
totallopsMax DOUBLE [T S\column
=lColumn readThroughput DOUBLE = = = -
i FE ) SR ®  wiiteThroughput DOUBLE [ _
name VARCHAR(255) totalThroughput DOUBLE ' dateTk INT _
description VARCHAR(255) [ totalThraughputilax DOUBLE [ name WARCHAR{Z55}
priority VARCHAR(258) [7] readResponseTime  DOUBLE [ identifier WARCHAR(7G8)
url VARCHAR(255) [ writeResponseTime  DOUBLE [f@— — — — — — 1P VARCHAR(255)
id INT Fl totalResponseTime  DOUBLE 03 VARCHAR(255) []
latest TINYINT(T) Fl totalRespenseTimelax DOUBLE [0 madel WARCHAR{Z55)
¥ dateTk INT Fl cpulltilization DOUBLE manufacturer VARCHAR(Z255}
memonyUtilization DOUBLE [ id INT ]
swapinRate DOUBLE latest TINYINT(T)
swapQutRate OOUBLE E dataCenter YARCHAR(255}) D
| swapTotalRate DOUBLE [ url VARCHAR(255) []
Sapplicath | ;wapTotaIRateMax DOUBLE D
g | timestamp BIGINT
Qoolumn | ipReceiveThroughput  DOUBLE
1 appGroupTk INT ipTransmitThroughput DOUBLE
7} appTk INT | ipTotalThroughput DOUBLE [ :
isRep TINYINT(1) | ipTotalThroughputiax  DOUBLE o SlColumn
| processors INT [l Pt INT
memory BIGINT [ fullDate DATETIME
| daylnManth TINYINT
| dayinYear SMALLINT
| | | dateYear SMALLINT
| | yearLabel CHAR(4)
| | | monthium TIMYINT
| maonthlabel CHAR(T)
| | J> daylnWeekMum  TINYINT
* | quarter TINYINT
=lapplication i | quarterLabel CHAR(T)
EColu.mn. — | : daylnCuarter SMALLINT
e INT [ | repQuarter TINVINT
P il A | 7§ catetx INT rephlanth TINYINT
_fepApp  VARCHAR(255) | ‘% nourDateTime DATETIME — — —— —  repWeek TINYINT
§ repAppTk  INT ¥ ] hour TINYINT repDay TINYINT
cardinality  SMALLINT T minute TINYINT rephonthOrLatest TINYINT
§ dateTk INT ] second TINYINT sspFlag TINYINT
microsecond MEDIUMINT latest TINYINT(A
future TIMYINT(1)
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=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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Zltime_dimen

=Column

7 tk INT 1

¢ hourDateTime DATETIME

—— —<  hour TNYINT

minute TINYINT
second TINYINT
microsecond  MEDIUMINT
dateTk INT

|
|
|
|
|
|
|
|

=]Column _
7tk INT — ] =lvmware_host_dz
fullDate DATETIME | =|Column
Slvmware_host_h daylnionth TINYINT — 7 & INT
=lColumn O daylnYear SMALLINT 1{ timestamp BIGINT
T« INT y dateYear SMALLINT timeTk DOUBLE
7 timestamp BIGINT I yearLabel CHAR(4) dateTk INT
timeTk DouBlE @ @« e mgHEuny Tl vmwareHostTk INT
dateTk INT monthLabel CHAR(T) powerAvg DOUBLE [
vmwareHostTk INT dayinWeekNum  TINYINT powerCapAvg DOUBLE []
powerAyg  DOUBLE [] P T energyAva  DOUBLE [7]
powerCaptvg DOUBLE [ quarterLabel CHAR(T)
ety DOUBLE [] daylinQuarter SMALLINT ?
repQuarter TINYINT
’ repMonth TINYINT
repWeek TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
sspFlag TINYINT
latest TINYINTE) [
future TINYINT(1)

=lvmware_host_di

=|Column

7 i INT N
identifier VARCHAR(TEE)
name WVARCHAR(255)
numCpuCaores BIGINT [
numCpuPackages  BIGINT

L__ _ _ . numCpuThreads BIGINT |

numiodes BIGINT 1]
hyperThreadActive CHAR [F]
hyperThreadAvailable CHAR [l
hyperThreadConfig  CHAR [
id INT ]
latest TIMYINT() I

§ dateTk INT 1

§ timestamp BIGINT 1
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=lvm_dimensior

=lColumn
7t INT i |
= g : e f ' dateTk INT al
___:—glb"s'm— gl ! name VARCHAR(255) [@
Scolumn i naturalikey  VARCHAR(768)
Tk INT i | Slvm_daily 05 VARCHAR(255) [
fullname VARCHAR(1024) S Column vitualCenterlp VARCHAR(255) [
tenant VARCHAR(255) Rt INT y Y INT [
lob VARCHAR(2RE)  [¥] ﬁ dateTk INT 1} latest TINYINT(1)
businessUnit VARCHAR(255) — — — — %7 fimestamp BIGINT /] url VARCHAR(255) [
project VARCHAR(255) 7 hostrk INT ips VARCHAR(4096) [7]
id INT 0 P vmTk INT ]
Iatest TINYINT(1) £l businessEntityTk INT J>
P dateTk INT Fl applicationTk INT = i
applicationGroupTk INT =l ol HitE
readlops DOUBLE [] SColumn
: ) writelops DoUBLE [ P INT
=l applicatio totallops DOUBLE [T fullDate DATETIME
ECGIumﬂ | totallopsiMax DOUBLE [ daylnMonth TIMNYINT
? th INT I_ _____ Py readThroughput DOUBLE [7] daylnYear SMALLINT
P— VARCHAR(255) writeThroughput DOUBLE [ dateYear SMM_UNT
description VARCHAR(255) totalThroughput DOUBLE [ yearLabel CHAR{4)
priority VARCHAR(255) [ totalThroughqulax DOUBLE [] monthMum TINYINT
url \fARCJ—!AR(ESS') & ree.ldResponseT{me DOUBLE [7] maonthLabel CJ—MR(?]
id INT Bl wrlteResponseTme DOUBLE [ SRS S | daylnWeekMum  TINYINT
latest TINYINTCT) totaIResponseT?me DOUBLE [T quarter TINYINT
,? dataTk INT [l totalResponseTimeMax DOUBLE [] quarterLabel CHARI(7)
cpulltilization DOUBLE [7] daylnQuarter SMALLIMT
? maxCiavgCpultilization DOUBLE [ repQuarter TINYINT
memaryltilization DOUBLE [7] replonth TINYINT
| maxOfavoMemornyUtilization DOUBLE [ repWeek TINYINT
| swaplnRate DOUBLE [} repDay TIMYINT
| maxOfsvgSwapinRate DOUBLE [ repMonthiOrLatest TINYINT
swapOutRate DOUBLE [T sspFlag TINYINT
| maxOfivgSwapOutRate DOUBLE [ latest TINYINTT)
=lColumn | swapTotalRate DOUBLE [] future TIMNYINT(T)
72 appGroupTk INT | swapTotalRateMax DOUBLE [
8 appTk INT | ipF{ecei'«'e'[_ll'jr:ough'::ﬂutt Bgﬂgti E
; - ipTransmitThroughpu
il T Fl | ipTotalThroughput DOUBLE [ .
| ipTotalThroughputilax DOUBLE [ - =lColumn
processors INT [F1] Tt INT
) l Lt Hiowr B name VARCHAR{255)
Elappﬁcatiqﬁ; 1 1 , identifier VARCHAR(TEE)
Sjcolumn i | in VARCHAR(255)
7 INT /] | os VARCHAR(255)
= maodel VARCHAR{255)
i Ak | manufacturer VARCHAR(255)
# repAppTk  INT s - =4 i e i
. cardinality SMALLINT et TINVINT()
§ gateTk _INT & dataCenter  VARCHAR(255)
url VARCHAR(255])
@ dateTk INT
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= Column

=Column
T INT i | 1 INT i |
fulinamea VARCHAR(1024) 7 dateTk INT El
tenant VARCHAR(255) name VARCHARI(255)
lob VARCHAR(255) | _ naturalkey  VARGHAR(768)
bissinessUnit VARCHAR(255) — — — @} dateTk ek oS VARCHAR(255) [
: : = ? hosiTk INT i
project VARCHAR(255) b vitualCenterlp VARCHAR(255) [T
id INT & ? akis _ INT id INT 1l
latest TINVINT(1) F SusERSERBIEN il latest TINVINT(T)
 cateTk INT = SppcSEbY . : ur VARCHAR(255) []
applicationGroupTk INT ips VARCHAR(4096) [
readlops DOUBLE [
writelops DOUBLE [
SN appiica totallops DOUBLE
EColumr;- totallopsMax DOUBLE [T =Calumn
readThroughput DOUBLE = e
 ti NEL e s s &  writeThroughput DOUBLE [ 4L .
name VARCHAR(255) totalThroughput DOUBLE P dateTk INT .
description VARCHAR(255) [ totalThroughputhax DOUBLE [T} name VARCHAR(Z55)
priority VARCHAR(255) [ readResponseTime  DOUBLE [ identifier VARCHAR(768)
url VARCHAR(255) [ writeResponseTime  DOUBLE [f#— — — — — — 1P VARCHAR(255)
id INT 1 totalResponseTime  DOUBLE os VARCHAR(285) [
latest TINYINT(1) Fl totalResponseTimelax DOUBLE [0} maodel VARCHAR(Z55)
¥ dateTk INT Fl cpulltilization DOUBLE manufacturer VARCHAR(Z55}
memonyUtilization DOUBLE [ id INT £
swaplnRate DOUBLE iatesd TINYINTCT)
swapOutRate DOUBLE [ dataCenter  VARCHAR{255) [
| swapTotalRate DOUBLE [ url VARCHAR(255) [[]
| swapTotalRateMax DOUBLE [ ?
| timestamp BIGINT
= | ipReceiveThroughput  DOUBLE ))
¢ appGroupTk INT ipTransmitThroughput  DOUBLE
77 appTk INT | ipTotalThroughput DOUBLE [ Sldate_di
TINYINT(1) & | ipTotalThroughputiax  DOUBLE _ _ _QQCOIumn
| processors INT [l Ptk INT
Memary BIGINT ] fullDate DATETIME
| dayinManth TINYINT
| | dayinYear SMALLINT
| dateYear SMALLINT
| yearLabel CHAR(4)
| | monthium TINYINT
| monthLabel CHAR(T)
| | daylnWeekMum  TINYINT
» | quarter TIMNYINT
Zlapplication_gi : | quarterLabel CHAR(TY
;Colu.mn. —= | : dayinCuarter SMALLINT
Pk INT L I repQuarter TINYINT
A i) | P dateTk INT rephionth TINYINT
_repApp  VARCHAR(255) | ¥ hourDateTime DATETIME repWeek TINYINT
¥ repAppTk INT & ] hour TINYINT repDay TINYINT
cardinality  SMALLINT T T minute TINYINT rephlonthOrLatest TINYINT
P dateTk INT E second TINYINT sspFlag TINYINT [
micresecond  MEDIUMINT Iatast TINYINT(1)
future TINYIMT{1)
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INT [#]
VARCHAR(Z55) [#

INT = wmdk_t
VARCHAR(255) [#] il L -
DOUBLE 0 = Column
identifier VARCHAR(TES) [#] e 0 T NT [
i VARCHAR{1024)[#
A Vﬁﬂcm\:ims;) latest  TINVINT() [ naturalkey VARCHAR(TES) [#]
Lt ¥ dateTe  INT [l name VARCHAR{255) [#]

manufacturer VARCHAR{255)
serialNumber VARCHAR(255)

| url VARCHAR{255) [[]

migooedeVersion VARCHAR(2E5) INT
family VARCHAR{25S5) TiNvINT(1) [
url VARCHAR[Z5E) INT
id INT
e AL — — i — —*  timestamp BIGINT []
¥ dateTk INT
dataCenter VARCHAR(255) d:::;; :$ %
i
dataStoreTk INT e}
wmTk INT [
res v Sitatstore_smension WY
tierTk INT [ Slcolumn
servicelevel Tk INT = e NT E
i::ﬁ,? ::’SUBLE % naturalKey  VARCHAR(7ES) [+
e — - writelops R :::I’;E ::;gm:}:;:%
’ totallops DOUBLE [ :
name  VARCHAR{255)[# totallopshiax DOUBLE [0 virtus|CenterlpVARCHAR(255) [[]
sequence INT npr———mM—m—mm—m————— —#  readThroughput DOUBLE [7 b VARCHAR(255) [
cost DOUBLE O writeThroughput DOUBLE [0 id INT O
id INT | totslThroughput DOUBLE [ latest TINYINT(1) [
|atest TINVINTIT) [ total ThroughputMax  DOUBLE [[] § dsteTe e
? dateTk INT = readResponseTime DCOUBLE D
T T e PeenoheeTime | (DOLIBEE [P
| totalResponseTime  DOUBLE [
| . totalResponse TimeMaxDOUBLE %
& [ ] S S S S| =
e Sivost simension Y]
| ' =Hcolumn
| | P INT ]
| name VARCHAR(255) [
| identifier  VARCHAR(7G8) [
Svm | | ip WARCHAR{1024) [#]
Edm_g os VARCHAR(255) [
,gcnlum" - | = Column model VARCHAR(255) [
e G - ¥ e o manufacturer VARCHAR(255) [F]
name VARCHAR(288) [#] | TS DATETIMED] . VARCHAR(265) W
naturalkey VARCHAR(TES) i | deyiniionth TINVINT (7] id INT A
a5 VARCHAR(255) [ e s w i |atest TINYINT{1) s
virtuz|CenterlpVARCHAR(255) [ ::ﬂ:}:"' :mitt:ﬂ% P dateTx INT 0
:Jdll IVN!_&I_RCH&R{ZSE: E i chnmia dataCenter VARCHAR(2SE) [
.. TINYINT{) | manthHum TINYINT [
 dateTk e & manthLabel cHarm =
ins VARCHAR(4058) [] daylnWeekNum TINYINT  [&]
quarter TINYINT [+
quarterLabel CcHarm)  [#
daylnQuarter SMALLINT []
repQuarter TINYINT [
repMonth TINYINT  [#]
repWeek TINYINT  [#]
repDay TINYINT  [+]
repMonthOrLatestTINYINT [
sspFlag TINYINT [
latest TINYINT{1} ]
future TINYINT{1) [#]
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Slvm_dimensic

Sl Column
1+ oy i STvmok_dimension |
name VARCHAR(ZEE) [# = Column
nstursl(ey  VARCHAR(TES) [ T INT IEd]
o= VARCHAR(255) [ naturalizy VARCHAR(TES) [F
vitusiCenterlp VARCHAR(255) [ s s g e gk Sedd VARCHAR(ES) [
ol VARCGHBEIZ IR ) | ur VARCHAR(ZEE) [
i InT O o INT A
latest TINYINT(T) & | : venty
tier_ ' a==Tk INT O | §aateTe  INT
SiCohmn ips VARCHAR(4038) [
f INT T |
name VARCHAR(255) |
sequence  INT |
cost DOUBLE * | = datastore_di
i INT = vmdl_| | = Column
Istest TINYINT{1} — — — — — ®Scoumn e INT [+
Ve 5l2 i e BIGINT [ | naturalidey  VARCHAR(TEE) [F
§ timestamp BIGINT [/ fo— — name VARCHAR(E1Z) [
timsTk INT = moid VARCHAR(255) [
dat=Tk INT [ wvirtesiCanterlp VARCHAR{2E5) [
vmdkTk INT & ur VARCHAR(255) [1]
dataStoreTk INT Wi — T e M INT s
S storage_dimension || vtk N @ latest TNYINTI) [
SColumn hostTk INT = R dateTk INT O
%tk INT 1] tierTk INT =
name VARCHAR(ZSS) [ sarvicelevelTk INT il
dentifier VARGHAR(TSS) [7] ;‘;"I@‘m‘ :::gLIBLE =
o VARCHAR[1024) [] : I"DE’ St O
modal VARCHAR[ZSS) [7] writelogs A
manufscturer  WARCHAR[2ES) [7] R DOUBLE [T
WARCHAR| totallopshian DOUELE E T T -
5 = readThro DOUBLE —
microcodeVersion  WARCHAR(2E5) [ i rineThrmm DouBLE [ name VARCHAR(255) [
iy YARCHnl I T entifier  VARCHAR(TES) [
totalThroughput DOUBLE ] g — — —— . .
il ViptsRC) ST ip VARCHAR(1024) [
e e A totalThroughputMax.  DOUBLE [0
readResponseTime DOUBLE [] oE VARCHAR(Z55) [
latest TINYINT{1) H z ; model VARGHA i
writeResponsaTime DOUBLE [ R B
dateTk INT [ »-—
?dm VARCHAREZES) [ totalResponseTime DOUBLE [F] ] manufscturer VARCHAR(25E) [
nter
=il totslResponseTimeMax DOUBLE [7] | :1 r:TRCHARm E
* Iatest TINYINT(1) 0
| | F dateTk INT O
| | dataCenter  VARCHAR(255) [
ftime_dimen | |
S column . |
T INT gdﬂb_ . |
| Column
Vibitem o0 T i Slservice level dimeRsion |
hour TINYINT y | z
minute TINYINT fullDate DATETIME s wew wew wew w IEW"'“" =
second TINYINT dayinMonth TINYINT  te INT il
microsecond  MECIUMINT daylinYesr SMALLINT name VARCHAR{ZES) [
9 dsteTx INT dateear SMALLINT sequence  INT H
yearLabel CHAR(4) cost DOUBLE &
monthNum TINYINT ] INT ]
monthLabel CHAR(T) latest TINYINT() [
daylnWeskNum  TINYINT JdateTk  INT 0
quarter TINYINT
quarterLabel CHAR(T)
dayinQuarter  SMALLINT
repQusrter TINYINT
repMonth TINYINT
repiesk TINYINT
repDay TINYINT
repMonthOrLatest TINYINT
s=pFlag TINYINT
latest TINYINT() [
future TINYINT(1) [
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- = service = host_t
volume_dimension | SiConmn SiColumn
B Cokmi - R INT 2] e INT [
P A e nsme  VARCHAR(255) [7] name VARCHAR(ZES) [
storageldentifier VARCHAR(TES) [ cequence INT [l Wentifir  VARCHAR(TES) [F
name VARCHAR(255) [7] cost DOUBLE il in VARCHAR{1024) [7]
bl VARGHAR{255) [ i INT O os VARCHAR(ZEE) [
oo visoned (TIRL U8 test  TINYINTIT) [ model VARCHAR(255) (7]
type VARCHAR(265) [ FdateTk  INT F manufacturer VARCHAR(ZES) [F]
isWirtus! TINYVINTT) [ w VARCHAR[2ES) [
mats TINYINT() [ l - INT ]
srepshut TP latest TINYINT(E
technologyType ENUM 0 Evokee b _ @daeTk INT o E
wid VARCHAR{25) [ Sicolumn i dataCenter  VARCHAR(255) [ .
i=Mzinframs TINYINT{1} = ? timestamp BIGINT _I
url VARCHAR(255) [T — — gy = T
i INT 0 timeTk INT isRep TINVINT(T} [
latest TINYINTE) [ R i 4 i hostTk INT =
LA SL— = e e Snost aroup diensongal) — — T osCeer 0T
) storageTh INT = Column
S business_entity_dimensioz| ik o Tw
storageModeThk INT =
Slcaumn wapwrrk e —— —  epHost  VARCHAR(ZSS) (7]
th INT
T [ ey o ] repHostT INT =
fulame  VARCHAR{1024) [# applicationGroupTk it cardingiity SMALLINT #
tenant VARCHAR{25E) [# hostTk INT ¥ dateTk INT Ik
st VARCHAR(255) [ e INT
businessUnit VARCHAR(Z55) [# SE e
posct  VARGHAR{255) [¥] servieLevelTk INT licés_namespace_dimensii |
" INT O businessEntityTk INT Scoiumn
latest TINYINT(1} 0 KBsNamespaceT INT Fe INT ]
i =Tk 14T A kBzMamespaceGroupTk  INT dentifier  VARCHAR(TES) [
rzadResponssTime DOUBLE — —— ——=  nams VARCHAR(2ES) [ B— — — — — — ——
writeResponseTime DOUBLE clusterMame VARCHAR{255) [ |
aate_simension ) i DOet 4 i =
= Colurnn totslResponseTimahax DOUBLE latest TINVINT(Y [
To — readThroughput DOUBLE dateTk INT 0 ames
e writeThroughput DOUBLE = Column
fullDate totaThroughput DOUBLE ﬁ ? kBzMamespaceGroupTk INT =
dayinblonthis -SSR totalThroughputhiax DOUBLE : ¥ kesNamespaceTk INT
daylnyear SMALLINT readiops DOUBLE Slk8s_namespace_arolp dinensiory| =Rep TINYINT(1) [
dateYeow ML writelops DOUBLE =] Column P o &
yearLabel CHAR[4) tolope DOUBLE Te T -
manthhum TINYINT it opaatat e = L
hLstel CHA - — —=*  repWEsNamespace  VARCHAR(SS) @fe— — — — — —
mont R{7) readCacheHitRatio DOUELE a3 i
daylnWeskNum  TINYINT e HoTE reprgsNamespace
quarter TINYINT totaiCacheHitRatio DOUELE %
ucated ahel CHBR totaiGacheHitRatioMax DOUBLE
daylnQuarter  SMALLINT wiitePending T
repQuarter RV IR readloDensity DOUBLE
rephtonth TINYINT writeloDensity DOUBLE
Ielcek L totalloDensity DOUBLE
repbiay TINYINT totalloDensityhlax DOUBLE
repMonthi et et TIREEME compressionSavingsPercent DOUBLE
sspFlag TINYINT compressionSavingsSpsce  DOUBLE
atest TINYINT(T) O confidencelnteryaimeToFull DOUBLE
future TINYINT(1) [# totalTimeToFul DOUBLE
e e 2 soptcsion GO
frontend TINYINT(S) [ — %St
P backend TINYINT(T) 5]
ltime_dimension EEY] ¥ f s TNVINTG) Y
= Column | | i apeTh INT il
¥ INT ] | | | . =ppGrougTk INT =
¥ howDateTime DATETIME [F] | | SiColumn
hour TINYINT [ | i INT
el - - I | L e VARG
microszcond  MECIUMINT [# | | N reptouTi I =
| cardinality SMALLINT E
Y asteTh INT il | | QoaeTk T =
| | =
=l storage._dis | | | Hlstorage_pool_t
= Column | L _— o EColumn
Fx INT " e INT [4]
= S storage s identif VARCHAR [
name VARCHAR(285) [F] Sica ifier (768)
identifier VARCHAR(TER) [ - il name entiantet Ly
v VARCHAR[1024) [ T é Gt INT il storsgeMName VARCHAR{255) [
model VARCHAR{Z5%) [ (288) name VARCHAR{255) [ storagelF VARCHAR{1024) [
manufacterer  VARGHAR(2E5) [7 sequence  INT = identifier  VARGHAR(TES) [ type VARCHAR(285) [
seralNumber  VARCHAR(ZSS) [ cos LYyt O version VARGHAR(Z55) [ redundancy |
microcodeVersion VARCHAR(2E5) [ u ks 0 model VARCHAR(255) [ thinProvisieningupported TINYINT(1) [
family VARCHAR(ZSS) [H mtest  TINYINT(D [ oiavumber VARCHAR(ZSS) [ isVirtual TINYINT{T) [
url VARCHAR(ZES) [ INT [ siteMame  VARCHAR{2ES) [ usesFlashPosis TINYINT(1} [El
it INT O url VARCHAR{255) [] url VARCHAR(255) [
Istest TINYINT{1) B id INT B id INT 0
i dst=Tk INT n Istest TINYINT{1} | latest TINYINT{1) =
dataCenter VARCHAR(258) [ dateTk INT A § da=Tk INT [F
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=lstorage_dimen:

=lservice_level

=lcolumn =Column =Jcalumn
7t INT Tk INT
AL INT
t name WARCHAR(255) name VARCHAR(255)
.name VAHCHANC Y sequence INT (=) description VARCHAR(255) [/} =
ider RS SR cost DOUBLE & r priotity  VARCHAR(255) []
i VARCHANIE id INT & \ url varcHarzss) O |
modet yaRG U latest  TINYINT() [ | id INT i .
ma”:‘s““:’ :ﬁig:ﬁ(;::’ 2 PoateTk  INT & | g e ] |
i o o wr o] | Cepcsiosmm—
microcodeVersion VARCHAR(285) [7] ‘ |
family VARCHAR(255) (f | Slcolumn
url VARCHAR(255) [ \ AN
id INT ] ‘ ‘ isRep TINYINT(1) [7]
latest TINYINT(1) El SColumn .- — ‘ P appTk INT
¢ dateTk INT A ————*2 - o @ P appGroupTk INT
7 INT lapplication,
dataCenter VARCHAR(255) [ A
¢ timestamp BIGINT Scolumn
dateTk INT i INT
Youme A ® — — fepApp  VARCHAR(255)
Sicolumn storageTk INT ? repApBTK  INT
o i uAon st oI cardinality SMALLINT
storageNodeTk INT ? dateTk INT B
fullDate DATETIME storagePoolTk INT
dayinMonth TINYINT applicationTk INT
dayinYear SMALLINT application GroupTk INT Zlk8s_namespace dinieHSONIS|
dateYear SMALLINT hostTk INT =lColumn
yearLabel CHAR(4) hostGroupTk INT \? 1 INT
monthNum TINYINT uerT.K INT dentier VARCHAR(T68)
monthLabel CHAR(T) senvicelLevelTk INT gine VARCHAR(255)
dayinWeekNum  TINYINT e e e oy businessEntityTk INT . — — S R VARCHAR(255) [
quarter TINYINT k8sMNamespaceTk INT d INT
quarterLabel CHAR(7) KEsNamespacegmuka DOUBLE Jatest TINYINT() Fi
daylnQuarter SMALLINT readResponseTime DOUBLE dateTk T B
repQuarter TINYINT writeResponseTime DOUBLE
repMonth TINVINT totalResponseTime DOUBLE B colanis
repWWeek TINYINT totalResponseTimeNlax DOUBLE i { k8sNamespaceGroupTk INT
repDay TINYINT readThroughput DOUBLE  [F] B ktis e » § kBsNamespaceTk INT
repMonthOrLatest TINYINT writeThroughput DOUBLE [ ECU\J’TITI isRep TINYINT(1) [
sspFlag TINYINT totalThroughput DOUBLE [7] = ? tk INT [
Iatest TINVINT(1) [ totalThroughputhlax DOUBLE i e
future TINYINT(1) [¥] readlops DOUBLE [f] repk8sNamespace  VARCHAR(255) -
writelops DOUBLE [ . —— —< repk8sMNamespaceTk INT
totallops DOUBLE [7] cardinality SMALLINT
totallopsMax DOUBLE dateTk INT F
readCacheHitRatio DOUBLE []
writeCacheHitRatio DOUBLE —
INT
storageldentifier VARCHAR(768) [ totalCacheHitRatio DOUBLE  [F] Zlhost_group_
name WARCHAR(255) totalCacheHitRatiolMax DOUBLE [ =Column
label VARCHAR(255) [ writePending BIGINT Eftk INT
thinProvisioned TINYINT(1) readloDensity DOUBLE [ f¢o — — — — repHost  VARGCHAR(255) 7|
type VARCHAR(255) [[] writeloDensity DOUBLE  [F] @ repHosiTk INT
isVirtual TINYINT(1) [l —_—— % tntallnDens?ty DOUBLE [f] cardinality SMALLINT |
meta TINYINT(1) 1l totalloDensityMax DOUBLE [F] @ daleTk INT | - hosl_gmM
snapshot TINYINT(1) F compressionSavingsPercent DOUBLE [
technologyType ENUM 1 o — compressionSavingsSpace DOUBLE [ | | =lGolumn
uuid VARCHAR(258) [ | totalTimeToFull DOUBLE [7] l »
isMainframe TINYINT(1) confidencelntervalTimeToFull DOUBLE [ isRep TINYINT(1) 7]
.url VARCHAR(255) [ | accessed INT & Qhost_dime '.? hostGroupTk INT
id INT | | frontend TINYINT(1} Scol ? hosiTk INT
latest TNYINT(T) ] | backend TINVINT(1) 3 Ll
¢ dateTk INT (| 3 & INT
| ? | ? name VARCHAR(255)
— | | | identifier  VARCHAR(768)
J ‘ | | ip VARCHAR(1024)
— | [ 0s VARCHAR(255)
INT ‘ | model VARCHAR(255)
fullname VARCHAR(1024) ‘ | — manufacturer VARCHAR(255)
tenant VARCHAR(255) ‘ | url VARCHAR(255) [T]
lob VARCHAR(255) | | [ id INT £l
businessUnit VARCHAR(255) | | latest TINYINT(1) [
project VARCHAR(255) | | $ dateTk INT &
id INT =] J} | dataCenter  VARCHAR(255) [
latest TINYINT(1) ) | |
F dateTk INT [ ﬁstorage_mﬂ_ Zltier_dimens lstorage_pool_dimer
=lColumn S column =Column
Ptk INT 7t INT P INT J
name VARCHAR(255) name  VARCHAR(255) identifier VARCHAR(768)
identifier VARCHAR(768} sequence INT El name VARCHAR(255)
version VARCHAR(255) cost DOUBLE & storageName WARCHAR(255)
model VARCHAR(255) id INT Bl storagelP WARCHAR(1024)
serialNumber VARCHAR(255) Jatest TINYINT(1) & type VARCHAR(255) [
siteName  VARCHAR(255) [CIf @ gateTk  INT 0 redundancy VAR 55)
url VARCHAR(255) [ thinProvisioningSupported TINYINT(1) ]
id INT [F1 isVirtual TINYINT(1) [
latest TINYINT(1) [ usesFlashPools TINYINT(1)
dateTk INT [ url VARCHAR(255) [I]
id INT Fl
latest TINYINT(1) [
P dateTk INT F

Esquemas de Data Infrastructure Insights para informes

Estas tablas y diagramas de esquema se proporcionan aqui como referencia para los
informes de Data Infrastructure Insights
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"Tablas de esquema"en formato .PDF. Haga clic en el enlace para abrirlo o haga clic derecho y seleccione
Guardar como... para descargar.

"Diagramas de esquema"

@ La funcién de informes esta disponible en Data Infrastructure Insights"Edicion Premium™ .
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