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Restaurar aplicaciones de Kubernetes

Restaura aplicaciones de Kubernetes usando la interfaz
web

NetApp Backup and Recovery le permite restaurar aplicaciones que haya protegido con
una politica de proteccion. Para restaurar una aplicacion, esta debe tener al menos un
punto de restauraciéon disponible. Un punto de restauracion puede ser la instantanea
local o la copia de seguridad en el almacén de objetos (0 ambas). Puede restaurar una
aplicacion utilizando el archivo local, secundario o del almacén de objetos.

Antes de empezar

Si vas a restaurar una aplicacion que se respaldd usando Trident Protect, asegurate de que Trident Protect
esté instalado tanto en el cluster de origen como en el cluster de destino.

Rol de NetApp Console requerido

Administrador de la organizacién o administrador de SnapCenter . "Obtenga informacion sobre los roles de
acceso de NetApp Backup and Recovery" . "Obtenga informacién sobre los roles de acceso a la NetApp
Console para todos los servicios" .

Pasos
1. En el menu NetApp Backup and Recovery, selecciona Restaurar.

2. Elige una aplicacion de Kubernetes de la lista y selecciona Ver y restaurar para esa aplicacion.
Aparece la lista de puntos de restauracion.

3. Selecciona el boton Restaurar para el punto de restauraciéon que quieras usar.

Configuracion general

1. Elige la ubicacion de origen desde la que quieres restaurar.

2. Seleccione el cluster de destino de la lista Cluster.

@ Restaurar una instantanea local creada por Trident Protect en un cluster diferente no es
compatible en este momento.

3. Elige restaurar en los espacios de nombres originales o en nuevos espacios de nombres.

4. Si elegiste restaurar en nuevos espacios de nombres, introduce el espacio o los espacios de nombres de
destino que vas a usar.

5. Seleccione Siguiente.

Seleccion de recursos

1. Elija si desea restaurar todos los recursos asociados con la aplicacion o utilizar un filtro para seleccionar
recursos especificos para restaurar:


https://docs.netapp.com/es-es/data-services-backup-recovery/reference-roles.html
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Restaurar todos los recursos
1. Seleccione Restaurar todos los recursos.

2. Seleccione Siguiente.

Restaurar recursos especificos
1. Seleccione Recursos selectivos.

2. Elija el comportamiento del filtro de recursos. Si elige Incluir, se restauraran los recursos que
seleccione. Si elige Excluir, los recursos que seleccione no se restauraran.

3. Seleccione Agregar reglas para agregar reglas que definan filtros para seleccionar recursos.
Necesita al menos una regla para filtrar recursos.

Cada regla puede filtrar segun criterios como el espacio de nombres del recurso, las etiquetas, el
grupo, la version y el tipo.

4. Seleccione Guardar para guardar cada regla.

5. Cuando haya agregado todas las reglas que necesita, seleccione Buscar para ver los recursos
disponibles en el archivo de respaldo que coinciden con sus criterios de filtro.

@ Los recursos que se muestran son los recursos que existen actualmente en el cluster.

6. Cuando esté satisfecho con los resultados, seleccione Siguiente.

Configuracion de destino

1.

Expande la seccion Configuracién de destino y elige restaurar a la clase de almacenamiento
predeterminada, a una clase de almacenamiento diferente o, si estas restaurando a un cluster diferente,
asignar las clases de almacenamiento al cluster de destino.

. Si elegiste restaurar en una clase de almacenamiento diferente, selecciona una clase de almacenamiento

de destino que coincida con cada clase de almacenamiento de origen.

Opcionalmente, si estas restaurando una copia de seguridad o una instantanea que se hizo usando
Trident Protect, revisa los detalles del AppVault usado como bucket de almacenamiento para la operacion
de restauracion. Si hay un cambio en tu entorno o en el estado de AppVault, selecciona Sync App Vault
para actualizar los detalles.

Si necesitas crear un AppVault en un cluster de Kubernetes para facilitar la restauracion de
una copia de seguridad o instantanea creada usando Trident Protect, consulta "Usa los
objetos de Trident Protect AppVault para gestionar buckets".

. Opcionalmente, expande la seccion Restore scripts y habilita la opcion Postscript para elegir una

plantilla de hook de ejecucion que se ejecutara después de que la operacién de restauracion haya
terminado. Si lo necesitas, introduce cualquier argumento que el script necesite y afiade selectores de
etiquetas para filtrar recursos segun las etiquetas de los recursos.

Seleccione Restaurar.


https://docs.netapp.com/us-en/trident/trident-protect/trident-protect-appvault-custom-resources.html
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Restaura aplicaciones Kubernetes usando un recurso
personalizado

Puedes usar recursos personalizados para restaurar tus aplicaciones desde una
instantanea o copia de seguridad. Restaurar desde una instantanea existente sera mas
rapido al restaurar la aplicacién en el mismo cluster.

» Cuando restauras una aplicacion, todos los ganchos de ejecucion configurados para la
aplicacion se restauran junto con la app. Si hay un gancho de ejecucion posterior a la
restauracion, se ejecuta automaticamente como parte de la operacion de restauracion.

* La restauracién desde una copia de seguridad a un espacio de nombres diferente o al
@ espacio de nombres original es compatible para los volumenes gtree. Sin embargo,
restaurar desde una instantanea a un espacio de nombres diferente o al espacio de
nombres original no es compatible para los volumenes qtree.

» Puedes usar la configuracion avanzada para personalizar las operaciones de restauracion.
Para saber mas, consulta "Usa la configuracion avanzada de restauracion de recursos
personalizada".

Restaura una copia de seguridad en un espacio de nombres diferente

Cuando restauras una copia de seguridad en un espacio de nombres diferente usando un CR de
BackupRestore, Backup and Recovery restaura la aplicacion en un nuevo espacio de nombres y crea un CR
de aplicacion para la aplicacion restaurada. Para proteger la aplicacion restaurada, crea copias de seguridad o
instantaneas bajo demanda, o establece una programacion de proteccion.

» Restaurar una copia de seguridad en un espacio de nombres diferente con recursos
existentes no alterara ningun recurso que comparta nombres con los de la copia de
seguridad. Para restaurar todos los recursos de la copia de seguridad, elimina y vuelve a
crear el espacio de nombres de destino o restaura la copia de seguridad en un nuevo
@ espacio de nombres.

» Cuando uses un CR para restaurar en un nuevo espacio de nombres, debes crear
manualmente el espacio de nombres de destino antes de aplicar el CR. NetApp Backup and
Recovery crea automaticamente espacios de nombres solo cuando usas la CLI.

Antes de empezar

Asegurate de que la caducidad del token de sesién de AWS sea suficiente para cualquier operacion de
restauracion s3 de larga duracion. Si el token caduca durante la operacion de restauracion, la operacion
puede fallar.

» Consulta "Documentacion de la APl de AWS" para mas informacion sobre como comprobar la expiracion
del token de sesion actual.

* Consulta "Documentacion de AWS IAM" para mas informacién sobre las credenciales con los recursos de
AWS.

Cuando restauras copias de seguridad usando Kopia como el traslador de datos, puedes

@ especificar opcionalmente anotaciones en el CR para controlar el comportamiento del
almacenamiento temporal que usa Kopia. Consulta el "Documentacion de Kopia" para mas
informacioén sobre las opciones que puedes configurar.


https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html
https://kopia.io/docs/getting-started/

Pasos

1. Crea el archivo de recurso personalizado (CR) y ponle el nombre trident-protect-backup-
restore-cr.yaml.

2. En el archivo que creaste, configura los siguientes atributos:

- metadata.name: (Required) El nombre de este recurso personalizado; elige un nombre Unico y
sensato para tu entorno.

o spec.appArchivePath: la ruta dentro de AppVault donde se almacena el contenido de la copia de
seguridad. Puedes usar el siguiente comando para encontrar esta ruta:

kubectl get backups <BACKUP NAME> -n my-app-hamespace -o jsonpath
='{.status.appArchivePath}'

> spec.appVaultRef: (Required) el nombre del AppVault donde se almacena el contenido de la copia de
seguridad.

o spec.namespaceMapping: la asignacion del espacio de nombres de origen de la operacién de
restauracion al espacio de nombres de destino. Reemplaza my-source-namespace y my-
destination-namespace con informacion de tu entorno.

apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name
namespaceMapping: [{"source": "my-source-namespace", "destination":
"my-destination-namespace"}]

3. (Opcional) Si necesitas seleccionar solo ciertos recursos de la aplicacion para restaurar, afade un filtrado
que incluya o excluya recursos marcados con etiquetas concretas:

Trident Protect selecciona algunos recursos automaticamente debido a su relacién con los

@ recursos que tu seleccionas. Por ejemplo, si seleccionas un recurso de reclamacion de
volumen persistente y tiene un pod asociado, Trident Protect también restaurara el pod
asociado.

° resourceFilter.resourceSelectionCriteria: (Obligatorio para el filtrado) Usa Include 0 Exclude
para incluir o excluir un recurso definido en resourceMatchers. Agrega los siguientes parametros
resourceMatchers para definir los recursos que se van a incluir o excluir:

= resourceFilter.resourceMatchers: una matriz de objetos resourceMatcher. Si defines multiples
elementos en esta matriz, coinciden como una operacion OR y los campos dentro de cada
elemento (group, kind, version) coinciden como una operacion AND.

= resourceMatchers[].group: (Opcional) Grupo del recurso a filtrar.

= resourceMatchers[].kind: (Opcional) Tipo del recurso a filtrar.



= resourceMatchers[].version: (Opcional) Version del recurso a filtrar.

= resourceMatchers[].names: (Opcional) Nombres en el campo metadata.name de Kubernetes
del recurso que se va a filtrar.

= resourceMatchers[].namespaces: (Opcional) Espacios de nombres en el campo
metadata.name de Kubernetes del recurso que se va a filtrar.

= resourceMatchers[].labelSelectors: (opcional) Cadena de selector de etiqueta en el campo
metadata.name de Kubernetes del recurso, como se define en "Documentacion de
Kubernetes". Por ejemplo: "trident.netapp.io/os=1linux".

Por ejemplo:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. Después de rellenar el archivo trident-protect-backup-restore-cr.yaml con los valores
correctos, aplica la CR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

Restaura una copia de seguridad en el espacio de nombres original
Puedes restaurar una copia de seguridad en el espacio de nombres original en cualquier momento.

Antes de empezar

Asegurate de que la caducidad del token de sesion de AWS sea suficiente para cualquier operacion de
restauracion s3 de larga duracion. Si el token caduca durante la operacion de restauracion, la operacion
puede fallar.

» Consulta "Documentacion de la APl de AWS" para mas informacion sobre como comprobar la expiracion
del token de sesion actual.

* Consulta "Documentacion de AWS IAM" para mas informacién sobre las credenciales con los recursos de


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
https://docs.aws.amazon.com/STS/latest/APIReference/API_GetSessionToken.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_temp_use-resources.html

AWS.

Cuando restauras copias de seguridad usando Kopia como el traslador de datos, puedes

@ especificar opcionalmente anotaciones en el CR para controlar el comportamiento del
almacenamiento temporal que usa Kopia. Consulta el "Documentacion de Kopia" para mas
informacioén sobre las opciones que puedes configurar.

Pasos

1. Crea el archivo de recurso personalizado (CR) y ponle el nombre trident-protect-backup-ipr-
cr.yaml.

2. En el archivo que creaste, configura los siguientes atributos:

o metadata.name: (Required) El nombre de este recurso personalizado; elige un nombre Unico y
sensato para tu entorno.

o spec.appArchivePath: la ruta dentro de AppVault donde se almacena el contenido de la copia de
seguridad. Puedes usar el siguiente comando para encontrar esta ruta:

kubectl get backups <BACKUP NAME> -n my-app-namespace -o jsonpath
='{.status.appArchivePath}'

o spec.appVaultRef: (Required) el nombre del AppVault donde se almacena el contenido de la copia de
seguridad.

Por ejemplo:

apiVersion: protect.trident.netapp.io/vl
kind: BackupInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appArchivePath: my-backup-path
appVaultRef: appvault-name

3. (Opcional) Si necesitas seleccionar solo ciertos recursos de la aplicacion para restaurar, afiade un filtrado
que incluya o excluya recursos marcados con etiquetas concretas:

Trident Protect selecciona algunos recursos automaticamente debido a su relacién con los

@ recursos que tu seleccionas. Por ejemplo, si seleccionas un recurso de reclamacion de
volumen persistente y tiene un pod asociado, Trident Protect también restaurara el pod
asociado.

° resourceFilter.resourceSelectionCriteria: (Obligatorio para el filtrado) Usa Include 0 Exclude
para incluir o excluir un recurso definido en resourceMatchers. Agrega los siguientes parametros
resourceMatchers para definir los recursos que se van a incluir o excluir:

= resourceFilter.resourceMatchers: una matriz de objetos resourceMatcher. Si defines multiples
elementos en esta matriz, coinciden como una operacion OR y los campos dentro de cada


https://kopia.io/docs/getting-started/

elemento (group, kind, version) coinciden como una operacion AND.
= resourceMatchers[].group: (Opcional) Grupo del recurso a filtrar.
= resourceMatchers[].kind: (Opcional) Tipo del recurso a filtrar.
= resourceMatchers[].version: (Opcional) Version del recurso a filtrar.

= resourceMatchers[].names: (Opcional) Nombres en el campo metadata.name de Kubernetes
del recurso que se va a filtrar.

= resourceMatchers[].namespaces: (Opcional) Espacios de nombres en el campo
metadata.name de Kubernetes del recurso que se va a filtrar.

= resourceMatchers[].labelSelectors: (opcional) Cadena de selector de etiqueta en el campo
metadata.name de Kubernetes del recurso, como se define en "Documentacion de
Kubernetes". Por ejemplo: "trident.netapp.io/os=1linux".

Por ejemplo:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. Después de rellenar el archivo trident-protect-backup-ipr-cr.yaml con los valores correctos,
aplica la CR:

kubectl apply -f trident-protect-backup-ipr-cr.yaml

Restaura una copia de seguridad en un cluster diferente

Puedes restaurar una copia de seguridad en un cluster diferente si hay algun problema con el cluster original.


https://kubernetes.io/docs/concepts/overview/working-with-objects/labels/#label-selectors
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» Cuando restauras copias de seguridad usando Kopia como el traslador de datos, puedes
especificar opcionalmente anotaciones en el CR para controlar el comportamiento del
almacenamiento temporal que usa Kopia. Consulta el "Documentacion de Kopia" para mas

@ informacién sobre las opciones que puedes configurar.

» Cuando usas un CR para restaurar en un nuevo espacio de nombres, debes crear
manualmente el espacio de nombres de destino antes de aplicar el CR.

Antes de empezar

Asegurate de que se cumplen los siguientes requisitos previos:

 El cluster de destino tiene Trident Protect instalado.

 El cluster de destino tiene acceso a la ruta del bucket de la misma AppVault que el cluster de origen,
donde se almacena la copia de seguridad.

» Asegurate de que la caducidad del token de sesion de AWS sea suficiente para cualquier operacion de
restauracion de larga duracion. Si el token caduca durante la operacion de restauracion, la operacion
puede fallar.

o Consulta "Documentacion de la APl de AWS" para mas informacion sobre como comprobar la
expiracion del token de sesion actual.

o Consulta "Documentacion de AWS" para mas informacion sobre las credenciales con los recursos de
AWS.
Pasos

1. Comprueba la disponibilidad de AppVault CR en el clister de destino usando el complemento CLI de
Trident Protect:

tridentctl-protect get appvault --context <destination cluster name>
@ Asegurate de que el espacio de nombres previsto para la restauracion de la aplicacion
existe en el cluster de destino.

2. Ver el contenido de la copia de seguridad de la AppVault disponible desde el cluster de destino:

tridentctl-protect get appvaultcontent <appvault name> \
--show-resources backup \

--show-paths \

-—context <destination cluster name>

Al ejecutar este comando se muestran las copias de seguridad disponibles en el AppVault, incluidos sus
clusteres de origen, los nombres de las aplicaciones correspondientes, las marcas de tiempo y las rutas
de archivo.

Ejemplo de salida:
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e b +

| CLUSTER | APP | TYPE | NAME TIMESTAMP
| PATH |

e fomm - tomm - o
o fomm - +

| productionl | wordpress | backup | wordpress-bkup-1| 2024-10-30
08:37:40 (UTC) | backuppathl |
| productionl | wordpress | backup | wordpress-bkup-2| 2024-10-30
08:37:40 (UTC) | backuppath2 |

3. Restaura la aplicacion en el cluster de destino usando el nombre AppVault y la ruta de archivo:

4. Crea el archivo de recurso personalizado (CR) y ponle el nombre trident-protect-backup-
restore-cr.yaml.

5. En el archivo que creaste, configura los siguientes atributos:
o metadata.name: (Required) El nombre de este recurso personalizado; elige un nombre Unico y
sensato para tu entorno.

o spec.appVaultRef: (Required) el nombre del AppVault donde se almacena el contenido de la copia de
seguridad.

o spec.appArchivePath: la ruta dentro de AppVault donde se almacena el contenido de la copia de
seguridad. Puedes usar el siguiente comando para encontrar esta ruta:

kubectl get backups <BACKUP NAME> -n my-app-namespace -o jsonpath
='{.status.appArchivePath}'

@ Si BackupRestore CR no esta disponible, puedes usar el comando mencionado en el
paso 2 para ver el contenido de la copia de seguridad.

o spec.namespaceMapping: la asignacion del espacio de nombres de origen de la operacién de
restauracion al espacio de nombres de destino. Reemplaza my-source-namespace y my-
destination-namespace con informacion de tu entorno.

Por ejemplo:



apiVersion: protect.trident.netapp.io/vl
kind: BackupRestore
metadata:
name: my-cr-name
namespace: my-destination-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-backup-path
namespaceMapping: [{"source": "my-source-namespace", "destination":
"my-destination-namespace"}]

6. Después de rellenar el archivo trident-protect-backup-restore-cr.yaml con los valores
correctos, aplica la CR:

kubectl apply -f trident-protect-backup-restore-cr.yaml

Restaura una instantanea en un espacio de nombres diferente

Puedes restaurar datos de una instantanea usando un archivo de recurso personalizado (CR) ya sea en un
espacio de nombres diferente o en el espacio de nombres de origen original. Cuando restauras una
instantanea en un espacio de nombres diferente usando un CR de SnapshotRestore, Backup and Recovery
restaura la aplicaciéon en un nuevo espacio de nombres y crea un CR de aplicacion para la aplicacién
restaurada. Para proteger la aplicacion restaurada, crea copias de seguridad o instantaneas bajo demanda, o
establece una programacion de proteccion.

* SnapshotRestore admite el atributo spec.storageClassMapping, pero solo cuando las
clases de almacenamiento de origen y destino usan el mismo backend de almacenamiento.
Si intentas restaurar en un StorageClass que usa un backend de almacenamiento
@ diferente, la operacion de restauracion fallara.

« Cuando usas un CR para restaurar en un nuevo espacio de nombres, debes crear
manualmente el espacio de nombres de destino antes de aplicar el CR.

Antes de empezar

Asegurate de que la caducidad del token de sesion de AWS sea suficiente para cualquier operacion de
restauracion s3 de larga duracion. Si el token caduca durante la operacion de restauracion, la operacion
puede fallar.

* Consulta "Documentacion de la APl de AWS" para mas informacion sobre como comprobar la expiracion
del token de sesion actual.

» Consulta "Documentacion de AWS IAM" para mas informacion sobre las credenciales con los recursos de
AWS.

Pasos

1. Crea el archivo de recurso personalizado (CR) y ponle el nombre trident-protect-snapshot-
restore-cr.yaml.
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2. En el archivo que creaste, configura los siguientes atributos:

- metadata.name: (Required) El nombre de este recurso personalizado; elige un nombre Unico y
sensato para tu entorno.

o spec.appVaultRef: (Required) El nombre de AppVault donde se almacenan los contenidos de la
instantanea.

o spec.appArchivePath: la ruta dentro de AppVault donde se almacena el contenido de la instantanea.
Puedes usar el siguiente comando para encontrar esta ruta:

kubectl get snapshots <SNAPHOT NAME> -n my-app-namespace -o jsonpath
='{.status.appArchivePath}'

> spec.namespaceMapping: la asignacion del espacio de nombres de origen de la operacion de
restauracion al espacio de nombres de destino. Reemplaza my-source-namespace y my-
destination-namespace con informacion de tu entorno.

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path
namespaceMapping: [{"source": "my-source-namespace", "destination":
"my-destination-namespace"}]

3. (Opcional) Si necesitas seleccionar solo ciertos recursos de la aplicacion para restaurar, afiade un filtrado
que incluya o excluya recursos marcados con etiquetas concretas:

Trident Protect selecciona algunos recursos automaticamente debido a su relacion con los

@ recursos que tu seleccionas. Por ejemplo, si seleccionas un recurso de reclamacion de
volumen persistente y tiene un pod asociado, Trident Protect también restaurara el pod
asociado.

° resourceFilter.resourceSelectionCriteria: (Obligatorio para el filtrado) Usa Include 0 Exclude
para incluir o excluir un recurso definido en resourceMatchers. Agrega los siguientes parametros
resourceMatchers para definir los recursos que se van a incluir o excluir:

= resourceFilter.resourceMatchers: una matriz de objetos resourceMatcher. Si defines multiples
elementos en esta matriz, coinciden como una operacion OR y los campos dentro de cada
elemento (group, kind, version) coinciden como una operacion AND.

= resourceMatchers[].group: (Opcional) Grupo del recurso a filtrar.
= resourceMatchers[].kind: (Opcional) Tipo del recurso a filtrar.
= resourceMatchers[].version: (Opcional) Version del recurso a filtrar.

= resourceMatchers[].names: (Opcional) Nombres en el campo metadata.name de Kubernetes
del recurso que se va a filtrar.

11



= resourceMatchers[].namespaces: (Opcional) Espacios de nombres en el campo
metadata.name de Kubernetes del recurso que se va a filtrar.

= resourceMatchers[].labelSelectors: (opcional) Cadena de selector de etiqueta en el campo
metadata.name de Kubernetes del recurso, como se define en "Documentacion de
Kubernetes". Por ejemplo: "trident.netapp.io/os=1inux"

Por ejemplo:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=linux"]
- group: my-resource-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. Después de rellenar el archivo trident-protect-snapshot-restore-cr.yaml con los valores
correctos, aplica la CR:

kubectl apply -f trident-protect-snapshot-restore-cr.yaml

Restaura una instantanea al espacio de nombres original
Puedes restaurar una instantanea al espacio de nombres original en cualquier momento.

Antes de empezar

Asegurate de que la caducidad del token de sesion de AWS sea suficiente para cualquier operacion de
restauracion s3 de larga duracion. Si el token caduca durante la operacion de restauracion, la operacion
puede fallar.

* Consulta "Documentacion de la APl de AWS" para mas informacion sobre como comprobar la expiracion
del token de sesion actual.

» Consulta "Documentacion de AWS IAM" para mas informacion sobre las credenciales con los recursos de
AWS.

Pasos

1. Crea el archivo de recurso personalizado (CR) y asignale el nombre trident-protect-snapshot-
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ipr-cr.yaml.
2. En el archivo que creaste, configura los siguientes atributos:

o metadata.name: (Required) El nombre de este recurso personalizado; elige un nombre unico y
sensato para tu entorno.

o spec.appVaultRef: (Required) El nombre de AppVault donde se almacenan los contenidos de la
instantanea.

o spec.appArchivePath: la ruta dentro de AppVault donde se almacena el contenido de la instantanea.
Puedes usar el siguiente comando para encontrar esta ruta:

kubectl get snapshots <SNAPSHOT NAME> -n my-app-namespace -0
Jjsonpath="'{.status.appArchivePath}'

apiVersion: protect.trident.netapp.io/vl
kind: SnapshotInplaceRestore
metadata:
name: my-cr-name
namespace: my-app-namespace
spec:
appVaultRef: appvault-name
appArchivePath: my-snapshot-path

3. (Opcional) Si necesitas seleccionar solo ciertos recursos de la aplicacion para restaurar, afade un filtrado
que incluya o excluya recursos marcados con etiquetas concretas:

Trident Protect selecciona algunos recursos automaticamente debido a su relacién con los

@ recursos que tu seleccionas. Por ejemplo, si seleccionas un recurso de reclamacion de
volumen persistente y tiene un pod asociado, Trident Protect también restaurara el pod
asociado.

° resourceFilter.resourceSelectionCriteria: (Obligatorio para el filtrado) Usa Include 0 Exclude
para incluir o excluir un recurso definido en resourceMatchers. Agrega los siguientes parametros
resourceMatchers para definir los recursos que se van a incluir o excluir:

= resourceFilter.resourceMatchers: una matriz de objetos resourceMatcher. Si defines multiples
elementos en esta matriz, coinciden como una operacion OR y los campos dentro de cada
elemento (group, kind, version) coinciden como una operacion AND.

= resourceMatchers[].group: (Opcional) Grupo del recurso a filtrar.
= resourceMatchers[].kind: (Opcional) Tipo del recurso a filtrar.
= resourceMatchers[].version: (Opcional) Version del recurso a filtrar.

= resourceMatchers[].names: (Opcional) Nombres en el campo metadata.name de Kubernetes
del recurso que se va a filtrar.

= resourceMatchers[].namespaces: (Opcional) Espacios de nombres en el campo
metadata.name de Kubernetes del recurso que se va a filtrar.

= resourceMatchers[].labelSelectors: (opcional) Cadena de selector de etiqueta en el campo
metadata.name de Kubernetes del recurso, como se define en "Documentacion de
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Kubernetes". Por ejemplo: "trident.netapp.io/os=linux".

Por ejemplo:

spec:
resourceFilter:
resourceSelectionCriteria: "Include"
resourceMatchers:
- group: my-resource-group-1
kind: my-resource-kind-1
version: my-resource-version-1
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]
labelSelectors: ["trident.netapp.io/os=1linux"]
- group: my-resource-—-group-2
kind: my-resource-kind-2
version: my-resource-version-2
names: ["my-resource-names"]
namespaces: ["my-resource-namespaces"]

labelSelectors: ["trident.netapp.io/os=linux"]

4. Después de rellenar el archivo trident-protect-snapshot-ipr-cr.yaml con los valores correctos,
aplica la CR:

kubectl apply -f trident-protect-snapshot-ipr-cr.yaml

Usa la configuracion avanzada de restauraciéon de recursos
personalizada

Puedes personalizar las operaciones de restauracion usando configuraciones avanzadas
como anotaciones, configuracion del espacio de nombres y opciones de almacenamiento
para cumplir con tus requisitos especificos.

Anotaciones y etiquetas de namespace durante las operaciones de restauraciény
conmutacién por error

Durante las operaciones de restauracion y conmutacion por error, las etiquetas y anotaciones en el espacio de
nombres de destino se hacen coincidir con las etiquetas y anotaciones en el espacio de nombres de origen.
Las etiquetas o anotaciones del espacio de nombres de origen que no existen en el espacio de nombres de
destino se afiaden, y cualquier etiqueta o anotacion que ya exista se sobrescribe para que coincida con el
valor del espacio de nombres de origen. Las etiquetas o anotaciones que existen solo en el espacio de
nombres de destino permanecen sin cambios.
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Si usas Red Hat OpenShift, es importante que notes el papel fundamental de las anotaciones
de espacios de nombres en entornos OpenShift. Las anotaciones de espacios de nombres

@ aseguran que los pods restaurados sigan los permisos y configuraciones de seguridad
apropiados definidos por las restricciones de contexto de seguridad (SCC) de OpenShift y
puedan acceder a los volumenes sin problemas de permisos. Para mas informacion, consulta el
"OpenShift documentacion de restricciones de contexto de seguridad”.

Puedes evitar que se sobrescriban anotaciones especificas en el espacio de nombres de destino configurando
la variable de entorno de Kubernetes RESTORE SKIP NAMESPACE ANNOTATIONS antes de realizar la
restauracion o la conmutacion por error. Por ejemplo:

helm upgrade trident-protect -n trident-protect netapp-trident-
protect/trident-protect \

--set-string
restoreSkipNamespaceAnnotations="{<annotation key to skip 1>,<annotation k
ey to skip 2>}" \

-—-reuse-values

Al realizar una operacion de restauracion o conmutacién por error, las anotaciones y etiquetas
de espacios de nombres especificadas en restoreSkipNamespaceAnnotationsy

@ restoreSkipNamespaceLabels se excluyen de la operacion de restauracion o conmutacion
por error. Asegurate de que estos ajustes estén configurados durante la instalacion inicial de
Helm. Para saber mas, consulta "Configura los ajustes adicionales del helm chart de Trident
Protect".

Si instalaste la aplicacion de origen usando Helm con la --create—-namespace flag, se da un tratamiento
especial a la clave de etiqueta name. Durante el proceso de restauracién o conmutacién por error, Trident
Protect copia esta etiqueta al espacio de nombres de destino, pero actualiza el valor al valor del espacio de
nombres de destino si el valor del origen coincide con el espacio de nombres de origen. Si este valor no
coincide con el espacio de nombres de origen, se copia al espacio de nombres de destino sin cambios.

Ejemplo

El siguiente ejemplo presenta un espacio de nombres de origen y uno de destino, cada uno con anotaciones y
etiquetas diferentes. Puedes ver el estado del espacio de nombres de destino antes y después de la
operacion, y como se combinan o sobrescriben las anotaciones y etiquetas en el espacio de nombres de
destino.

Antes de la operacion de restauracion o conmutacion por error

La siguiente tabla ilustra el estado de los espacios de nombres de origen y destino de ejemplo antes de la
operacion de restauracion o conmutacion por error:

Espacio de Anotaciones Etiquetas
nombres
Namespace ns-1 + annotation.one/key: "valoractualizado" » entorno=produccién
(fuente) . e . s
* annotation.two/key: "true » compliance=hipaa

* name=ns-1
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Espacio de Anotaciones Etiquetas
nombres

Namespace ns-2  annotation.one/key: "true" * role=database

(destino)  annotation.three/key: "false"

Después de la operacion de restauracion

La siguiente tabla ilustra el estado del espacio de nombres de destino de ejemplo después de la operacion de
restauracion o conmutacion por error. Se han afadido algunas claves, se han sobrescrito otras y la etiqueta
name se ha actualizado para que coincida con el espacio de nombres de destino:

Espacio de Anotaciones Etiquetas

nombres

Namespace ns-2  annotation.one/key: "valoractualizado" * name=ns-2

(destino)  annotation.two/key: "true" » compliance=hipaa
« annotation.three/key: "false" * entorno=produccién

role=database

Campos compatibles

Esta seccion describe los campos adicionales disponibles para las operaciones de restauracion.

Asignacion de clases de almacenamiento

El atributo spec.storageClassMapping define una asignacion de una clase de almacenamiento presente
en la aplicacion de origen a una nueva clase de almacenamiento en el cluster de destino. Puedes usar esto
cuando migres aplicaciones entre clusteres con diferentes clases de almacenamiento o cuando cambies el
backend de almacenamiento para operaciones de BackupRestore.

Ejemplo:

storageClassMapping:
- destination: "destinationStorageClassl"
source: "sourceStorageClassl"
- destination: "destinationStorageClass2"
source: "sourceStorageClass2"

Anotaciones compatibles

En esta seccion se enumeran las anotaciones admitidas para configurar diversos comportamientos en el
sistema. Si el usuario no establece explicitamente una anotacion, el sistema usara el valor predeterminado.
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Anotacion

protect.trident.ne
tapp.io/data-
mover-timeout-
sec

protect.trident.ne
tapp.io/kopia-
content-cache-
size-limit-mb

protect.trident.ne
tapp.io/pvc-bind-
timeout-sec

Tipo

cadena

cadena

cadena

Descripcion

El tiempo maximo (en segundos) permitido para que
la operacion de movimiento de datos se quede en
pausa.

El limite de tamafo maximo (en megabytes) para la
caché de contenido de Kopia.

Tiempo maximo (en segundos) de espera para que
cualquier PersistentVolumeClaims (PVCs) recién
creado alcance la Bound fase antes de que la
operacion falle. Aplica a todos los tipos de CR de
restauracion (BackupRestore, BackuplnplaceRestore,
SnapshotRestore, SnapshotinplaceRestore). Usa un
valor mas alto si tu backend de almacenamiento o
cluster suele requerir mas tiempo.

Valor
predeterminado

II300||

ll1 OOOII

"1200" (20
minutos)
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Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas
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