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Componentes de hardware

Ver y administrar componentes de hardware en SANtricity
System Manager

Es posible comprobar el estado de los componentes en la pagina hardware y realizar
algunas funciones relacionadas con ellos.

¢ Qué componentes puedo gestionar?

Es posible comprobar el estado de los componentes y realizar algunas funciones relacionadas con estos
componentes:

+ Bandejas — a shelf es un componente que contiene el hardware de la cabina de almacenamiento
(controladoras, contenedores de alimentacion/ventilador y unidades). Las bandejas estan disponibles en
tres tamanos con capacidad para 12, 24 o 60 unidades.

» Controllers — A Controller es la combinacion de hardware y firmware que implementa funciones de
cabina de almacenamiento y administracion. Incluye la memoria caché, el soporte para unidades y los
puertos para las conexiones de host.

* Drives — a drive puede ser una unidad de disco duro (HDD) o una unidad de estado sélido (SSD). Segun
el tamafio de la bandeja, puede instalarse un maximo de 12, 24 o 60 unidades en la bandeja.

Obtenga mas informacion:
» "Pagina hardware"

* "Terminologia de hardware"

¢ Coémo puedo ver los componentes de hardware?

Vaya a la pagina hardware, que ofrece una descripcion grafica de los componentes fisicos de la cabina de
almacenamiento. Es posible alternar entre las vistas frontal y trasera de las bandejas de cabinas si se
selecciona la pestafia Unidades o Controladores en la esquina superior derecha de la vista de bandeja.

Obtenga mas informacion:

« "Ver el estado y la configuracién de componentes de bandejas”
+ "Ver la configuracion de la controladora"

+ "Ver el estado y la configuracién de las unidades"

Informacién relacionada
Mas informacién acerca de conceptos relacionados con el hardware:

« "estados de la controladora"
» "estados de unidad"

* "Proteccion contra pérdida de bandeja y proteccién contra pérdida de cajon”


https://docs.netapp.com/es-es/e-series-santricity/sm-hardware/what-is-shelf-loss-protection-and-drawer-loss-protection.html

Conceptos

Pagina de hardware y componentes de SANtricity System Manager

La pagina hardware ofrece una descripcién grafica de los componentes fisicos de la
cabina de almacenamiento. Desde aqui, es posible comprobar el estado de los
componentes y realizar algunas funciones relacionadas con ellos.

Bandejas

Una bandeja es un componente que contiene el hardware de la cabina de almacenamiento (controladoras,
contenedor de alimentacion/ventilador y unidades). Existen dos clases de bandejas:

» Bandeja de controladoras — contiene las unidades, contenedores de alimentacion/ventilador y
controladores.

* Bandeja de unidades (0 Bandeja de expansidén): Contiene unidades, contenedores de
alimentacién/ventilador y dos moédulos de entrada/salida (IOM). Los IOM, también denominados médulos
de servicio de entorno (ESM), incluyen puertos SAS que conectan la bandeja de unidades con la bandeja
de controladoras.

Las bandejas estan disponibles en tres tamafos con capacidad para 12, 24 o 60 unidades. Cada bandeja
incluye un numero de ID, que asigna el firmware de la controladora. El ID se muestra en la esquina superior
izquierda de la vista de bandeja.

La vista de bandeja en la pagina hardware muestra los componentes delanteros o traseros. Puede alternar
entre las dos vistas seleccionando las pestafias Drives o Controller en la parte superior derecha de la vista
de la bandeja. También puede seleccionar Mostrar todo frente o Mostrar todo detras en la parte inferior de
la pagina. Las vistas delantera y trasera muestran lo siguiente:
« Componentes delanteros — Drives y bahias de unidades vacias.
+ Componentes traseros — controladoras y contenedores de alimentacién/ventilador (para bandejas de
controladoras) o los IOM y los contenedores de alimentacion/ventilador (para bandejas de unidades).
Es posible ejecutar las siguientes funciones relacionadas con las bandejas:
* Encender la luz de localizacion de la bandeja para poder encontrar la ubicacion fisica de la bandeja en el
armario o rack.
« Cambiar el numero de ID que se muestra en la esquina superior izquierda de la vista de bandeja.
 Ver la configuracion de la bandeja, como los tipos de unidades instaladas y el nimero de serie.

* Mover las vistas de bandejas hacia arriba o hacia abajo para que coincidan con la disposicion fisica en la
cabina de almacenamiento.

Controladoras

Una controladora es la combinacion de hardware y firmware que implementa funciones de cabina de
almacenamiento y gestion. Incluye la memoria caché, el soporte para unidades y el soporte de interfaz host.

Es posible ejecutar las siguientes funciones relacionadas con las controladoras:

« Configurar la velocidad y las direcciones IP de los puertos de gestion.



» Configurar las conexiones de hosts iSCSI (en caso de que el usuario posea hosts iSCSI).

» Configurar un servidor de protocolo de tiempo de redes (NTP) y un servidor de sistema de nombres de
dominio (DNS).

» Ver el estado y la configuracion de las controladoras.

* Permitir que usuarios fuera de la red de area local inicien una sesién SSH y cambien la configuracion en la
controladora.

* Colocar la controladora en los modos en linea, sin conexién y de servicio.

Unidades

La cabina de almacenamiento puede incluir unidades de disco duro (HDD) o unidades de estado sdlido (SSD).
Segun el tamafio de la bandeja, puede instalarse un maximo de 12, 24 o 60 unidades en la bandeja.

Se pueden ejecutar las siguientes funciones relacionadas con las unidades:
» Encender la luz de localizacion de la unidad para poder encontrar la ubicacion fisica de la unidad en la
bandeja.

* Ver el estado y la configuracién de las unidades.

* Volver a asignar la unidad (reemplazar I6gicamente la unidad con error por una unidad sin asignar) y
reconstruir manualmente la unidad si es necesario.

* Relevar manualmente las funciones de una unidad para poder reemplazarla. (Si se produce un fallo en
una unidad, es posible copiar el contenido de la unidad antes de sustituirla).

» Asignar o anular la asignacion de piezas de repuesto.

* Borrar unidades.

Aprenda sobre la terminologia de hardware utilizada en el software SANtricity

Los siguientes términos de hardware se aplican a las cabinas de almacenamiento.



Términos generales de hardware:

Componente

Bahia

Controladora

Bandeja de
controladoras

Unidad

Bandeja de unidades

IOM (ESM)

Contenedor de
alimentacion/ventilador

SFP

Bandeja

Cabina de
almacenamiento

Descripcion

Una bahia es una ranura de la bandeja donde se instalan una unidad u otro
componente.

Una controladora consta de una placa, un firmware y un software. Controla
las unidades e implementa las funciones de System Manager.

Una bandeja de controladoras consta de un conjunto de unidades y uno o
mas contenedores de controladoras. Un contenedor de controladora contiene
las controladoras, las tarjetas de interfaz del host (HIC) y las baterias.

Una unidad es un dispositivo mecanico electromagnético o un dispositivo de
memoria de estado sdlido que proporciona medios de almacenamiento fisico
para datos.

Una bandeja de unidades, también denominada bandeja de expansion,
consta de un conjunto de unidades y dos médulos de I/o (IOM). Los IOM
tienen puertos SAS que permiten conectar una bandeja de unidades a una
bandeja de controladoras o a otras bandejas de unidades.

Un IOM es un modulo de entrada/salida que incluye puertos SAS para
conectar la bandeja de unidades a la bandeja de controladoras. En los
modelos anteriores de la controladora, el IOM se denominaba médulo de
servicios de entorno (ESM).

Un contenedor de alimentacion/ventilador es un ensamblaje que se desliza
en una bandeja. Incluye un suministro de alimentacion y un ventilador
incorporado.

Un SFP es un transceptor de factor de forma pequefio conectable.

Una bandeja es un compartimento que se instala en un armario o rack.
Incluye componentes de hardware para la cabina de almacenamiento.
Existen dos tipos de bandejas: Una bandeja de controladoras y una de
unidades. La bandeja de controladoras incluye controladoras y unidades. Una
bandeja de unidades incluye médulos de I/o (IOM) y unidades.

Una cabina de almacenamiento comprende las bandejas, las controladoras,
las unidades, el software y el firmware.



Términos de la controladora:

Componente

Controladora

Bandeja de
controladoras

DHCP

DNS

Configuraciones dobles

Conexiones doble
total/doble parcial

HIC

Respuesta ICMP PING

Direccion MAC

Descripcion

Una controladora consta de una placa, un firmware y un software. Controla
las unidades e implementa las funciones de System Manager.

Una bandeja de controladoras consta de un conjunto de unidades y uno o
mas contenedores de controladoras. Un contenedor de controladora contiene
las controladoras, las tarjetas de interfaz del host (HIC) y las baterias.

El protocolo de configuracion dinamica de hosts (DHCP) es un protocolo que
se usa en las redes de protocolo de Internet (IP) para los parametros de
configuracion de red de distribucién dinamica, como las direcciones IP.

El sistema de nombres de dominio (DNS) es un sistema de nomenclatura
para los dispositivos conectados a Internet o a una red privada. El servidor
DNS conserva un directorio de nombres de dominio y los convierte en
direcciones de protocolos de Internet (IP).

Se denomina "doble" a la configuracion de un médulo de dos controladoras
dentro de la cabina de almacenamiento. Los sistemas dobles son
completamente redundantes con respecto a las controladoras, las rutas de
volumen légico y las rutas de discos. Si se produce un error en una
controladora, la otra se encarga de las operaciones de |/o para mantener la
disponibilidad. Los sistemas dobles también tienen ventiladores y suministros
de alimentacién redundantes.

Las denominaciones doble total y doble parcial se relacionan con los modos
de conexion. En el modo doble total, dos dispositivos se pueden comunicar
de forma simultanea en ambas direcciones. En el modo doble parcial, los
dispositivos se pueden comunicar en una direccion a la vez (un dispositivo
envia un mensaje, mientras el otro lo recibe).

En forma opcional, se puede instalar una tarjeta de interfaz del host (HIC) en
un contenedor de controladora. Los puertos de host que estan incorporados
en la controladora se denominan puertos de host de la placa base. Los
puertos de host que estan incorporados en HIC se denominan puertos de
HIC.

El protocolo de mensajes de control de Internet (ICMP) es un protocolo que
usan los sistemas operativos de ordenadores conectados a una red para
enviar mensajes. Los mensajes ICMP determinan si se puede acceder a un
host y cuanto tiempo lleva trasladar paquetes desde o hacia ese host.

Ethernet utiliza identificadores de control de acceso de medios (direcciones
MAC) para distinguir entre canales logicos distintos que conectan dos puertos
en la misma interfaz de red de transporte fisico.



Componente

cliente de gestion

MTU

NTP

Configuraciones simples

VLAN

Descripcion

Un cliente de gestion es el equipo donde se instala un explorador para
acceder a System Manager.

Una unidad de transmision maxima (MTU) es el paquete o el marco de mayor
tamano que se pueden enviar en una red.

El protocolo de tiempo de redes (NTP) es un protocolo de redes para la
sincronizacion del reloj entre los sistemas informaticos en las redes de datos.

Se denomina simple a la configuracion de modulos de controladora Unica en
la cabina de almacenamiento. Un sistema simple no ofrece redundancia de la
controladora ni de la ruta del disco, pero tiene ventiladores y suministros de
alimentacién redundantes.

Una red de area local virtual (VLAN) es una red légica que se comporta como
si estuviera fisicamente separada de otras redes compatibles con los mismos
dispositivos (interruptores, enrutadores, etc.).



Términos de unidad:

Componente

DA

Funcién Drive Security

Bandeja de unidades

DULBE

Unidades FDE

Unidades FIPS

HDD

Unidades de repuesto

Descripcion

La garantia de datos (DA) es una funcion que comprueba y corrige los
errores que se pueden producir durante la transferencia de datos a través de
las controladoras hasta las unidades. Garantia de datos se puede habilitar en
el nivel del pool o grupo de volumenes, y los hosts pueden utilizar una
interfaz de 1/o compatible CON DA como, por ejemplo, Fibre Channel.

Drive Security es una funcién de la cabina de almacenamiento que ofrece
una capa adicional de seguridad con unidades de cifrado de disco completo
(FDE) o unidades de estandar de procesamiento de informacion federal
(FIPS). Cuando estas unidades se usan con la funcion Drive Security, se
requiere una clave de seguridad para acceder a los datos. Cuando se retiran
fisicamente, las unidades de la cabina no pueden operar hasta que se
instalan en otra cabina, instancia en la cual tendran el estado Security Locked
hasta que se proporcione la clave de seguridad correcta.

Una bandeja de unidades, también denominada bandeja de expansion,
consta de un conjunto de unidades y dos médulos de I/o (IOM). Los IOM
tienen puertos SAS que permiten conectar una bandeja de unidades a una
bandeja de controladoras o a otras bandejas de unidades.

Error de bloque logico no escrito o desasignado (DULBE) es una opcion en
las unidades NVMe con la que la cabina de almacenamiento EF300 o EF600
puede admitir volimenes con aprovisionamiento de recursos.

Las unidades de cifrado de disco completo (FDE) realizan el cifrado en la
unidad de disco en el nivel de hardware. La unidad de disco duro contiene un
chip ASIC que cifra los datos durante las escrituras y, a continuacion, descifra
los datos durante las lecturas.

Las unidades con FIPS utilizan estandares de procesamiento de informacion
federal (FIPS) 140-2 nivel 2. Son esencialmente unidades FDE que cumplen
con las normas gubernamentales de los Estados Unidos para garantizar
algoritmos y métodos de cifrado sélidos. Las unidades FIPS tienen normas
de seguridad mas rigurosas que las unidades FDE.

Las unidades de disco duro (HDD) son dispositivos de almacenamiento de
datos que utilizan discos de metal giratorios con un revestimiento magnético.

Las piezas de repuesto actian como unidades en espera en los grupos de
volumenes RAID 1, RAID 5 o RAID 6. Son unidades completamente
funcionales que no contienen datos. Si se produce un error en una unidad del
grupo de volumenes, la controladora automaticamente reconstruye los datos
de la unidad con error en una pieza de repuesto.



Componente

NVMe

SAS

Unidades compatibles
con la funcién de
seguridad

Unidades con la funcion
de seguridad habilitada

SSD

Descripcion

La memoria no volatil rapida (NVMe) es una interfaz designada para
dispositivos de almacenamiento basados en flash, por ejemplo, unidades
SSD. NVMe reduce la sobrecarga de |/o e incluye mejoras de rendimiento, en
comparacion con las interfaces de dispositivos légicos anteriores.

SAS es un protocolo en serie de punto a punto que vincula las controladoras
directamente con las unidades de disco.

Las unidades compatibles con la funcion de seguridad pueden ser unidades
de cifrado de disco completo (FDE) o de estandar de procesamiento de
informacion federal (FIPS) que cifran datos durante la escritura y descifran
datos durante la lectura. Estas unidades se consideran Secure-capable
porque se pueden usar para obtener mas seguridad mediante la funcién
Drive Security. Si esta habilitada la funcion Drive Security para los grupos de
volumenes y pools que se utilizan con estas unidades, las unidades pasan a
tener habilitada la funcién de seguridad-enabled.

Las unidades con la funcién de seguridad habilitada se usan con Drive
Security. Cuando se habilita la funcion Drive Security y se aplica Drive
Security a un pool o un grupo de volimenes en unidades_ compatibles con la
funcion de seguridad, las unidades pasan a ser seguras habilitadas. El
acceso de lectura y escritura solo esta disponible a través de una
controladora que esta configurada con la clave de seguridad correcta. Esta
seguridad adicional evita el acceso no autorizado a los datos en una unidad
que se quita fisicamente de la cabina de almacenamiento.

Los discos de estado soélido (SSD) son dispositivos de almacenamiento de
datos que usan memoria de estado sélido (flash) para almacenar datos en
forma persistente. Los SSD emulan las unidades de discos duros
convencionales y estan disponibles con las mismas interfaces que usan las
unidades de disco duro.



Términos de iSCSI:

Duracion

CHAP

Controladora

DHCP

Respuesta ICMP PING

IQN

Iser

ISNS

Direccion MAC

Cliente de gestion

MTU

RDMA

Descripcion

El método de protocolo de autenticacion por desafio mutuo (CHAP) valida la
identidad de destinos e iniciadores durante el enlace inicial. La autenticacion
se basa en una clave de seguridad compartida denominada CHAP secret .

Una controladora consta de una placa, un firmware y un software. Controla
las unidades e implementa las funciones de System Manager.

El protocolo de configuracion dinamica de hosts (DHCP) es un protocolo que
se usa en las redes de protocolo de Internet (IP) para los parametros de
configuracion de red de distribucién dinamica, como las direcciones IP.

InfiniBand (IB) es una norma de comunicacion para la transmision de datos
entre servidores de alto rendimiento y sistemas de almacenamiento.

El protocolo de mensajes de control de Internet (ICMP) es un protocolo que
usan los sistemas operativos de ordenadores conectados a una red para
enviar mensajes. Los mensajes ICMP determinan si se puede acceder a un
host y cuanto tiempo lleva trasladar paquetes desde o hacia ese host.

Un identificador de nombre completo de iSCSI (IQN) es un nombre Gnico
para un iniciador de iSCSI o un destino iISCSI.

Las extensiones de iSCSI para RDMA (Iser) conforman un protocolo que
extiende el protocolo iSCSI para operaciones a través de transporte RDMA,
como InfiniBand o Ethernet.

El servicio de nombres de almacenamiento de Internet (iISNS) es un protocolo
que permite la deteccion, gestidn y configuracién automatizada de
dispositivos iSCSI y Fibre Channel en redes TCP/IP.

Ethernet utiliza identificadores de control de acceso de medios (direcciones
MAC) para distinguir entre canales logicos distintos que conectan dos puertos
en la misma interfaz de red de transporte fisico.

Un cliente de gestion es el equipo donde se instala un explorador para
acceder a System Manager.

Una unidad de transmisién maxima (MTU) es el paquete o el marco de mayor
tamano que se pueden enviar en una red.

El acceso directo a memoria remota (RDMA) es una tecnologia que les
permite a los equipos en red intercambiar datos en la memoria principal sin la
participacion del sistema operativo de ninguno de los equipos.
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Duracion

Sesion de deteccion sin
nombre

Descripcion

Cuando se habilita la opcion de sesiones de deteccion sin nombre, no se
requiere que los iniciadores de iISCSI especifiquen el IQN objetivo para
recuperar la informacion de la controladora.



Términos de NVMe:

Duracion

Estructura

Espacio de nombres

Identificador de espacio
de nombres

NQN

NVM

NVMe

NVMe-of

Controladora NVMe

Cola NVMe

Subsistema NVMe

RDMA

Roce

Descripcion

InfiniBand (IB) es una norma de comunicacion para la transmisién de datos
entre servidores de alto rendimiento y sistemas de almacenamiento.

Un espacio de nombres es almacenamiento NVM que se formated para el
acceso en bloque. Es analogo a una unidad légica en SCSI, que se relaciona
con un volumen en la cabina de almacenamiento.

El ID del espacio de nombres es el identificador unico de la controladora
NVMe para el espacio de nombres y se puede configurar con un valor entre 1
y 255. Es analogo a un numero de unidad légica (LUN) en SCSI.

El nombre completo de NVMe (NQN) se utiliza para identificar el destino de
almacenamiento remoto (la cabina de almacenamiento).

La memoria no volatil (NVM) es la memoria persistente utilizada en muchos
tipos de dispositivos de almacenamiento.

La memoria no volatil rapida (NVMe) es una interfaz designada para
dispositivos de almacenamiento basados en flash, por ejemplo, unidades
SSD. NVMe reduce la sobrecarga de l/o e incluye mejoras de rendimiento, en
comparacion con las interfaces de dispositivos I6gicos anteriores.

La memoria no volatil rapida sobre estructuras (NVMe-of) es una
especificacion que permite el funcionamiento de comandos y la transferencia
de datos de NVMe en una red entre un host y el almacenamiento.

Se crea una controladora NVMe durante el proceso de conexion del host.
Esta ofrece una ruta de acceso entre un host y los espacios de nombres en la
cabina de almacenamiento.

Una cola que se utiliza para pasar comandos y mensajes a través de la
interfaz de NVMe.

La cabina de almacenamiento con una conexion NVMe.

El acceso remoto a memoria directa (RDMA) permite un movimiento de datos
mas directo hacia y desde un servidor gracias a la implementacién de un
protocolo de transporte en el hardware de la tarjeta de interfaz de red (NIC).

RDMA over Converged Ethernet (roce) es un protocolo de red que permite el
acceso remoto a memoria directa (RDMA) sobre una red Ethernet.
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Duracion

SSD

Descripcion

Los discos de estado sélido (SSD) son dispositivos de almacenamiento de
datos que usan memoria de estado sélido (flash) para almacenar datos en
forma persistente. Los SSD emulan las unidades de discos duros
convencionales y estan disponibles con las mismas interfaces que usan las
unidades de disco duro.

Gestione los componentes de la bandeja

Ver componentes de hardware en SANtricity System Manager

La pagina hardware presenta funciones de ordenacion y filtrado que facilitan la busqueda

de componentes.

Pasos

1. Seleccione hardware.

2. Use las funciones descritas en la siguiente tabla para ver los componentes de hardware.

Funcion

Vistas de unidades,
controladoras y
componentes

Filtros de vista de
unidades

12

Descripcion

Para cambiar entre las vistas frontal y trasera de la bandeja, seleccione *
Unidades * o * Controladores y componentes * en el extremo derecho (el enlace
que aparece depende de la vista actual). La vista Drives muestra las unidades y
las bahias de unidades vacias. La vista Controladores y componentes muestra
los controladores y cualquier modulo IOM (ESM), contenedores de
alimentacion/ventilador o bahias de controlador vacias. En la parte inferior de la
pagina, también puede seleccionar Mostrar todas las unidades.

Si la matriz de almacenamiento contiene unidades con diferentes tipos de
atributos fisicos y l6gicos, la pagina hardware incluye filtros de vista de unidades.
Estos filtros ayudan a ubicar rapidamente unidades especificas, ya que permiten
limitar los tipos de unidades que se muestran en la pagina. En Mostrar
unidades..., haga clic en el campo de filtro de la izquierda (de forma
predeterminada, muestra cualquier tipo de unidad) para ver una lista
desplegable de atributos fisicos (por ejemplo, capacidad y velocidad). Haga clic
en el campo de filtro a la derecha (de forma predeterminada, muestra en
cualquier lugar de la matriz de almacenamiento) para ver una lista
desplegable de atributos l6gicos (por ejemplo, asignacion de grupo de
volumenes). Es posible usar estos filtros de forma conjunta o por separado.

Si la cabina de almacenamiento contiene unidades que comparten
todos los mismos atributos fisicos, no aparece el campo cualquier

@ tipo de unidad de la izquierda. Si todas las unidades estan en la
misma ubicacioén logica, el campo en cualquier lugar de la matriz
de almacenamiento de la derecha no aparece.



Funcién Descripcion

Leyenda Los componentes se muestran en determinados colores para mostrar sus
estados de roles. Para expandir y colapsar las descripciones de estos estados,
haga clic en Leyenda.

Muestra detalles del icono Los indicadores de estado pueden incluir descripciones de texto para estados de
de estado disponibilidad. Haga clic en Mostrar detalles del icono de estado para mostrar
u ocultar este texto de estado.

Opcion Shelf e iconos de  Cada vista de bandeja proporciona una lista de comandos relacionados, junto

bandeja con propiedades y Estados. Haga clic en Bandeja para ver una lista desplegable
de comandos. También es posible seleccionar uno de los iconos en la parte
superior para ver el estado y las propiedades de componentes individuales:
Controladoras, IOM (ESM), suministros de alimentacion, ventiladores,
temperatura, Baterias y SFP.

Orden de bandejas Es posible cambiar el orden de las bandejas en la pagina hardware. Use las
flechas arriba y abajo en la parte superior derecha de cada vista de bandeja para
cambiar el orden superior/inferior de las bandejas.

Mostrar u ocultar el estado del componente en SANtricity System Manager

Es posible mostrar descripciones de estado para las unidades, las controladoras, los
ventiladores y los suministros de alimentacion.

Pasos

1. Seleccione hardware.
2. Para ver los componentes frontales o posteriores:

> Si desea ver el controlador y los componentes del contenedor de alimentacion/ventilador, pero se
muestran las unidades, haga clic en la pestafa * Controladores y componentes *.

o Si desea ver las unidades, pero se muestran el controlador y los componentes del contenedor de
alimentacion/ventilador, haga clic en la pestafia * Unidades *.

3. Para ver u ocultar las descripciones de estado emergentes:

o Si desea ver una descripcion emergente de los iconos de estado, haga clic en Mostrar detalles del
icono de estado en la esquina superior derecha de la vista de bandeja (seleccione la casilla de
comprobacion).

o Para ocultar las descripciones emergentes, haga clic en Mostrar detalles del icono de estado de
nuevo (anule la seleccion de la casilla de verificacion).

4. Si desea ver todos los detalles de estado, seleccione el componente en la vista de bandeja y, a
continuacién, seleccione Ver configuracion.

5. Si desea ver las descripciones de los componentes coloreados, seleccione Leyenda.

Mostrar vistas frontal y posterior en SANtricity System Manager

La pagina hardware puede mostrar la vista frontal o la vista trasera de las bandejas.
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Acerca de esta tarea

La vista trasera muestra las controladoras/IOM y los contenedores de alimentacién/ventilador. La vista frontal
muestra las unidades.

Pasos

1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestafia * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Si el grafico muestra los controladores, haga clic en la pestafa Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.

4. Opcionalmente, puede seleccionar Mostrar todo frente o Mostrar todo detras, ubicado en la parte
inferior de la pagina.

Cambiar el orden de visualizacion de los estantes en SANtricity System Manager

Puede cambiar el orden de las bandejas que se muestran en la pagina hardware para
que coincidan con el orden fisico de las bandejas de un armario.

Pasos
1. Seleccione hardware.

2. En la parte superior derecha de la vista de una bandeja, seleccione las flechas hacia arriba o hacia abajo
para reorganizar el orden de las bandejas que se muestran en la pagina hardware.

Encienda una luz localizadora de estantes en SANtricity System Manager

Para encontrar la ubicacion fisica de una bandeja que se muestra en la pagina hardware,
es posible encender la luz del localizador de la bandeja.

Pasos
1. Seleccione hardware.

2. Seleccione la lista desplegable de Bandeja de controladoras o Bandeja de unidades y, a continuacion,
seleccione encender luz localizadora.

La luz localizadora de la bandeja se enciende.

3. Cuando haya localizado fisicamente el estante, vuelva al cuadro de dialogo y seleccione Apagar.

Cambiar los ID de los estantes en SANtricity System Manager

El' ID de bandeja es un numero que identifica de forma exclusiva a una bandeja en una
cabina de almacenamiento. Las bandejas se numeran consecutivamente, desde 00 o 01,
en la parte superior izquierda de cada vista de bandeja.

Acerca de esta tarea

El firmware de la controladora asigna automaticamente el ID de bandeja, pero es posible modificar ese
numero si desea crear un esquema de ordenamiento diferente.
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Pasos
1. Seleccione hardware.

2. Seleccione la lista desplegable de Bandeja de controladoras o Bandeja de unidades y, a continuacion,
seleccione Cambiar ID.

3. En el cuadro de dialogo Cambiar ID de bandeja, seleccione la lista desplegable para mostrar los nimeros
disponibles.
En este cuadro de dialogo no se muestran los ID actualmente asignados a las bandejas activas.

4. Seleccione un numero disponible y, a continuacion, haga clic en Guardar.

Segun el numero seleccionado, el orden de las bandejas puede reorganizarse en la pagina hardware. Si lo
desea, puede utilizar las flechas arriba/abajo en la parte superior derecha de cada bandeja para volver a
ajustar el orden.

Ver el estado y la configuraciéon de los componentes del estante en SANtricity
System Manager

En la pagina hardware, se proporcionan el estado y la configuraciéon para componentes
de bandejas, que incluyen suministros de alimentacion, ventiladores y baterias.

Acerca de esta tarea
Los componentes disponibles dependen del tipo de bandeja:

* Bandeja de unidades — contiene un conjunto de unidades, contenedores de alimentacion/ventilador,
modulos de entrada/salida (IOM) y otros componentes de soporte en una sola bandeja.

* Bandeja de controladoras — contiene un conjunto de unidades, uno o dos contenedores de
controladora, contenedores de alimentacion/ventilador y otros componentes de soporte en una sola
bandeja.

Pasos
1. Seleccione hardware.
2. Seleccione la lista desplegable para la bandeja de controladoras o bandeja de unidades y luego
seleccione Ver configuracion.

Se abre el cuadro de dialogo Configuracion de componentes de bandeja, con pestafias en las que se
muestran el estado y la configuracién relacionados con los componentes de la bandeja. Segun el tipo de
bandeja seleccionada, es posible que algunas de las pestanas descritas en la tabla no aparezcan.
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16

Pestana

Bandeja

lom (ESM)

Suministros de
alimentacion

Ventiladores

Descripciéon

La ficha Bandeja muestra las siguientes propiedades:

* ID de bandeja — identifica de forma exclusiva una bandeja en la cabina
de almacenamiento. El firmware de la controladora asigna este numero,
pero es posible cambiarlo seleccionando MENU:Bandeja[Cambiar ID].

* Redundancia de ruta de bandeja — especifica si las conexiones entre la
bandeja y el controlador tienen métodos alternativos en su lugar (Si) o no
(no).

* Tipos de unidad actuales — muestra el tipo de tecnologia integrada en
las unidades (por ejemplo, una unidad SAS compatible con la funcion de
seguridad). Si hubiera mas de un tipo de unidad, se muestran ambas
tecnologias.

 Numero de serie — muestra el nimero de serie del estante.

La ficha IOM (ESM) muestra el estado del modulo de entrada/salida (IOM),
que también se denomina maédulo de servicios ambientales (ESM). Supervisa
el estado de los componentes de una bandeja de unidades y funciona como el
punto de conexién entre el soporte de unidades y la controladora.

El estado puede ser Optimal, Failed, Optimal (Miswire) o sin certificar. Otra
informacion incluye la versién de firmware y la versién de configuracion.

Seleccione Mostrar mas valores para ver las velocidades de datos maximas
y actuales y el estado de la comunicacion de la tarjeta (Si o no).

@ Para ver este estado, también se puede seleccionar el icono de
IOM ﬁj Junto a la lista desplegable Bandeja.

La ficha fuentes de alimentacion muestra el estado del contenedor de
alimentacion y de la fuente de alimentacion. El estado puede ser Optimal,
Failed, Removed o Unknown. También muestra el nimero de pieza del
suministro de alimentacion.

Para ver este estado, también puede seleccionar el icono de
@ suministro de alimentacion [1.'], Junto a la lista desplegable
Bandeja.

La ficha ventiladores muestra el estado del contenedor de ventilador y del
ventilador en si. El estado puede ser Optimal, Failed, Removed o Unknown.

@ También puede ver este estado seleccionando el icono de
ventilador -’—‘&’;— Junto a la lista desplegable Bandeja.



Pestaina Descripciéon

Temperatura La ficha temperatura muestra el estado de temperatura de los componentes
de la bandeja, como los sensores, controladores y recipientes de
alimentacién/ventilador. El estado puede ser Optimal, nominal temperature
exceeded, Maximum temperature exceeded o Desconocido.

@ Para ver este estado, también se puede seleccionar el icono

temperatura B Junto a la lista desplegable Bandeja.

Pilas La ficha baterias muestra el estado de las baterias del controlador. El estado
puede ser Optimal, Failed, Removed o Unknown. Otra informacion incluye la

antigliedad de las baterias, los dias restantes hasta el reemplazo, los ciclos de

aprendizaje y las semanas entre ciclos de aprendizaje.

@ Para ver este estado, también se puede seleccionar el icono de
bateria [+-], Junto a la lista desplegable Bandeja.

SFP En la pestafia SFP, se muestra el estado de los transceptores de factor de
forma pequefio conectable (SFP) de las controladoras. El estado puede ser
Optimal, Failed o Desconocido.

Seleccione Mostrar mas ajustes para ver el nimero de pieza, el nimero de
serie y el proveedor de SFP.

@ También puede ver este estado seleccionando el icono de SFP
|E|, Junto a la lista desplegable Bandeja.

3. Haga clic en Cerrar.

Actualizar los ciclos de aprendizaje de la bateria en SANtricity System Manager

Un ciclo de aprendizaje es un ciclo automatico para calibrar el indicador de bateria
inteligente. Los ciclos se programan para comenzar automaticamente, el mismo diay a
la misma hora, en intervalos de 8 semanas (por controladora). Si desea configurar un
programa distinto, puede ajustar los ciclos de aprendizaje.

Acerca de esta tarea
La actualizacion de los ciclos de aprendizaje afecta a ambas baterias de la controladora.

Pasos
1. Seleccione hardware.

2. Seleccione la lista desplegable para la Bandeja del controlador y, a continuacion, seleccione Ver
configuracion.

3. Seleccione la ficha baterias.

4. Seleccione Actualizar ciclos de aprendizaje de la bateria.

Se abre el cuadro de dialogo Actualizar ciclos de aprendizaje de la bateria.
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5. Desde las listas desplegables, seleccione un dia y una hora nuevos.

6. Haga clic en Guardar.

Gestione controladoras

Obtenga informacién sobre los estados del controlador en SANtricity System
Manager

Una controladora se puede colocar en tres estados distintos: En linea, sin conexion y
modo de servicio.

Estado en linea

El estado en linea es el estado de funcionamiento normal de la controladora. Significa que la controladora
funciona con normalidad y esta disponible para operaciones de 1/0.

Cuando se coloca una controladora en el estado en linea, su estado se configura como Optimal.

Estado sin conexioén

Por lo general, el estado sin conexion se usa para preparar una controladora para reemplazarla cuando hay
dos controladoras en la cabina de almacenamiento. La controladora puede pasar al estado sin conexion por
los siguientes dos motivos: El usuario puede introducir un comando explicito o se puede producir un error en
la controladora. Una controladora puede salir del estado sin conexion solo si se emite otro comando explicito o
si se reemplaza la controladora que produjo un error. Solo se puede colocar una controladora sin conexion si
hay dos controladoras en la cabina de almacenamiento.

Si una controladora se encuentra en un estado sin conexion, es porque se presentaron las siguientes
condiciones:

 La controladora no esta disponible para 1/O.

* No se puede gestionar la cabina de almacenamiento por medio de esa controladora.

» Todos los volumenes que actualmente pertenecen a esa controladora se mueven a la otra controladora.

» Esta deshabilitado el mirroring de la caché y todos los volumenes se cambian a escritura mediante el
modo de caché.

Modo de servicio

El modo de servicio, por lo general, es una condicidon que solo utiliza el soporte técnico para transferir todos
los volumenes de la cabina de almacenamiento a una controladora a fin de poder efectuar un diagnéstico en
la otra controladora. Una controladora se debe colocar manualmente en el modo de servicio y volver a
colocarse en linea manualmente una vez que finaliza la operacion de mantenimiento.

Si una controladora se encuentra en el modo de servicio, se debe a las siguientes condiciones:

La controladora no esta disponible para 1/0.

« El soporte técnico puede acceder a la controladora por medio del puerto serie o la conexion a redes para
analizar los problemas potenciales.

» Todos los volumenes que actualmente pertenecen a esa controladora se mueven a la otra controladora.

+ Esta deshabilitado el mirroring de la caché y todos los volumenes se cambian a escritura mediante el
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modo de caché.

Obtenga informacidn sobre la asignacién de direcciones IP para los controladores
de la serie E

De manera predeterminada, las controladoras se envian con DHCP habilitado en ambos
puertos de red. Se pueden asignar direcciones IP estaticas, utilizar direcciones IP
estaticas predeterminadas o usar direcciones IP asignadas para DHCP. Ademas, se
puede usar la configuraciéon automatica sin estado IPv6.

IPv6 esta deshabilitado de forma predeterminada en las controladoras nuevas, pero se pueden
(D configurar las direcciones IP de puertos de gestion mediante un método alternativo y, luego,
habilitar IPv6 en los puertos de gestion por medio de System Manager.

Cuando el puerto de red esta en estado de "enlace inactivo", es decir, desconectado de una LAN, el sistema
informa su configuracion como estatica, y se observa una direccion IP de 0.0.0.0 (versiones anteriores) o
DHCP habilitado sin direccion IP informada (versiones posteriores). Una vez que el puerto de red pasa al
estado de "enlace activo" (es decir, conectado a una LAN) intenta obtener una direccioén IP por medio de
DHCP.

Si la controladora no puede obtener una direccion DHCP de un puerto de red determinado, revierte a una
direccion IP predeterminada que podria demorar 3 minutos. Las direcciones IP predeterminadas son las
siguientes:

Controller 1 (port 1): IP Address: 192.168.128.101
Controller 1 (port 2): IP Address: 192.168.129.101
Controller 2 (port 1): IP Address: 192.168.128.102

Controller 2 (port 2): IP Address: 192.168.129.102

Cuando se asignan direcciones IP:

» Se debe reservar el puerto 2 de las controladoras para que pueda usarlo soporte al cliente. No se debe
cambiar la configuracion de red predeterminada (DHCP habilitado).

» Para configurar direcciones IP estaticas para las controladoras E4000, E2800 y E5700, use SANTtricity
System Manager. Para configurar direcciones IP estaticas para las controladoras E2700 y E5600, use
SANftricity Storage Manager. Una vez que se configura una direccion IP estatica, queda configurada
durante todos los eventos de enlaces inactivos/activos.

» Para usar DHCP a fin de asignar la direccion IP de la controladora, conecte la controladora a una red que
pueda procesar las solicitudes DHCP. Use un arrendamiento DHCP permanente.
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Las direcciones predeterminadas no se mantienen durante los eventos de enlaces
inactivos. Cuando se configura un puerto de red para usar DHCP, la controladora intenta

@ obtener una direccion DHCP en cada evento de enlace activo, incluso las conexiones de
cables, los reinicios, el apagado y el encendido. Cada vez que falla un intento de DHCP, se
usa la direccion IP estatica predeterminada para ese puerto.

Configurar el puerto de administracion en SANtricity System Manager

La controladora incluye un puerto Ethernet que se utiliza para gestionar el sistema. De
ser necesario, es posible cambiar los parametros de transmision y las direcciones IP.

Acerca de esta tarea

Durante este procedimiento, se selecciona el puerto 1 y después se establecen la velocidad y el método de
direccionamiento del puerto. El puerto 1 se conecta a la red en la que el cliente de gestion puede acceder a la
controladora y a System Manager.

@ No use el puerto 2 en ninguna de las controladoras. El puerto 2 esta reservado para uso
exclusivo del soporte técnico.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora con el puerto de gestién que desea configurar.
Aparece el menu contextual de la controladora.

4. Seleccione Configurar puertos de administracion.
Se abre el cuadro de dialogo Configurar puertos de gestion.

5. Asegurese de que aparece el puerto 1y, a continuacion, haga clic en Siguiente.

6. Seleccione los valores del puerto de configuracion y, a continuacion, haga clic en Siguiente.

Detalles del campo

Campo Descripciéon

Velocidad y modo doble Conserve la opcion de configuracion autonegociar si desea que System
Manager determine los parametros de transmision entre la cabina de
almacenamiento y la red; o bien si conoce la velocidad y el modo de la
red, seleccione los parametros de la lista desplegable. En la lista,
solamente se muestran la velocidad valida y las combinaciones dobles.

Habilite IPv4/Habilitar ~ Seleccione una o ambas opciones para habilitar la compatibilidad con las
IPv6 redes IPv4 e IPVv6.
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Si selecciona Activar IPv4, se abre un cuadro de dialogo para seleccionar la configuracion IPv4 después
de hacer clic en Siguiente. Si selecciona Activar IPv6, se abre un cuadro de diadlogo para seleccionar la
configuracion de IPv6 después de hacer clic en Siguiente. Si selecciona ambas opciones, primero se abre
el cuadro de dialogo para la configuracién de IPv4 y después de hacer clic en Siguiente, se abre el
cuadro de dialogo para la configuracion de IPv6.

7. Configure los valores para IPv4 o IPv6 de forma automatica o manual.

Detalles del campo

Campo Descripcion

Obtener Seleccione esta opcidn para obtener automaticamente la configuracion.
automaticamente la

configuracion del

servidor DHCP

Especificar Seleccione esta opcion y después introduzca la direccion IP de la

manualmente la controladora. (Si lo desea, puede cortar y pegar direcciones en los

configuracion estatica  campos.) En el caso de IPv4, incluya la mascara de subred y la puerta de
enlace. En el caso de IPv6, incluya la direccion IP enrutable y la direccion
IP del enrutador.

Si cambia la configuracion de la direccion IP, se pierde la
ruta de gestion de la cabina de almacenamiento. Si usa
Unified Manager de SANTtricity para gestionar globalmente
las cabinas en su red, abra la interfaz de usuario y vaya a
@ MENU:gestionar[detectar]. Si usa SANtricity Storage
Manager, debe eliminar el dispositivo de Enterprise
Management Window (EMW) y volver a afiadirlo a EMW.

Para hacerlo, seleccione Edit » Ahadir cabina de
almacenamiento e introduzca la nueva direccion IP.

8. Haga clic en Finalizar.

Resultados

La configuracion del puerto de gestion se muestra en la configuracion de la controladora, en la pestaia
puertos de gestion.

Configurar direcciones de servidor NTP en SANtricity System Manager

Es posible configurar una conexion con el servidor de protocolo de tiempo de redes
(NTP) de manera que la controladora consulte periddicamente al servidor NTP para
actualizar el reloj interno que sefiala la hora del dia.

Antes de empezar
* Es necesario instalar y configurar un servidor NTP en la red.

* Debe conocer la direccion del servidor NTP primario y un servidor NTP de respaldo opcional. Las
direcciones pueden ser nombres de dominio completo, direcciones IPv4 o direcciones IPv6.
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Si se introducen uno o mas nombres de dominio para los servidores NTP, también se debe

@ configurar un servidor DNS para resolver la direccion del servidor NTP. Es necesario configurar
el servidor DNS solamente en aquellas controladoras en las que se haya configurado NTP y
provisto un nombre de dominio.

Acerca de esta tarea

NTP permite que la cabina de almacenamiento sincronice automaticamente los relojes de la controladora con
un host externo mediante un protocolo simple de tiempo de redes (SNTP). La controladora consulta
periddicamente al servidor NTP configurado, y después utiliza los resultados para actualizar la hora del dia en
el reloj interno. Si solamente una de las controladoras tiene NTP habilitado, la controladora alternativa
sincronizara periddicamente su reloj con el de la controladora que tiene NTP habilitado. Si ninguna de las
controladoras tiene NTP habilitado, sincronizaran periédicamente sus relojes entre ellas.

No es necesario configurar NTP en ambas controladoras, pero, si lo hace, se mejora la
@ capacidad de la cabina de almacenamiento para mantenerse sincronizada durante fallos de
hardware o comunicacion.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.
3. Haga clic en la controladora que desea configurar.
Aparece el menu contextual de la controladora.
4. Seleccione Configurar servidor NTP.
Se abre el cuadro de dialogo Configurar servidor de protocolo de tiempo de redes (NTP).
5. Seleccione deseo activar NTP en el controlador (A o B).
En el cuadro de didlogo, apareceran selecciones adicionales.

6. Seleccione una de las siguientes opciones:

o Obtener automaticamente las direcciones del servidor NTP desde el servidor DHCP —se
muestran las direcciones detectadas del servidor NTP.

@ Si la cabina de almacenamiento esta configurada para usar una direccion NTP estatica,
no aparecen servidores NTP.

o Especificar manualmente las direcciones del servidor NTP — introducir la direccién primaria del
servidor NTP y una direccion del servidor NTP de respaldo. El servidor de respaldo es opcional. (Estos
campos de direccidon aparecen después de seleccionar el botdn de opcion.) La direccion del servidor
debe ser un nombre de dominio completo, una direccion IPv4 o una direccion IPv6.

7. Opcional: Introduzca informacion del servidor y credenciales de autenticacion para un servidor NTP de
respaldo.

8. Haga clic en Guardar.

Resultados
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La configuracion del servidor NTP se muestra en la ficha DNS / NTP de la configuracion de la controladora.

Configurar direcciones de servidor DNS en SANtricity System Manager

El sistema de nombres de dominio (DNS) se utiliza para resolver nombres de dominio
completos de las controladoras y un servidor de protocolo de tiempo de redes (NTP). Los
puertos de gestion de la cabina de almacenamiento pueden ser compatibles con los
protocolos IPv4 o IPv6 simultaneamente.

Antes de empezar
* Debe haber un servidor DNS instalado y configurado en la red.
» Conoce la direccion del servidor DNS primario y un servidor DNS de respaldo opcional. Las direcciones
pueden ser IPv4 o IPv6.

Acerca de esta tarea

En este procedimiento, se describe cémo especificar la direccion de un servidor DNS primario y de respaldo.
El servidor DNS de respaldo puede configurarse opcionalmente para utilizarse en caso en que falle el servidor
DNS primario.

Si ya configurd los puertos de gestién de la cabina de almacenamiento con el protocolo de
configuracion dinamica de hosts (DHCP) y tiene uno o mas servidores DNS o NTP asociados
con la configuracion de DHCP, no necesita configurar manualmente DNS ni NTP. En este caso,

@ la cabina de almacenamiento deberia haber obtenido automaticamente las direcciones de los
servidores DNS/NTP. De todos modos, debe seguir las instrucciones que se presentan a
continuacién para abrir el cuadro de dialogo y asegurarse de que se hayan detectado las
direcciones correctas.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Seleccione la controladora para configurar.
Aparece el menu contextual de la controladora.

4. Seleccione Configurar servidor DNS.
Se abre el cuadro de didlogo Configurar servidor del sistema de nombres de dominio (DNS).

5. Seleccione una de las siguientes opciones:

o Obtener automaticamente las direcciones del servidor DNS desde el servidor DHCP —se
muestran las direcciones del servidor DNS detectadas.

@ Si la cabina de almacenamiento esta configurada para usar una direccion DNS estatica,
no aparecen servidores DNS.

o Especificar manualmente las direcciones del servidor DNS — Introduzca una direccion del servidor
DNS primario y una direccion del servidor DNS de respaldo. El servidor de respaldo es opcional.
(Estos campos de direccion aparecen después de seleccionar el boton de opcion.) Las direcciones
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pueden ser IPv4 o IPv6.
6. Haga clic en Guardar.

7. Repita estos pasos para la otra controladora.

Resultados
La configuracion de DNS se muestra en la ficha DNS / NTP de la configuracion del controlador.

Ver la configuracién del controlador en SANtricity System Manager

Es posible ver informaciéon sobre una controladora, como el estado de las interfaces del
host, de las interfaces de la unidad y de los puertos de gestion.

Pasos

1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Realice alguna de las siguientes acciones para ver la configuracion de la controladora:

> Haga clic en el controlador para mostrar el menu contextual y, a continuacion, seleccione Ver
configuracion.

> Seleccione el icono del controlador (junto a la lista desplegable Bandeja). Para configuraciones
duplex, seleccione controladora A o controladora B en el cuadro de dialogo y, a continuacion, haga
clic en Siguiente.
Se abrira el cuadro de dialogo Configuracion de la controladora.

4. Seleccione las pestafias para cambiar de una opcion de configuracion de propiedad a otra.

Algunas fichas tienen un enlace para Mostrar mas ajustes en la parte superior derecha.
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Detalles del campo

Pestaina

Base

Almacenamiento en
caché

Interfaces del host

Interfaces de unidad

Puertos de gestion

DNS/NTP

5. Haga clic en Cerrar.

Descripcion

Muestra el estado de la controladora, el nombre del modelo, el numero de
pieza de repuesto, la version de firmware actual y la versién de la memoria
estatica de acceso aleatorio no volatil (NVSRAM).

Muestra la configuracion de caché de la controladora, que incluye la caché
de datos, la caché de procesador y el dispositivo de backup de caché. El
dispositivo de backup de caché se usa para crear backups de datos en la
caché si la controladora se queda sin energia. Los Estados pueden ser
Optimal, Failed, Removed, Unknown, Write Protected, O incompatible.

Muestra informacion de la interfaz del host y el estado del enlace de cada
puerto. La interfaz del host es la conexién entre la controladora y el host,
como Fibre Channel 0 iSCSI.

La ubicacion de la tarjeta de interfaz del host (HIC) puede
ser en la placa base o en una ranura (bahia). Si el sistema
@ muestra "Baseboard", significa que los puertos de la HIC
estan integrados en la controladora. Si el sistema muestra
"Slot", significa que los puertos estan en la HIC opcional.

Muestra la informacion de la interfaz de la unidad y el estado de enlace de
cada puerto. La interfaz de la unidad es la conexion entre la controladora y
las unidades, como SAS.

Muestra detalles de los puertos de gestion, como el nombre de host que
se usa para acceder a la controladora y si se habilité un inicio de sesidon
remoto. El puerto de gestidn conecta la controladora con el cliente de
gestion, que es donde se instala un explorador para acceder a System
Manager.

Muestra el método de direccionamiento y las direcciones IP del servidor
DNS y servidor NTP, si estos servidores se configuraron en System
Manager.

El sistema de nombres de dominio (DNS) es un sistema de nomenclatura
para los dispositivos conectados a Internet o a una red privada. El servidor
DNS conserva un directorio de nombres de dominio y los convierte en
direcciones de protocolos de Internet (IP).

El protocolo de tiempo de redes (NTP) es un protocolo de redes para la
sincronizacion del reloj entre los sistemas informaticos en las redes de
datos.
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Configurar el inicio de sesion remoto (SSH) en SANtricity System Manager

Al habilitar el inicio de sesion remoto, permite que los usuarios fuera de la red de area
local inicien una sesion SSH y accedan a la configuracion en la controladora.

Para las versiones 11.74 y posteriores de SANTtricity, también puede configurar la autorizacion multifactor
(MFA) exigiendo a los usuarios que introduzcan una clave SSH o una contrasefia de SSH. En las versiones
11.73 y anteriores de SANTricity, esta funcion not incluye una opcién para la autorizacion multifactor con claves
y contrasenas SSH.

@ Riesgo de seguridad — por razones de seguridad, solo el personal de soporte técnico debe
utilizar la funcién de inicio de sesién remoto.

Pasos

1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestafia * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora para la que desea configurar el inicio de sesion remoto.
Aparece el menu contextual de la controladora.

4. Seleccione Configurar inicio de sesion remoto (SSH). (Para las versiones 11.73 y anteriores de
SANTtricity, este elemento de menu es Cambiar inicio de sesiéon remoto.)

Se abre el cuadro de dialogo para habilitar el inicio de sesién remoto.
5. Seleccione la casilla de verificacion Activar inicio de sesién remoto.
Esta configuracion proporciona el inicio de sesion remoto con tres opciones de autorizacion:

> Solo contrasena. Para esta opcion, ya ha terminado y puede hacer clic en Guardar. Si tiene un
sistema doble, puede habilitar el inicio de sesién remoto en la segunda controladora siguiendo los
pasos anteriores.

> Clave SSH o contrasena. Para esta opcion, continde con el siguiente paso.

> Tanto la contraseifia como la clave SSH. Para esta opcion, seleccione la casilla de verificacion
requerir clave publica autorizada y contraseia para el inicio de sesiéon remoto y contintie con el
siguiente paso.

6. Rellene el campo clave publica autorizada. Este campo contiene una lista de claves publicas
autorizadas, en el formato del archivo OpenSSH authorized_keys.
Al rellenar el campo clave publica autorizada, tenga en cuenta las siguientes directrices:
o El campo clave publica autorizada se aplica a ambos controladores y s6lo debe configurarse en el
primer controlador.

o El archivo Authorized_Keys debe contener sélo una clave por linea. Las lineas que comienzan con #
y las lineas vacias se omiten. Para obtener mas informacion acerca del formato de archivo, consulte
"Configuracion de claves autorizadas para OpenSSH".

o Un archivo Authorized_keys deberia tener un aspecto similar al siguiente ejemplo:
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ssh-rsa
AAAAB3NzaClyc2EAAAADAQABAAABAQDILIG20rYTk4ok+xFJkPHYp/ROLfJQEYDLXASAJ4
9w3DVAWLrUg+1CpNg76WSamOBmoG9jgbcABSABRGdswdeMQZHi1Jcu291J30KKv6S1CulA
j1ltHymwtbdhPuipd2wIDAQAB

7. Cuando haya terminado, haga clic en Guardar.

8. En el caso de los sistemas dobles, puede habilitar el inicio de sesion remoto en la segunda controladora
siguiendo los pasos anteriores. Si esta configurando la opcidn tanto para una contrasefia como para una
clave SSH, asegurese de volver a seleccionar la casilla de verificacion requerir clave publica autorizada
y contrasena para el inicio de sesiéon remoto.

9. Después de que el soporte técnico termine de solucionar problemas, puede desactivar el inicio de sesion
remoto volviendo al cuadro de dialogo Configurar inicio de sesion remoto y deseleccionando la casilla de
verificacion Activar inicio de sesion remoto. Si se habilité el inicio de sesion remoto en una segunda
controladora, se abre un cuadro de dialogo de confirmacion y se permite deshabilitar el inicio de sesion
remoto también en la segunda.

Al deshabilitar el inicio de sesién remoto, se cierran todas las sesiones SSH vigentes y se rechazan todas
las solicitudes de inicio de sesion nuevas.

Coloque un controlador en linea en SANtricity System Manager

Si una controladora se encuentra en estado sin conexion o en modo de servicio, es
posible colocarla nuevamente en linea.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en una controladora que se encuentre en estado sin conexion o en modo de servicio.
Aparece el menu contextual de la controladora.

4. Seleccione colocar en linea y confirme que desea realizar la operacion.

Resultados
El controlador multivia puede demorar hasta 10 minutos en detectar una ruta de restauracion preferida.

Los volumenes pertenecientes originalmente a esta controladora se moveran automaticamente de vuelta a la

controladora a medida que se reciban solicitudes de I/o para cada volumen. En algunos casos, es posible que
necesite redistribuir manualmente los volumenes con el comando redistribuir volimenes.

Colocar un controlador fuera de linea en SANtricity System Manager
Si se le indica hacerlo, puede colocar una controladora en estado sin conexion.
Antes de empezar

» Una cabina de almacenamiento debe tener dos controladoras. La controladora que no se coloca en estado
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sin conexion debe estar en linea (en el estado 6ptimo).

* Asegurese de que no existan volumenes en uso o que exista un controlador multivia instalado en todos los
hosts que utilizan estos volumenes.

Acerca de esta tarea

@ No coloque una controladora en estado sin conexion a menos que el soporte técnico o
Recovery Guru le indique hacerlo.

Pasos

1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestafia * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora que desea colocar en estado sin conexion.
Aparece el menu contextual de la controladora.

4. Seleccione colocar fuera de linea y confirme que desea realizar la operacion.

Resultados

Es posible que System Manager demore varios minutos en actualizar el estado de la controladora a sin
conexion. No inicie ninguna otra operacion hasta que se haya actualizado el estado.

Coloque un controlador en modo de servicio en SANtricity System Manager
Si se le indica hacerlo, puede colocar una controladora en modo de servicio.

Antes de empezar

* La cabina de almacenamiento debe tener dos controladoras. La controladora que no se coloca en modo
de servicio debe estar en linea (en el estado 6ptimo).

* Asegurese de que no existan volumenes en uso o que exista un controlador multivia instalado en todos los
hosts que utilizan estos volumenes.

La colocacién de una controladora en modo de servicio puede reducir considerablemente el
rendimiento. No coloque una controladora en modo de servicio a menos que el soporte técnico
le indique hacerlo.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.
3. Haga clic en la controladora que desea colocar en modo de servicio.

Aparece el menu contextual de la controladora.
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4. Seleccione colocar en modo de servicio y confirme que desea realizar la operacion.

Restablecer (reiniciar) un controlador en SANtricity System Manager

Algunos problemas requieren un restablecimiento de la controladora (reinicio). Es posible
restablecer la controladora incluso sin tener acceso fisico a ella.

Antes de empezar

* La cabina de almacenamiento debe tener dos controladoras. La controladora que no se restablece debe
estar en linea (en el estado 6ptimo).

* Asegurese de que no existan volumenes en uso o que exista un controlador multivia instalado en todos los
hosts que utilizan estos volumenes.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora que desea restablecer.
Aparece el menu contextual de la controladora.

4. Seleccione Restablecer y confirme que desea realizar la operacion.

Gestione los puertos iSCSI

Configurar puertos iSCSI en SANtricity System Manager

Si la controladora incluye una conexion de host iISCSI, los ajustes del puerto iISCSI se
pueden configurar desde la pagina hardware.

Antes de empezar
 La controladora debe incluir puertos iISCSI; de lo contrario, la configuracién de iISCSI no estara disponible.

» Se debe conocer la velocidad de la red (la tasa de transferencia de datos entre los puertos y el host).

@ La configuracion y las funciones iSCSI solamente aparecen si la cabina de almacenamiento es
compatible con iSCSI.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.
3. Haga clic en la controladora con los puertos iSCSI que desea configurar.

Aparece el menu contextual de la controladora.
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4. Seleccione Configurar puertos iSCSI.

@ La opcion Configurar puertos iSCSI aparece solo si System Manager detecta puertos
iSCSI en la controladora.

Se abre el cuadro de dialogo Configurar puertos iSCSI.

5. En la lista desplegable, seleccione el puerto que desea configurar y, a continuacion, haga clic en
Siguiente.

6. Seleccione los valores del puerto de configuracién y, a continuacion, haga clic en Siguiente.

Para ver todas las configuraciones de puerto, haga clic en el enlace Mostrar mas opciones de puerto
situado a la derecha del cuadro de dialogo.
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Detalles del campo

Opcion de
configuracion de
puertos

Velocidad del puerto
ethernet configurada
(aparece solamente en
ciertos tipos de tarjetas
de interfaz del host)

Modo de correccion de
errores de reenvio
(FEC) (s6lo aparece
para determinados
tipos de tarjetas de
interfaz del sistema
principal)

Habilite IPv4/Habilitar
IPv6

Puerto de escucha TCP
(disponible haciendo
clic en Mostrar mas
opciones de puerto).

Tamafio de MTU
(disponible haciendo
clic en Mostrar mas
opciones de puerto).

Habilite las respuestas
PING de ICMP PING

Descripcion

Seleccione la velocidad que coincida que la capacidad de velocidad del
SFP en el puerto.

Si lo desea, seleccione uno de los modos FEC para el puerto de host
especificado.

®

El modo Reed Solomon no admite la velocidad de puerto de
25 Gbps.

Seleccione una o ambas opciones para habilitar la compatibilidad con las
redes IPv4 e IPV6.

®

De ser necesario, introduzca un nuevo numero de puerto.

Si desea deshabilitar el acceso al puerto, cancele la
seleccion de las dos casillas de comprobacion.

El puerto de escucha es el numero de puerto TCP que la controladora

utiliza para escuchar inicios de sesion iSCSI de iniciadores iSCSI del host.

El puerto de escucha predeterminado es 3260. Debe introducir 3260 o un
valor entre 49 49152 y 65 65535.

De ser necesario, introduzca un nuevo tamafo en bytes para la unidad de
transmision maxima (MTU).

El tamafio de MTU predeterminado es de 1500 bytes por trama. Debe
introducir un valor entre 1500 y 9000.

Seleccione esta opcién para habilitar el protocolo de mensajes de control
de Internet (ICMP). Los sistemas operativos de equipos en red usan ese
protocolo para enviar mensajes. Esos mensajes ICMP determinan si es
posible acceder a un host y cuanto tiempo debe transcurrir para enviar y
recibir los paquetes de ese host.

Si selecciond Activar IPv4, se abre un cuadro de dialogo para seleccionar la configuracion IPv4 después
de hacer clic en Siguiente. Si selecciond Activar IPv6, se abre un cuadro de diadlogo para seleccionar la
configuracion de IPv6 después de hacer clic en Siguiente. Si seleccioné ambas opciones, primero se abre
el cuadro de dialogo de configuracion IPv4 y después de hacer clic en Siguiente, se abre el cuadro de
dialogo de configuracion de IPv6.
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7. Configure los valores para IPv4 o IPv6 de forma automatica o manual. Para ver todas las opciones de
configuracion de puertos, haga clic en el enlace Mostrar mas valores situado a la derecha del cuadro de
dialogo.

Detalles del campo

Opcion de Descripcion
configuracion de
puertos

Obtener configuracién  Seleccione esta opcion para obtener automaticamente la configuracion.
automaticamente

Especificar Seleccione esta opcion e introduzca una direccion estatica en los campos.

manualmente la (Si lo desea, puede cortar y pegar direcciones en los campos.) En el caso

configuracion estatica  de IPv4, incluya la mascara de subred y la puerta de enlace. En el caso de
IPVv6, incluya la direccién IP enrutable y la direccidn IP del enrutador.

Active la compatibilidad Seleccione esta opcion para habilitar una VLAN e introducir su ID. Una red
con VLAN (disponible  de area local virtual (VLAN) es una red logica que se comporta como Si

haciendo clic en estuviese fisicamente separada de otras redes de area local virtuales y
Mostrar mas fisicas (LAN) admitidas por los mismos switches, los mismos enrutadores,
opciones). 0 ambos.

Activar prioridad Seleccione esta opcion para habilitar el parametro que determina la
ethernet (disponible prioridad de acceso a la red. Use la barra deslizante para seleccionar una
haciendo clic en prioridad entre 1 (mas baja) y 7 (mas alta).

Mostrar mas valores).
En un entorno de red de area local (LAN) compartida, como Ethernet, es
posible que muchas estaciones compitan por el acceso a la red. El acceso
se otorga por orden de llegada. Es posible que dos estaciones intenten
acceder a la red al mismo tiempo, lo que provoca que ambas estaciones
se apagen y esperen antes de volver a intentarlo. Este proceso se
minimiza para Ethernet con switch, donde existe una sola estacién
conectada a un puerto del switch.

8. Haga clic en Finalizar.

Configurar la autenticacion iSCSI en SANtricity System Manager

Para obtener seguridad adicional en una red iSCSI, se puede establecer la autenticacion
entre controladoras (objetivos) y hosts (iniciadores).

System Manager usa el método de protocolo de autenticacion por desafio mutuo (CHAP), que valida la
identidad de los destinos e iniciadores durante el enlace inicial. La autenticacidén se basa en una clave de
seguridad compartida denominada CHAP Secret.

Antes de empezar

Es posible establecer el secreto CHAP para los iniciadores (hosts iSCSI) antes o después de haber
establecido el secreto CHAP para los objetivos (controladoras). Antes de seguir las instrucciones de esta
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tarea, primero debe esperar a que los hosts hayan establecido una conexion iSCSI y, a continuacion,
configurar el secreto CHAP en los hosts individuales. Una vez realizadas las conexiones, los nombres IQN de
los hosts y los secretos CHAP se enumeran en el cuadro de didlogo de autenticacion iSCSI (que se describe
en esta tarea), y no es necesario introducirlos manualmente.

Acerca de esta tarea
Se puede seleccionar uno de los siguientes métodos de autenticacion:

» Autenticacion unidireccional — Utilice esta opcidn para permitir que el controlador autentique la
identidad de los hosts iISCSI (autenticacion unidireccional).

» Autenticacion bidireccional — Utilice este ajuste para permitir que tanto el controlador como los hosts
iSCSI lleven a cabo la autenticacion (autenticacion bidireccional). Esta opcién aporta un segundo nivel de
seguridad, ya que permite que la controladora autentique la identidad de los hosts iISCSI y, a su vez, que
los hosts iSCSI autentiquen la identidad de la controladora.

@ La configuracion y las funciones de iSCSI solo aparecen en la pagina Configuracion si la cabina
de almacenamiento es compatible con iSCSI.

Pasos
1. Seleccione MENU:Settings[System].

2. En Configuracion de iSCSI, haga clic en Configurar autenticacion.
Se muestra el cuadro de dialogo Configurar autenticacion, donde se indica el método actualmente
seleccionado. También muestra si alguno de los hosts tiene secretos CHAP configurados.

3. Seleccione una de las siguientes opciones:

> Sin autenticacion — Si no desea que el controlador autentique la identidad de los hosts iSCSI,
seleccione esta opcion y haga clic en Finalizar. El cuadro de didlogo se cierra y la configuracion esta
lista.

o Autenticacion unidireccional — para permitir que el controlador autentique la identidad de los hosts
iISCSI, seleccione esta opcion y haga clic en Siguiente para abrir el cuadro de dialogo Configurar
CHAP de destino.

o Autenticacion bidireccional — para permitir que tanto el controlador como los hosts iSCSI lleven a
cabo la autenticacion, seleccione esta opcion y haga clic en Siguiente para abrir el cuadro de dialogo
Configurar CHAP de destino.

4. Tanto para la autenticacion unidireccional como para la bidireccional, introduzca o confirme el secreto
CHAP de la controladora (el objetivo). El secreto CHAP debe tener entre 12 y 57 caracteres ASCII
imprimibles.

Si el secreto CHAP de la controladora se configurd anteriormente, los caracteres que
aparecen en el campo se muestran enmascarados. Si es necesario, puede reemplazar los
caracteres existentes (los caracteres nuevos no estan enmascarados).

5. Debe realizar una de las siguientes acciones:

o Si esta configurando la autenticacion unidireccional, haga clic en Finalizar. El cuadro de didlogo se
cierra y la configuracion esta lista.

o Si esta configurando la autenticacion bidireccional, haga clic en Siguiente para abrir el cuadro de
dialogo Configurar CHAP del iniciador.

6. En el caso de la autenticacion bidireccional, introduzca o confirme un secreto CHAP de cualquiera de los
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hosts iISCSI (los iniciadores), que pueden tener entre 12 y 57 caracteres ASCII imprimibles. Si no desea
configurar la autenticacion bidireccional de un host en particular, deje en blanco el campo Secreto CHAP
del iniciador.

Si el secreto CHAP de un host se configurd con anterioridad, los caracteres del campo
estan enmascarados. Si es necesario, puede reemplazar los caracteres existentes (los
caracteres nuevos no estan enmascarados).

7. Haga clic en Finalizar.

Resultados

La autenticacion sucede durante la secuencia de inicio de sesién iSCSI, entre las controladoras y los hosts
iISCSI, a menos que no se haya especificado ninguna autenticacion.

Habilitar la configuraciéon de deteccion de iSCSI en SANtricity System Manager

Es posible habilitar la configuracion relacionada con la deteccion de dispositivos de
almacenamiento en una red iSCSI.

La configuracion de deteccion de objetivos permite registrar la informacion de iSCSI de la cabina de
almacenamiento con el protocolo de servicio de nombres de almacenamiento de Internet (iISNS), y también
determinar si se deben permitir las sesiones de deteccion sin nombre.

Antes de empezar

Si el servidor iSNS utiliza una direccion IP estatica, esa direccion debe estar disponible para registrarse en
iISNS. Se admiten tanto IPv4 como IPv6.

Acerca de esta tarea
Es posible habilitar la siguiente configuracion relacionada con la deteccion de iSCSI:

» Activar el servidor iSNS para registrar un destino — cuando esta activado, la cabina de
almacenamiento registra la informacion de su nombre completo iISCSI (IQN) y su puerto del servidor iSNS.
Esta opcion permite la deteccion de iSNS para que un iniciador pueda recuperar la informacion de IQN y
puerto del servidor iSNS.

» Activar sesiones de deteccidon sin nombre — cuando las sesiones de deteccion sin nombre estan
habilitadas, el iniciador (host iISCSI) no necesita proporcionar el IQN del destino (controladora) durante la
secuencia de inicio de sesidn para una conexién de tipo de deteccién. Cuando se deshabilitan, los hosts
deben proporcionar el IQN para establecer una sesion de deteccidn con la controladora. Sin embargo,
siempre se requiere el IQN objetivo durante una sesion normal (con 1/0). Al deshabilitar esta opcion, se
puede evitar que los hosts iISCSI no autorizados se conecten a la controladora mediante esta direccion IP

solamente.
@ La configuracion y las funciones de iSCSI solo aparecen en la pagina Configuracion si la cabina
de almacenamiento es compatible con iSCSI.

Pasos
1. Seleccione MENU:Settings[System].

2. En Configuracion de iSCSI, haga clic en Ver/editar configuracion de deteccion de objetivos.

Se muestra el cuadro de didlogo Configuracion de deteccién de objetivos. Debajo del Activar servidor
iSNS... campo, el cuadro de dialogo indica si la controladora ya esta registrada.
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3. Para registrar el controlador, seleccione Activar servidor iSNS para registrar mi destino y, a
continuacion, seleccione una de las siguientes opciones:

o Obtener automaticamente la configuracion del servidor DHCP — Seleccione esta opcion si desea
configurar el servidor iISNS usando un servidor DHCP (Dynamic Host Configuration Protocol). Tenga
en cuenta que, si usa esta opcion, todos los puertos iISCSI en la controladora también deben
configurarse para usar DHCP. Si es necesario, actualice el puerto iISCSI de la controladora para
habilitar esta opcion.

Para que el servidor DHCP proporcione la direccion del servidor iSNS, debe configurar

@ el servidor DHCP para que utilice la opcién 43 — ""Informacion especifica del
proveedor"." Esta opcion debe incluir la direccion IPv4 del servidor iSNS en los bytes de
datos Oxa-0xd (10-13).

o Especificar manualmente la configuracion estatica — Seleccione esta opciodn si desea introducir
una direccion IP estatica para el servidor iSNS. (Si lo desea, puede cortar y pegar direcciones en los
campos.) En el campo, introduzca una direccién IPv4 o IPv6. Si configuré ambas, IPv4 es la
predeterminada. Introduzca ademas un puerto de escucha TCP (utilice 3205, que es el
predeterminado, o especifique un valor entre 49 49152 y 65 65535).

4. Para permitir que la cabina de almacenamiento participe en sesiones de deteccion sin nombre, seleccione
Habilitar sesiones de deteccién sin nombre.

o Cuando se habilita esta opcion, no se requiere que los iniciadores de iSCSI especifiquen el IQN
objetivo para recuperar la informacion de la controladora.

o Cuando se deshabilita, se impiden las sesiones de deteccidon a menos que el iniciador proporcione el
IQN objetivo. Al deshabilitar las sesiones de deteccion sin nombre, se obtiene seguridad adicional.

5. Haga clic en Guardar.

Resultados

Se muestra una barra de progreso cuando System Manager intenta registrar la controladora en el servidor
iISNS. Este proceso puede llevar hasta cinco minutos.

Ver paquetes de estadisticas iSCSI en SANtricity System Manager
Es posible ver datos sobre las conexiones iSCSI con la cabina de almacenamiento.

Acerca de esta tarea

En System Manager, se muestran los siguientes tipos de estadisticas de iSCSI. Todas las estadisticas son de
solo lectura y no pueden configurarse.

@ Los tipos de estadisticas que se muestran en System Manager se basan en las estadisticas
disponibles para la cabina de almacenamiento.

» Estadisticas de MAC Ethernet — proporciona estadisticas para el control de acceso a medios (MAC).
MAC también proporciona un mecanismo de direccionamiento denominado direccion fisica o direccién
MAC. La direccién MAC es una direccion Unica que se asigna a cada adaptador de red. La direccion MAC
ayuda a entregar paquetes de datos a un destino dentro de la subred.

» Ethernet TCP/IP statistics — proporciona estadisticas para TCP/IP, que es el Protocolo de control de
transmision (TCP) y el Protocolo de Internet (IP) para el dispositivo iSCSI. Con TCP, las aplicaciones en
hosts en red pueden crean conexiones entre si, mediante las cuales pueden intercambiar datos en
paquetes. El IP es un protocolo orientado a datos que comunica datos por una interred conmutada por
paquetes. Las estadisticas de IPv4 e IPv6 se muestran por separado.
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» Ethernet Kernel statistics — Proporciona estadisticas para los controladores del kernel de la plataforma
del dispositivo iSCSI. Las estadisticas del nucleo muestran datos de red similares a la opcion de
estadisticas TCP/IP. Sin embargo, los datos estadisticos del nucleo se recopilan de los controladores del
nucleo de la plataforma en lugar de directamente del hardware iSCSI.

» Estadisticas de destino locall/iniciador (protocolo): Muestra estadisticas para el destino iISCSI, que
proporciona acceso a nivel de bloque a sus medios de almacenamiento y muestra las estadisticas de
iISCSI para la matriz de almacenamiento cuando se utiliza como iniciador en operaciones de mirroring
asincrono.

» Estadisticas de Estados operativos de DCBX — muestra los estados operativos de las diversas
funciones de Data Center Bridging Exchange (DCBX).

* LLDP TLV statistics — muestra las estadisticas de tipo-longitud-valor (TLV) del protocolo de deteccion de
nivel de vinculo (LLDP).

» Estadisticas TLV de DCBX — muestra la informacion que identifica los puertos de host de la matriz de
almacenamiento en un entorno de protocolo de puente del centro de datos (DCB). Esta informacion se
comparte con los colegas de red para fines de identificacion y funcionalidad.

Es posible ver cada una de las estadisticas como estadisticas sin configurar o estadisticas de base. Las
estadisticas sin configurar son todas las estadisticas recogidas desde que se iniciaron las controladoras. Las
estadisticas de base son las estadisticas de un momento especifico que se recogen desde el establecimiento
de la hora de la linea de base.

Pasos
1. Seleccione menu:ficha Soporte[Centro de soporte > Diagnéstico].

2. Seleccione Ver paquetes de estadisticas iSCSI.
3. Haga clic en una pestana para ver los diferentes conjuntos de estadisticas.
4. Para establecer la linea de base, haga clic en establecer nueva linea de base.

La configuracion de la linea de base establece un nuevo punto de partida para la recogida de estadisticas.
La misma linea de base se usa para todas las estadisticas de iSCSI.

Ver sesiones iSCSI en SANtricity System Manager

Es posible ver informacidn detallada sobre las conexiones iSCSI a la cabina de
almacenamiento. Se pueden realizar sesiones iISCSI con hosts o cabinas de
almacenamiento remotas en una relacién de reflejo asincrono.

Pasos
1. Seleccione MENU:Settings[System].

2. Seleccione Verl/finalizar sesiones iSCSI.
Se muestra una lista de las sesiones iSCSI actuales.

3. Opcional: para ver informacién adicional acerca de una sesién iSCSI especifica, seleccione una sesion v,
a continuacién, haga clic en Ver detalles.
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Detalles del campo

Elemento

Identificador de sesion
(SSID)

Identificador de sesion
del iniciador (ISID)

Grupo de portal de
destino

Etiqueta del grupo de
portal de destino
(TPGT)

Nombre iSCSI del
iniciador

Etiqueta de iSCSI del
iniciador

Alias del iniciador de
iSCSI

Host

Identificador de
conexion (CID)

Identificador de puerto

Direccion IP del
iniciador

Parametros de inicio de
sesién negociados

Método de
autenticacion

Descripcion

La cadena hexadecimal que identifica una sesién entre un iniciador de
iISCSI y un destino iSCSI. EI SSID esta compuesto por ISID y TPGT.

La parte del iniciador del identificador de sesion. El iniciador especifica el
ISID durante el inicio de sesion.

El destino iSCSI.

La parte del destino del identificador de sesion. Identificador numérico de
16 bits para un grupo de portales de destino iSCSI.

El nombre WWN Unico del iniciador.

La etiqueta de usuario configurada en System Manager.

Un nombre que también puede asociarse a un nodo iSCSI. El alias
permite a una organizacion asociar una cadena intuitiva al nombre iISCSI.
Sin embargo, el alias no es un sustituto del nombre iISCSI. El alias del
iniciador de iSCSI solo puede configurarse en el host, no en System
Manager

El servidor que envia entrada y salida a la cabina de almacenamiento.

Nombre unico para una conexién dentro de la sesion entre el iniciador y el
destino. El iniciador genera este ID y lo presenta al destino durante las
solicitudes de inicio de sesion. El ID de conexién también se presenta
durante los cierres de sesion que cierran las conexiones.

El puerto de la controladora asociado a la conexion.

La direccion IP del iniciador.

Los parametros que se negocian durante el inicio de sesion de la sesion
iSCSI.

La técnica para autenticar usuarios que desean acceder a la red iISCSI.
Los valores validos son CHAP y Ninguno.
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Elemento

Método de resumen del
encabezado

Método de resumen de
datos

Conexiones maximas

Alias de destino

Alias del iniciador

Direccion IP de destino
R2T inicial
Longitud de rafaga

maxima

Longitud de la primera
rafaga

Tiempo predeterminado
de espera

Tiempo predeterminado
de retencion

R2T pendiente maximo

Nivel de recuperacién
de errores

Descripciéon

La técnica para mostrar posibles valores de encabezados para la sesidn
iISCSI. HeaderDigest y DataDigest pueden ser None o CRC32C. El valor
predeterminado para ambos es Ninguno.

La técnica para mostrar posibles valores de datos para la sesion iSCSI.
HeaderDigest y DataDigest pueden ser None o CRC32C. El valor
predeterminado para ambos es Ninguno.

El mayor nimero de conexiones permitidas para la sesién iSCSI. El
ndamero maximo de conexiones puede ser de 1 a 4. El valor
predeterminado es 1.

La etiqueta asociada al destino.

La etiqueta asociada al iniciador.

La direccion IP del destino para la sesion iSCSI. Los nombres DNS no son
compatibles.

La inicial lista para transferir Estados. El estado puede ser Si o no.

La carga util maxima de SCSI en bytes para esta sesion iSCSI. La longitud
maxima de rafaga puede ser de 512 a 262,144 144 (256 KB). El valor
predeterminado es 262,144 (256 KB).

La carga util de SCSI en bytes para datos no solicitados para esta sesién
iISCSI. La longitud de la primera rafaga puede ser de 512 a 131,072 072
(128 KB). El valor predeterminado es 65,536 (64 KB).

La cantidad minima de segundos que se deben esperar para intentar
establecer una conexidon después de la terminacion o el restablecimiento
de una conexidn. El valor predeterminado de tiempo para esperar puede
ser de 0 a 3600. El valor predeterminado es 2.

La cantidad maxima de segundos durante los cuales aun puede
establecerse una conexién después de la terminacion o el
restablecimiento de una conexién. El valor predeterminado de tiempo para
retener puede ser de 0 a 3600. El valor predeterminado es 20.

La cantidad maxima de Estados listos para transferencia pendientes para
esta sesion iSCSI. El valor maximo de Estados listos para transferencia
pendientes puede ser de 1 a 16. El valor predeterminado es 1.

El nivel de recuperacion de error para esta sesiéon iSCSI. El valor del nivel
de recuperacién de errores siempre esta establecido en 0.



Elemento

Longitud maxima del
segmento de datos de
recepcion

Nombre de destino

Nombre del iniciador

Descripciéon

La cantidad maxima de datos que el iniciador o el destino pueden recibir
en cualquier unidad de datos de carga util de iISCSI (PDU).

El nombre oficial del destino (no el alias). El nombre de destino con
formato /QN.

El nombre oficial del iniciador (no el alias). El nombre del iniciador que usa
formato /IQN o eui.

4. Opcional: para guardar el informe en un archivo, haga clic en Guardar.

El archivo se guarda en la carpeta de descargas del explorador con el nombre de archivo iscsi-
session-connections.txt.

Finalizar la sesiéon iSCSI en SANtricity System Manager

Es posible finalizar una sesion iISCSI que no se necesita. Se pueden realizar sesiones
iISCSI con hosts o cabinas de almacenamiento remotas en una relacion de reflejo

asincrono.

Acerca de esta tarea

Es posible que desee finalizar una sesion iISCSI por los siguientes motivos:

* Acceso no autorizado — Si un iniciador iISCSI esta conectado y no debe tener acceso, puede finalizar la
sesion iSCSI para forzar al iniciador iSCSI fuera de la matriz de almacenamiento. El iniciador de iSCSI
puede haber iniciado sesion porque el método de autenticacion Ninguno estaba disponible.

» Tiempo de inactividad del sistema — Si necesita desconectar una matriz de almacenamiento y observa
que los iniciadores iISCSI todavia estan conectados, puede finalizar las sesiones iSCSI para sacar los
iniciadores iISCSI de la matriz de almacenamiento.

Pasos

1. Seleccione MENU:Settings[System].

2. Seleccione Verl/finalizar sesiones iSCSI.

Se muestra una lista de las sesiones iSCSI actuales.

3. Seleccione la sesién que desea finalizar

4. Haga clic en Finalizar sesion y confirme que desea realizar la operacion.

Configurar iSER sobre puertos InfiniBand en SANtricity System Manager

Si la controladora tiene un puerto Iser over InfiniBand, se puede configurar la conexion

de red al host.

Antes de empezar
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* La controladora debe tener un puerto Iser over InfiniBand; de lo contrario, las opciones de Iser over
InfiniBand no estaran disponibles en System Manager.

» Se debe conocer la direccion IP de la conexiéon de host.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestana * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora que tenga el puerto Iser over InfiniBand que desea configurar.
Aparece el menu contextual de la controladora.

4. Seleccione Configurar puertos Iser over InfiniBand.
Se muestra el cuadro de diadlogo Configurar puertos Iser over InfiniBand.

5. En el menu desplegable, seleccione el puerto HIC que desea configurar y después introduzca la direccion
IP del host.
6. Haga clic en Configurar.

7. Complete la configuracion y, a continuacion, restablezca el puerto Iser over InfiniBand haciendo clic en Si.

Ver estadisticas de iSER sobre InfiniBand en SANtricity System Manager

Si la controladora de la cabina de almacenamiento incluye un puerto Iser over InfiniBand,
es posible ver datos sobre las conexiones del host.

Acerca de esta tarea

En System Manager, se muestran los siguientes tipos de estadisticas de Iser over InfiniBand. Todas las
estadisticas son de solo lectura y no pueden configurarse.

» Estadisticas de destino local (protocolo) — proporciona estadisticas para el destino Iser over
InfiniBand, que muestra el acceso de nivel de bloque a sus medios de almacenamiento.

» Estadisticas de la interfaz Iser over InfiniBand — proporciona estadisticas para todos los puertos Iser
en la interfaz InfiniBand, que incluye estadisticas de rendimiento e informacion de errores de enlace
asociados con cada puerto del switch.

Es posible ver cada una de las estadisticas como estadisticas sin configurar o estadisticas de base. Las
estadisticas sin configurar son todas las estadisticas recogidas desde que se iniciaron las controladoras. Las
estadisticas de base son las estadisticas de un momento especifico que se recogen desde el establecimiento
de la hora de la linea de base.

Pasos
1. Seleccione MENU:Settings[System].

2. Seleccione Ver estadisticas de Iser over InfiniBand.
3. Haga clic en una pestafia para ver los diferentes conjuntos de estadisticas.

4. Opcional: para establecer la linea de base, haga clic en establecer nueva linea de base.

La configuracion de la linea de base establece un nuevo punto de partida para la recogida de estadisticas.
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La misma linea de base se usa para todas las estadisticas de Iser over InfiniBand.

Gestione los puertos NVMe

Obtenga mas informacién sobre el software NVMe y SANTtricity

Algunas controladoras incluyen un puerto para implementar NVMe (memoria no volatil
rapida) en estructuras. NVMe permite una comunicacion de alto rendimiento entre los
hosts y la cabina de almacenamiento.

¢Qué es NVMe?

NVM significa "memoria no volatil", y es una memoria persistente utilizada en muchos tipos de dispositivos de
almacenamiento. NVMe (NVM Express) es una interfaz o un protocolo estandarizados disefiados
especificamente para la comunicacién de varias colas de alto rendimiento con dispositivos NVM.

¢Qué es NVMe over Fabrics?

NVMe over Fabrics (NVMe-of) es una especificacion de tecnologia que permite la transferencia de datos y
comandos basados en mensajes de NVMe entre un equipo host y un almacenamiento a través de una red. Un
host puede acceder a una cabina de almacenamiento NVMe (que se denomina SUBSYSTEM) con una
estructura. Los comandos NVMe se habilitan y se encapsulan en capas de abstraccion de transporte en el
lado del host y del subsistema. Esto extiende la interfaz NVMe integral de alto rendimiento desde el host hasta
el almacenamiento, ademas de estandarizar y simplificar el conjunto de comandos.

El almacenamiento NVMe-of se presenta a un host como dispositivo de almacenamiento basado en bloques
local. El volumen (que se denomina Namespace) puede montarse en un sistema de archivos, como sucede
con cualquier otro dispositivo de almacenamiento en bloques. Es posible usar la APl de REST, la SMcli o
SANftricity System Manager para aprovisionar el almacenamiento segun sea necesario.

¢Qué es un nombre completo de NVMe (NQN)?

El nombre completo de NVMe (NQN) se utiliza para identificar el destino de almacenamiento remoto. El
nombre completo de NVMe para la cabina de almacenamiento siempre es una asignacion del subsistema que
no puede modificarse. Hay un solo nombre completo de NVMe para toda la cabina. El nombre completo de
NVMe se limita a 223 caracteres de longitud. Es posible compararlo con un nombre completo de iSCSI.

¢ Qué es un espacio de nombres y un identificador de espacio de nombres?

Un espacio de nombres es el equivalente a una unidad légica en SCSI, que esta relacionada con un volumen
en la cabina. El identificador de espacio de nombres (NSID) es equivalente a un niumero de unidad légica
(LUN) en SCSI. Es posible crear el NSID en el momento de la creacion del espacio de nombres, y configurarlo
con un valor entre 1y 255.

¢ Qué es una controladora NVMe?

Como un SCSI |_T nexus, que representa la ruta desde el iniciador del host hasta el objetivo del sistema de
almacenamiento, una controladora NVMe creada durante el proceso de conexion del host ofrece una ruta de
acceso entre un host y los espacios de nombres en la cabina de almacenamiento. Un NQN para el host mas
un identificador de puerto de host identifican de manera Unica una controladora NVMe. Si bien una
controladora NVMe solo puede asociarse con un solo host, puede acceder a varios espacios de nombres.
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Es posible configurar los hosts que pueden acceder a determinados espacios de nombres y configurar el
identificador de espacio de nombres para el host con SANtricity System Manager. A continuacion, cuando se
crea la controladora NVMe, esta puede acceder a la lista de identificadores de espacio de nombres creada y
utilizada para configurar las conexiones permitidas.

Configurar puertos NVMe sobre InfiniBand en SANtricity System Manager

Si la controladora incluye una conexion NVMe over InfiniBand, los ajustes del puerto
NVMe se pueden configurar desde la pagina hardware.

Antes de empezar

* La controladora debe incluir un puerto de host NVMe over InfiniBand; de lo contrario, los ajustes de NVMe
over InfiniBand no estaran disponibles en System Manager.

» Se debe conocer la direccion IP de la conexién de host.

@ La configuracion y las funciones de NVMe over InfiniBand aparecen solamente si la
controladora de la cabina de almacenamiento contiene un puerto NVMe over InfiniBand.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra las unidades, haga clic en la pestafia * Controladores y componentes *.
El grafico cambia y muestra las controladoras en lugar de las unidades.

3. Haga clic en la controladora que tenga el puerto NVMe over InfiniBand que desea configurar.
Aparece el menu contextual de la controladora.

4. Seleccione Configurar puertos NVMe over InfiniBand.
Se abre el cuadro de didlogo Configurar puertos NVMe over InfiniBand.

5. Seleccione el puerto de HIC que desea configurar de la lista desplegable e introduzca la direccion IP.
Si desea configurar una cabina de almacenamiento EF600 con una HIC de 200 GB, este cuadro de
didlogo muestra dos campos de direccion IP: Uno para un puerto fisico (externo) y uno para un puerto
virtual (interno). Debe asignar una direccion IP exclusiva a cada puerto. Estos ajustes permiten que el host
establezca una ruta entre cada puerto y que la HIC alcance el rendimiento maximo. Si no se asigna una
direccion IP al puerto virtual, la HIC se ejecutara a aproximadamente la mitad de su capacidad de
velocidad.

6. Haga clic en Configurar.

7. Una vez terminada la configuracion, haga clic en Si para reiniciar el puerto NVMe over InfiniBand.

Configurar puertos NVMe sobre RoCE en SANtricity System Manager

Si la controladora incluye una conexion para NVMe over roce (RDMA over Converged
Ethernet), es posible configurar las opciones del puerto NVMe desde la pagina hardware.

Antes de empezar
» La controladora debe incluir un puerto de host NVMe over roce; de lo contrario, los ajustes de NVMe over
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roce no estaran disponibles en System Manager.

» Se debe conocer la direccion IP de la conexiéon de host.

Pasos

1.
2.

Seleccione hardware.

Si el grafico muestra las unidades, haga clic en la pestafia * Controladores y componentes *.

El grafico cambia y muestra las controladoras en lugar de las unidades.

. Haga clic en la controladora que tenga el puerto NVMe over roce que desea configurar.

Aparece el menu contextual de la controladora.

. Seleccione Configurar puertos NVMe over roce.

Se abre el cuadro de dialogo Configurar puertos NVMe over roce.

5. En la lista desplegable, seleccione el puerto HIC que desea configurar.

Haga clic en Siguiente.

Para ver todas las configuraciones de puerto, haga clic en el enlace Mostrar mas opciones de puerto
situado a la derecha del cuadro de dialogo.

Detalles del campo

Opcién de
configuracion de
puertos

Velocidad de puerto
ethernet configurada

Habilite IPv4/Habilitar
IPv6

Tamano de MTU
(disponible haciendo
clic en Mostrar mas

opciones de puerto).

Descripcién

Seleccione la velocidad que coincida que la capacidad de velocidad del
SFP en el puerto.

Seleccione una o ambas opciones para habilitar la compatibilidad con las
redes IPv4 e IPv6.

@ Si desea deshabilitar el acceso al puerto, cancele la
seleccion de las dos casillas de comprobacion.

De ser necesario, introduzca un nuevo tamafo en bytes para la unidad de
transmision maxima (MTU).

El tamafno de MTU predeterminado es de 1500 bytes por trama. Debe
introducir un valor entre 1500 y 9000.

Si seleccioné Activar IPv4, se abre un cuadro de dialogo para seleccionar la configuracion IPv4 después
de hacer clic en Siguiente. Si selecciond Activar IPv6, se abre un cuadro de didlogo para seleccionar la
configuracion de IPv6 después de hacer clic en Siguiente. Si selecciond ambas opciones, primero se abre
el cuadro de dialogo de configuracion IPv4 y después de hacer clic en Siguiente, se abre el cuadro de
didlogo de configuracion de IPv6.
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7. Configure los valores para IPv4 o IPv6 de forma automatica o manual.

Detalles del campo

Opcion de Descripcion
configuracion de
puertos

Obtener configuracién  Seleccione esta opcion para obtener automaticamente la configuracion.
automaticamente

Especificar Seleccione esta opcidn e introduzca una direccion estatica en los campos.

manualmente la (Si lo desea, puede cortar y pegar direcciones en los campos.) En el caso

configuracion estatica  de IPv4, incluya la mascara de subred y la puerta de enlace. En el caso de
IPv6, incluya la direccién IP enrutable y la direccién IP del enrutador. Si
desea configurar una cabina de almacenamiento EF600 con una HIC de
200 GB, este cuadro de dialogo muestra dos conjuntos de campos para
los parametros de red: Uno para un puerto fisico (externo) y uno para un
puerto virtual (interno). Debe asignar parametros exclusivos a cada puerto.
Estos ajustes permiten que el host establezca una ruta entre cada puerto y
que la HIC alcance el rendimiento maximo. Si no se asigna una direccion
IP al puerto virtual, la HIC se ejecutara a aproximadamente la mitad de su
capacidad de velocidad.

8. Haga clic en Finalizar.

Ver estadisticas de NVMe over Fabrics en SANtricity System Manager

Es posible ver datos acerca de las conexiones NVMe over Fabrics a la cabina de
almacenamiento.

Acerca de esta tarea

En System Manager, se muestran los siguientes tipos de estadisticas de NVMe over Fabrics. Todas las
estadisticas son de solo lectura y no pueden configurarse.

» Estadisticas del subsistema NVMe — muestra estadisticas para la controladora NVMe y su cola. La
controladora NVMe ofrece una ruta de acceso entre un host y los espacios de nombres en la cabina de
almacenamiento. Es posible revisar las estadisticas del subsistema NVMe para consultar elementos,
como errores de conexion, reinicios y apagados.

» Estadisticas de la interfaz RDMA — proporciona estadisticas para todos los puertos NVMe over Fabrics
de la interfaz RDMA, que incluye estadisticas de rendimiento e informacion de errores de enlace
asociados con cada puerto del switch. Esta pestafia solo se muestra cuando existen puertos NVMe over
Fabrics disponibles.

Es posible ver cada una de las estadisticas como estadisticas sin configurar o estadisticas de base. Las
estadisticas sin configurar son todas las estadisticas recogidas desde que se iniciaron las controladoras. Las
estadisticas de base son las estadisticas de un momento especifico que se recogen desde el establecimiento
de la hora de la linea de base.

Pasos
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1. Seleccione MENU:Settings[System].

2. Seleccione Ver estadisticas de NVMe over Fabrics.

3. Opcional: para establecer la linea de base, haga clic en establecer nueva linea de base.

La configuracion de la linea de base establece un nuevo punto de partida para la recogida de estadisticas.
Se usa la misma linea de base para todas las estadisticas de NVMe.

Gestionar unidades

Obtenga informacién sobre los estados de las unidades en SANtricity System

Manager

System Manager de SANTtricity informa sobre distintos estados de las unidades.

estados de accesibilidad

Estado
Omitida

Incompatible

Quitada

Presente

Sin respuesta

estados de roles

Estado
Asignado

Pieza de repuesto en uso

Pieza de repuesto en
espera

Definicion
La unidad esta presente fisicamente, pero la controladora no puede comunicarse
con ella en ningun puerto.

Existe una de las siguientes condiciones:

» La unidad no esta certificada para usar en la cabina de almacenamiento.
* La unidad tiene un tamafio de sector diferente.
* La unidad tiene datos de configuracion inutilizables de una version de
firmware anterior o posterior.
La unidad se retiré de manera incorrecta de la cabina de almacenamiento.

La controladora puede comunicarse con la unidad en ambos puertos.

La unidad no responde a los comandos.

Definicion

La unidad es miembro de un pool o un grupo de volumenes.

La unidad se esta usando como reemplazo de otra que tuvo errores. Las piezas
de repuesto solo se usan en grupos de volumenes, no en pools.

La unidad esta lista para usarse como reemplazo de otra que tuvo errores. Las
piezas de repuesto solo se usan en grupos de volumenes, no en pools.
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Estado Definicion

Sin asignar La unidad no es miembro de un pool ni de un grupo de volumenes.

estados de disponibilidad

Estado Definicion
Error La unidad no funciona. Los datos en la unidad no estan disponibles.
Fallo inminente Se detectd que la unidad puede fallar pronto. Los datos en la unidad siguen

estando disponibles.

Sin conexién La unidad no esta disponible para almacenar datos, generalmente debido a que
forma parte de un grupo de voliumenes que se esta exportando o se esta
sometiendo a una actualizacién de firmware.

Optimo La unidad funciona normalmente.

Obtenga mas informacién sobre los discos de estado sélido (SSD) en SANtricity
System Manager

Los discos de estado sélido (SSD) son dispositivos de almacenamiento de datos que
usan memoria de estado sélido (flash) para almacenar datos en forma persistente. Los
SSD emulan las unidades de discos duros convencionales y estan disponibles con las
mismas interfaces que usan las unidades de disco duro.

Ventajas de los discos SSD

Algunas de las ventajas de los discos SSD sobre las unidades de disco duro son:

* Inicio mas rapido (sin aumentar velocidad de giro)
* Latencia mas baja

» Mas operaciones de /o por segundo (IOPS)

» Mas fiabilidad con menos piezas moviles

* Menos consumo de energia

* Menos calor producido y menos refrigeracion requerida

Identificacion de SSD

En la pagina hardware, es posible localizar los discos SSD en la vista de la bandeja frontal. Busque las bahias
de unidades con un icono de rayo. Esto indica que existe un SSD instalado.

Grupos de volumenes

Un grupo de volumenes debe contener unidades de un mismo tipo de medio (todos discos SSD o todas
unidades de disco duro). Un grupo de voliumenes no puede contener una combinacion de tipos de medios o
tipos de interfaces.
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Almacenamiento en caché

El almacenamiento en caché de escritura de las controladoras siempre esta habilitado para SSD. La caché de
escritura aumenta el rendimiento y prolonga la vida util de los discos SSD.

Ademas de la caché de la controladora, es posible implementar una caché SSD para mejorar el rendimiento
general del sistema. En la caché SSD, se copian datos de volimenes y se almacenan en dos volumenes de
RAID internos (uno por controladora).

Filtrar la vista de la unidad en SANtricity System Manager

Si la cabina de almacenamiento incluye unidades con diferentes tipos de atributos fisicos
y l6gicos, la pagina hardware ofrece campos de filtros para limitar la vista de unidades y
localizar unidades especificas.

Acerca de esta tarea

Los filtros de unidades pueden limitar la vista a solo ciertos tipos de unidades fisicas (por ejemplo, todas las
SAS), con ciertos atributos de seguridad (por ejemplo, compatibles con la funcion de seguridad) en ciertas
ubicaciones logicas (por ejemplo, grupo de volumenes 1). Es posible usar estos filtros de forma conjunta o por
separado.

Si todas las unidades comparten los mismos atributos fisicos, el campo de filtro Mostrar
unidades... no aparece. Si todas las unidades comparten los mismos atributos légicos, el
campo de filtro en cualquier lugar de la matriz de almacenamiento no aparece.

Pasos
1. Seleccione hardware.

2. En el primer campo de filtro (en Mostrar unidades...), haga clic en la flecha desplegable para mostrar los
tipos de unidades y atributos de seguridad disponibles.

Los tipos de unidades pueden ser los siguientes:

> Tipo de medio de unidad (unidad de estado sdlido, disco duro)
o Tipo de interfaz de unidad
o Capacidad de unidad (de la mas alta a la mas baja)

o Los atributos de seguridad de velocidad de unidad (de la mas alta a la mas baja) pueden ser los
siguientes:

o Compatible con la funcion de seguridad

o Con la funcién de seguridad habilitada

o Compatible con DA (Data Assurance)

o Conforme a FIPS

o Conforme a la normativa FIPS (FIPS 140-2)

o Conforme a FIPS (FIPS 140-3)
Si todas las unidades comparten algunos de estos atributos, no se mostraran en la lista desplegable.
Por ejemplo, si la cabina de almacenamiento incluye todas las unidades SSD con interfaces SAS y

velocidades de 15 15000 RPM, pero algunas unidades SSD poseen diferentes capacidades, la lista
desplegable muestra solo las capacidades como opcion de filtrado.
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Cuando se selecciona una opcion en el campo, las unidades que no coinciden con los criterios del filtro se
atenuan en la vista gréfica.

3. En el segundo cuadro de filtro, haga clic en la flecha desplegable para mostrar las ubicaciones légicas
disponibles para las unidades.

@ Si necesita borrar sus criterios de filtro, seleccione Borrar en el extremo derecho de los
cuadros de filtro.

Las ubicaciones logicas pueden ser las siguientes:

° Piscinas

o Grupos de volumenes
o Pieza de repuesto

o Caché SSD

> Sin asignar

Cuando se selecciona una opcion en el campo, las unidades que no coinciden con los criterios del
filtro se atentan en la vista grafica.

4. Opcionalmente, puede seleccionar encender las luces de localizacion en el extremo derecho de los
campos de filtro para encender las luces de localizacion de las unidades mostradas.

Esta accion ayuda a localizar fisicamente las unidades en la cabina de almacenamiento.

Encienda una luz de localizacion de unidad en SANtricity System Manager

En la pagina hardware, se puede encender la luz localizadora para encontrar la
ubicacion fisica de una unidad en la cabina de almacenamiento.

Acerca de esta tarea
Se pueden localizar unidades Unicas o varias unidades que se muestran en la pagina hardware.

Pasos
1. Seleccione hardware.

2. Para localizar una o mas unidades, se debe realizar una de las siguientes acciones:

> Una sola unidad — desde el grafico de estante, encuentre la unidad que desea localizar fisicamente
en la matriz. (Si el grafico muestra los controladores, haga clic en la pestafia Drives.) Haga clic en la
unidad para mostrar su menu contextual y, a continuacion, seleccione Encender la luz localizadora.

La luz localizadora de la unidad se enciende. Cuando haya localizado fisicamente la unidad, vuelva al
cuadro de dialogo y seleccione Apagar.

o Multiples unidades — en los campos de filtro, seleccione un tipo de unidad fisica de la lista
desplegable izquierda y un tipo de unidad légica de la lista desplegable derecha. En el extremo
derecho de los campos, se muestra la cantidad de unidades que coincide con sus criterios. A
continuacion, puede hacer clic en encender luces de localizacién o seleccionar ubicar todas las
unidades filtradas en el menu contextual. Cuando haya localizado fisicamente las unidades, vuelva al
cuadro de dialogo y seleccione Apagar.
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Ver el estado y la configuracién de la unidad en SANtricity System Manager

Es posible ver el estado y la configuracion de las unidades, como el tipo de medios, el
tipo de interfaz y la capacidad.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.

3. Seleccione la unidad para la cual desea ver el estado y la configuracion.
Se abre el menu contextual de la unidad.

4. Seleccione Ver configuracion.
Se abrira el cuadro de dialogo Configuracion de la unidad.

5. Para ver todos los ajustes, haga clic en Mostrar mas valores en la parte superior derecha del cuadro de
dialogo.
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Detalles del campo

Configuracion

Estado

Modo

Ubicacién

Asignado a/puede
proteger/Proteccion

Tipo de medios

Porcentaje de
resistencia utilizado
(solo se muestra si
existen unidades SSD)

Tipo de interfaz

Redundancia de ruta de
unidades

Capacidad (GIB)

Velocidad (RPM)

Tasa de datos actual

Tamano de sector
l6gico (bytes)

Descripcion

Muestra los Estados 6ptimo, sin conexién, error no critico y con errores. El
estado 6ptima indica la condicion de funcionamiento deseada.

Muestra los modos Assigned, Unassigned, Hot Spare Standby o pieza de
repuesto en uso.

Muestra la bandeja y el nimero de bahia donde se encuentra la unidad.

Si la unidad esta asignada a un pool, un grupo de volimenes o una caché
SSD, este campo muestra el estado "asignado a". El valor puede ser un
nombre de pool, nombre de grupo de volumenes o nombre de caché SSD.
Si la unidad esta asignada a una pieza de repuesto y esta en modo en
espera, este campo muestra "puede proteger". Si la pieza de repuesto
puede proteger un grupo de volumenes 0 mas, se muestra el nombre del
grupo de volumenes. Si no puede proteger un grupo de volimenes, no se
muestra ningin nombre de grupo de volumenes.

Si la unidad esta asignada a una pieza de repuesto y esta en modo en
uso, este campo muestra "Proteccién”. El valor es el nombre del grupo de
volumenes afectado.

Si la unidad esta sin asignar, este campo no aparece.

Muestra el tipo de medio de grabacion que utiliza la unidad, que puede ser
una unidad de disco duro (HDD) o un disco de estado sélido (SSD).

Muestra la cantidad de datos escritos en la unidad hasta la fecha, divididos
por limite de escritura tedrico total.

Muestra el tipo de interfaz que usa la unidad, como SAS.

Muestra si las conexiones entre la unidad y la controladora son
redundantes o no.

Muestra la capacidad utilizable (capacidad configurada total) de la unidad.
Muestra la velocidad en RPM (no aparece para SSD).

Muestra la tasa de transferencia de datos entre la unidad y la cabina de
almacenamiento.

Muestra el tamario del sector I6gico que usa la unidad.



Configuracion

Tamano de sector fisico
(bytes)

La version de firmware
de la unidad

Identificador a nivel
mundial

ID de producto

Numero de serie

Fabricante

Fecha de fabricacion

Compatible con la
funcién de seguridad

Con la funcién de
seguridad habilitada

Accesibilidad de
lectura/escritura

Descripciéon

Muestra el tamafo del sector fisico que usa la unidad. Por lo general, el
tamafio del sector fisico es 4096 bytes para unidades de discos duros.

Muestra el nivel de revision del firmware de la unidad.
Muestra el identificador hexadecimal Unico de la unidad.

Muestra el identificador del producto, asignado por el fabricante.
Muestra el nimero de serie de la unidad.
Muestra el proveedor de la unidad.

Muestra la fecha en que se fabricé la unidad.

@ No esta disponible para unidades NVMe.

Muestra si la unidad es compatible con la funcion de seguridad (Si) o no
(no). Las unidades compatibles con la funcion de seguridad pueden ser
unidades de cifrado de disco completo (FDE) o de estandar de
procesamiento de informacion federal (FIPS) (nivel 140-2 o 140-3) que
cifran datos durante la escritura y descifran datos durante la lectura. Estas
unidades se consideran Secure-capable porque se pueden usar para
obtener mas seguridad mediante la funcion Drive Security. Si esta
habilitada la funcién Drive Security para los grupos de volimenes y pools
que se utilizan con estas unidades, las unidades pasan a tener habilitada
la funcion de seguridad-enabled.

Muestra si la unidad tiene la funcion de seguridad habilitada (Si) o no (no).
Las unidades con la funcién de seguridad habilitada se usan con Drive
Security. Cuando se habilita la funcion Drive Security y se aplica Drive
Security a un pool o un grupo de volimenes en unidades_ compatibles
con la funcién de seguridad, las unidades pasan a ser seguras-enabled. El
acceso de lectura y escritura solo esta disponible a través de una
controladora que esta configurada con la clave de seguridad correcta. Esta
seguridad adicional evita el acceso no autorizado a los datos en una
unidad que se quita fisicamente de la cabina de almacenamiento.

Muestra si la unidad tiene acceso de lectura/escritura (Si) o no (no).
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Configuracion Descripciéon

Identificador de clave Muestra la clave de seguridad para unidades con la funcién de seguridad

de seguridad de unidad habilitada. Drive Security es una funcién de la cabina de almacenamiento
que ofrece una capa adicional de seguridad con unidades de cifrado de
disco completo (FDE) o unidades de estandar de procesamiento de
informacion federal (FIPS). Cuando estas unidades se usan con la funcion
Drive Security, se requiere una clave de seguridad para acceder a los
datos. Cuando se retiran fisicamente, las unidades de la cabina no pueden
operar hasta que se instalan en otra cabina, instancia en la cual tendran el
estado Security Locked hasta que se proporcione la clave de seguridad

correcta.
Compatible con la Muestra si la funcién de garantia de datos (DA) esta habilitada (Si) o no
funcion de garantia de  (no). La garantia de datos (DA) es una funciéon que comprueba y corrige
datos (DA) los errores que se pueden producir durante la transferencia de datos a

través de las controladoras hasta las unidades. Garantia de datos se
puede habilitar en el nivel del pool o grupo de volumenes, y los hosts
pueden utilizar una interfaz de I/o compatible CON DA como, por ejemplo,
Fibre Channel.

Compatible con DULBE Indica si la opcion error de bloque logico no escrito o desasignado
(DULBE) esta habilitada (Si) o no (no). DULBE es una opcién en las
unidades NVMe con la que la cabina de almacenamiento EF300 o EF600
puede admitir volimenes con aprovisionamiento de recursos.

6. Haga clic en Cerrar.

Reemplazar una unidad Ié6gicamente en SANtricity System Manager

Si se produce un error en una unidad o si desea reemplazarla por algun otro motivo,
puede reemplazar I6gicamente la unidad con error por una unidad sin asignar o una
pieza de repuesto totalmente integrada.

Acerca de esta tarea

Cuando se reemplaza una unidad de forma légica, se asigna y se convierte en miembro permanente del pool
0 grupo de volumenes asociados.

La opcién de reemplazo légico se utiliza para reemplazar los siguientes tipos de unidades:

» Unidades con errores

* Unidades ausentes

* Unidades SSD que Recovery Guru notific6 como préximas al final de su vida util

» Unidades de disco duro que Recovery Guru notific6 como unidades con un error inminente

* Unidades asignadas (solo disponible para unidades en un grupo de volumenes, no en un pool)

Antes de empezar
La unidad de reemplazo debe tener las siguientes caracteristicas:
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* En estado 6ptima

* En estado sin asignar

* Mismos atributos que la unidad que se reemplazara (tipo de medio, tipo de interfaz, etc.)

* Misma capacidad de FDE (se recomienda, no es obligatorio)

* Misma capacidad de DA (se recomienda, no es obligatorio)

Pasos

1.
2.

Seleccione hardware.

Si el grafico muestra los controladores, haga clic en la pestafia Drives.

El grafico cambia y muestra las unidades en lugar de las controladoras.

. Haga clic en la unidad que desea reemplazar de forma logica.

Aparece el menu contextual de la unidad.

Haga clic en sustituir ldgicamente.

5. Opcional: Active la casilla de verificacion fallo de unidad después de su sustitucion para que falle la

unidad original después de sustituirla.

Esta casilla solo se habilita si la unidad asignada original no presenta errores ni se especifica como
ausente.

En la tabla Seleccione una unidad de sustitucion, seleccione la unidad de sustitucién que desea utilizar.

La tabla solo contiene las unidades que son compatibles con la unidad que se desea reemplazar. Si es
posible, seleccione una unidad con la que se pueda mantener la proteccion contra pérdida de bandeja y la
proteccién contra pérdida de cajon.

Haga clic en sustituir.

Si la unidad original presenta errores o se encuentra ausente, se utiliza la informacion de paridad para
reconstruir los datos en la unidad de reemplazo. Esta reconstruccion se inicia automaticamente. Las luces
indicadoras de fallo de la unidad se apagan y las luces indicadoras de actividad de las unidades en el pool
o el grupo de volumenes empiezan a parpadear.

Si la unidad original no presenta errores ni se especifica como ausente, se copian sus datos a la unidad de
reemplazo. La operacion de copia se inicia automaticamente. Una vez completada la operacién de copia,
el sistema transfiere la unidad original al estado sin asignar o, si se seleccioné la casilla correspondiente,
al estado con errores.

Reconstruir una unidad manualmente en SANtricity System Manager

Normalmente, la reconstruccidon de unidades se inicia de forma automatica después de
reemplazar una unidad. Si la reconstruccion de una unidad no se inicia de forma
automatica, es posible iniciarla manualmente.

@ Realice esta operacion solo cuando el soporte técnico o Recovery Guru se lo indiquen.

Pasos
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1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Haga clic en la unidad que desea reconstruir manualmente.
Aparece el menu contextual de la unidad.

4. Seleccione reconstruir y confirme que desea realizar la operacion.

Inicializar (formatear) unidades en SANtricity System Manager

Si se mueven unidades asignadas de una cabina de almacenamiento a otra, deben
inicializarse (formatearse) las unidades para poder utilizarlas en la cabina de
almacenamiento nueva.

Acerca de esta tarea

La inicializacion elimina la informacion de configuracion previa de una unidad y la devuelve al estado sin
asignar. De esa manera, la unidad esta disponible para afadirse a un nuevo pool o grupo de volumenes en la
nueva cabina de almacenamiento.

Utilice la operacion de inicializacion de unidades cuando mueve una sola unidad. No es necesario inicializar
unidades si se mueve un grupo de volumenes entero de una cabina de almacenamiento a otra.

@ Posible pérdida de datos — cuando se inicializa una unidad, se pierden todos los datos de la
unidad. Realice esta operacion solo cuando el soporte técnico se lo indique.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Haga clic en la unidad que desea inicializar.
Aparece el menu contextual de la unidad.

4. Seleccione inicializar y confirme que desea realizar la operacion.

Fallar manualmente una unidad en SANtricity System Manager

Es posible hacer que una unidad falle de forma manual, si se reciben instrucciones para
hacerlo.

Acerca de esta tarea

System Manager supervisa las unidades en la cabina de almacenamiento. Cuando detecta que una unidad
esta generando muchos errores, Recovery Guru envia una notificacion de fallo de unidad inminente. Si
sucede esto y existe una unidad de reemplazo disponible, quizas desee hacer que la unidad falle como
medida preventiva. Si no tiene una unidad de reemplazo disponible, puede esperar a que la unidad falle por si
misma.
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Posible pérdida de acceso a los datos — esta operacion podria provocar la pérdida de datos
@ o la pérdida de redundancia de datos. Realice esta operacion solo cuando el soporte técnico o
Recovery Guru se lo indiquen.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Haga clic en la unidad que desea que falle.
Aparece el menu contextual de la unidad.

4. Seleccione error.
5. Mantenga seleccionada la casilla de verificacion Copiar contenido de la unidad antes de la
conmutacion.

La opcidn de copia aparecera solo para las unidades asignadas y para los grupos de volumenes que no
poseen una configuracién RAID 0.

Antes de hacer que la unidad falle, asegurese de copiar su contenido. Segun la configuracion, es posible
que se pierdan potencialmente todos los datos o la redundancia de datos en el pool o el grupo de
volumenes asociado, si primero no se copian los contenidos de la unidad.

La opcidén de copia permite una recuperacion mas rapida de la unidad que la reconstruccion, y reduce la
posibilidad de un fallo del volumen si otra unidad presenta errores durante la operacion de copia.

6. Confirme que desea que la unidad falle.

Después de que falle la unidad, espere al menos 60 segundos para quitarla.

Borrar unidades en SANtricity System Manager

La opcion Borrar se puede usar para preparar una unidad sin asignar y eliminar el
sistema. Este procedimiento elimina los datos de forma permanente, asegurandose de
qgue los datos no se pueden leer de nuevo.

Antes de empezar
La unidad debe tener el estado sin asignar.

Acerca de esta tarea

Utilice la opcion Borrar solo si desea eliminar de forma permanente todos los datos de una unidad. Si la
unidad tiene la funcion de seguridad habilitada, la opcién Borrar ejecuta un borrado criptografico y restablece
los atributos de seguridad de la unidad nuevamente a compatible con la funcién de seguridad.

@ La funcion Borrar no admite algunos modelos de unidad anteriores. Si intenta borrar uno de
estos modelos antiguos, aparece un mensaje de error.

Pasos
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1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.

3. De manera opcional, se pueden usar los campos de filtro para ver todas las unidades sin asignar de la
bandeja. En la lista desplegable Mostrar unidades que son..., seleccione sin asignar.

La vista de bandeja muestra solo las unidades no asignadas; el resto aparecen atenuadas.

4. Para abrir el menu contextual de la unidad, haga clic en una unidad que desee borrar. (Si desea
seleccionar varias unidades, puede hacerlo en el cuadro de dialogo Borrar unidades).

@ Posible pérdida de datos — la operacion de borrado no se puede deshacer. Asegurese de
seleccionar las unidades correctas durante el procedimiento.

5. En el menu contextual, seleccione Borrar.

Se abre el cuadro de dialogo Borrar unidades, donde se muestran todas las unidades elegibles para una
operacion de borrado.

6. Silo desea, seleccione unidades adicionales de la tabla. No puede seleccionar All unidades; asegurese de
gue una unidad permanece sin seleccionar.

7. Confirme la operacion escribiendo “erase’Y, a continuacién, haga clic en Borrar.

@ Asegurese de que desea continuar con esta operacion. Una vez que haga clic en Si en el
siguiente cuadro de dialogo, la operacién no se puede cancelar.

8. En el cuadro de dialogo tiempo estimado de finalizacidn, haga clic en Si para continuar con la operacion
de borrado.

Resultados

La operacion de borrado puede llevar varios minutos o varias horas. Puede ver el estado en MENU:Inicio[Ver
operaciones en curso]. Cuando se completa la operacién Borrar, las unidades estan disponibles para usar en
otro grupo de volumenes o pool de discos, o en otra cabina de almacenamiento.

Después de terminar

Si desea volver a usar la unidad, primero debe inicializarla. Para ello, seleccione inicializar en el menu
contextual de la unidad.

Desbloquear o restablecer unidades NVMe o FIPS bloqueadas en SANTtricity
System Manager

Si se insertan una o mas unidades NVMe o FIPS bloqueadas en una cabina de
almacenamiento, es posible desbloquear los datos de la unidad al agregar el archivo de
claves de seguridad asociado a las unidades. Si no posee una clave de seguridad, es
posible restablecer cada unidad bloqueada; para ello, introduzca el ID de seguridad fisica
(PSID) a fin de restablecer los atributos de seguridad y borrar los datos de la unidad.

Antes de empezar

« Para la opcion Desbloquear, asegurese de que el archivo de claves de seguridad (con la extension de
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. s1k) Esta disponible en el cliente de gestion (el sistema con un explorador que se utiliza para acceder a
System Manager). También debe conocer la frase de contrasefia asociada a la clave.

» Para la opcion Restablecer, debe encontrar el PSID en cada unidad que desea restablecer. Para ubicar el
PSID, retire fisicamente la unidad y ubique la cadena de PSID (maximo de 32 caracteres) en la etiqueta de
la unidad vy, luego, reinstale la unidad.

Acerca de esta tarea

En esta tarea se describe como desbloquear los datos en las unidades NVMe o FIPS mediante la importacion
de un archivo de clave de seguridad en la cabina de almacenamiento. En caso de que la clave de seguridad
no esté disponible, en esta tarea también se describe como realizar un restablecimiento de una unidad
bloqueada.

Si la unidad se bloqueé mediante un servidor de gestion de claves externo, seleccione
MENU:Configuracién[sistema > Gestidn de claves de seguridad] en System Manager para
configurar la gestion de claves externas y desbloquear la unidad.

Es posible acceder a la funcion Desbloquear desde la pagina hardware o desde el
menu:Configuracion[sistema > Gestion de claves de seguridad]. La tarea siguiente incluye instrucciones en la
pagina hardware.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Seleccione la unidad NVMe o FIPS que desea desbloquear o restablecer.
Se abre el menu contextual de la unidad.

4. Seleccione Desbloquear para aplicar el archivo de claves de seguridad o Restablecer si no dispone de
un archivo de claves de seguridad.

Estas opciones solo aparecen si selecciona una unidad NVMe o FIPS bloqueada.

Durante una operacion de restablecimiento, se borran todos los datos. Realice un
restablecimiento Unicamente si no posee una clave de seguridad. Al restablecer una unidad

@ bloqueada se quitan todos los datos de la unidad y se restablecen los atributos de
seguridad a "compatible con la funcion de seguridad”, pero no se habilitan. Esta operacion
no es reversible.

5. Debe realizar una de las siguientes acciones:

a. Desbloquear: En el cuadro de dialogo Desbloquear unidad segura, haga clic en examinar y, a
continuacion, seleccione el archivo de clave de seguridad que corresponda a la unidad que desea
desbloquear. Luego, introduzca la frase de contrasefa y haga clic en Desbloquear.

b. Restablecer: En el cuadro de didlogo Restablecer unidad bloqueada, introduzca la secuencia de
PSID en el campo y, a continuacion, escriba RESET para confirmar. Haga clic en Restablecer.

Para una operacion de desbloqueo, solo es necesario realizar esta operacion una vez para
desbloquear todas las unidades NVMe o FIPS. Para una operacion de restablecimiento, debe
seleccionar cada unidad que desea restablecer de forma individual.
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Resultados

Ahora la unidad esta disponible para usar en otro grupo de volimenes o pool de discos, o bien en otra cabina
de almacenamiento.

Gestionar piezas de repuesto

Obtenga informacién sobre las unidades de repuesto en caliente en SANtricity
System Manager

Las piezas de repuesto actuan como unidades en espera en los grupos de volumenes
RAID 1, RAID 5 o RAID 6 de SANtricity System Manager.

Son unidades completamente funcionales que no contienen datos. Si falla una unidad en el grupo de
volumenes, la controladora reconstruye automaticamente los datos de la unidad con error en una unidad
asignada como pieza de repuesto.

Las piezas de repuesto no son unidades dedicadas a grupos de volumenes especificos. Pueden usarse para
cualquier unidad con error en la cabina de almacenamiento siempre que la pieza de repuesto y la unidad
compartan estos atributos:

* Igual capacidad (o una pieza de repuesto con mayor capacidad)

* Mismo tipo de medio (por ejemplo, HDD o SSD)

* Mismo tipo de interfaz (por ejemplo, SAS)

Coémo identificar las piezas de repuesto

Es posible asignar piezas de repuesto con el asistente de configuracion inicial o en la pagina hardware. Para
determinar si hay piezas de repuesto asignadas, vaya a la pagina hardware y busque todas las bahias de
unidad que aparecen en color rosa.

Coémo funciona la cobertura de piezas de repuesto

La cobertura de piezas de repuesto funciona de la siguiente manera:

» Se reserva una unidad sin asignar como pieza de repuesto para los grupos de volumenes RAID 1, RAID 5
o RAID 6.

No pueden usarse piezas de repuesto para pools, ya que estos utilizan un método diferente
de proteccién de datos. En lugar de reservar una unidad adicional, los pools asignan

@ capacidad de reserva (denominada preservation Capacity) dentro de cada unidad en el
pool. Si falla una unidad dentro del pool, la controladora reconstruye los datos en esa
capacidad de reserva.

« Si falla una unidad dentro de un grupo de volumenes RAID 1, RAID 5 o RAID 6, la controladora utiliza
automaticamente datos de redundancia para reconstruir los datos de la unidad con error. La pieza de
repuesto sustituye automaticamente la unidad con error sin que se requiera un intercambio fisico.

* Luego de reemplazar fisicamente la unidad con error, se realiza una operacion de copyback de la unidad
de repuesto a la unidad reemplazada. Si se designé la unidad de repuesto como miembro permanente de
un grupo de volumenes, no se necesita esa operacion.

 La disponibilidad de la proteccion contra pérdida de soporte y la proteccion contra pérdida de cajon en un
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grupo de volumenes dependen de la ubicacién de las unidades que incluye ese grupo de voliumenes. La
proteccién contra pérdida de soporte y la proteccidon contra pérdida de cajon pueden no estar disponibles
debido a una unidad con error y a la ubicacion de la unidad de repuesto. Para asegurarse de que la
proteccion contra pérdida de soporte y la proteccion contra pérdida de cajon no se vean afectadas, debe
reemplazar una unidad con error para iniciar el proceso de copyback.

» El volumen de la cabina de almacenamiento permanece en linea y accesible mientras reemplaza la unidad
con error, ya que la unidad de repuesto sustituye automaticamente la unidad con error.

Consideraciones sobre la capacidad de la unidad de repuesto

Seleccione una unidad con una capacidad mayor o igual que la capacidad total de la unidad que desea
proteger. Por ejemplo, si tiene una unidad de 18 GIB con una capacidad configurada de 8 GIB, puede usar
una unidad de 9 GIB o mas como pieza de repuesto. Por regla general, no asigne una unidad como pieza de
repuesto a menos que su capacidad sea mayor o igual que la capacidad de la unidad mas grande en la cabina
de almacenamiento.

Si no hay piezas de repuesto disponibles con la misma capacidad fisica, puede usarse una
@ unidad de menor capacidad como pieza de repuesto si la "capacidad utilizada" de la unidad es
menor o igual a la capacidad de la unidad de repuesto.

Consideraciones sobre tipos de medios e interfaces

La unidad utilizada como pieza de repuesto debe compartir el mismo tipo de medio y tipo de interfaz que las
unidades que protegera. Por ejemplo, una unidad de disco duro no puede actuar como pieza de repuesto de
unidades SSD.

Consideraciones sobre unidades compatibles con la funcién de seguridad

Una unidad compatible con la funcién de seguridad, como FDE o FIPS, puede actuar como pieza de repuesto
para unidades con o sin funcionalidades de seguridad. Sin embargo, una unidad no compatible con la funcién
de seguridad no puede actuar como pieza de repuesto para unidades con funcionalidades de seguridad.

Cuando se selecciona una unidad con la funcién de seguridad habilitada para usar como pieza de repuesto,
System Manager le advierte que ejecute la funcidn Secure Erase antes de continuar. Secure Erase restablece
los atributos de seguridad de la unidad para que sea compatible con la funcidon de seguridad, pero no para que
tenga la funcion de seguridad habilitada.

Cuando se habilita la funcion Drive Security y se crea un pool o un grupo de volimenes desde
unidades compatibles con la funcion de seguridad, las unidades pasan a ser Secure-enabled. El
@ acceso de lectura y escritura solo esta disponible a través de una controladora que esta
configurada con la clave de seguridad correcta. Esta seguridad adicional evita el acceso no
autorizado a los datos en una unidad que se quita fisicamente de la cabina de almacenamiento.

Cantidad recomendada de unidades de repuesto

Si utilizé el asistente de configuracion inicial para crear automaticamente piezas de repuesto, System Manager
crea una pieza de repuesto cada 30 unidades de un tipo de medio y un tipo de interfaz en particular. De lo
contrario, puede crear manualmente unidades de repuesto entre los grupos de volumenes en la cabina de
almacenamiento.
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Asignar repuestos activos en SANtricity System Manager

Es posible asignar una pieza de repuesto como unidad en espera para proteccion de
datos adicional en grupos de volumenes RAID 1, RAID 5 o RAID 6. Si falla una unidad
en estos grupos de volumenes, la controladora reconstruye los datos de la unidad con
error en la pieza de repuesto.

Antes de empezar

* Deben crearse grupos de volumenes RAID 1, RAID 5 o RAID 6. (Las piezas de repuesto no pueden
usarse para pools. Un pool utiliza capacidad de reserva dentro de cada unidad para la proteccion de
datos.)

* Debe haber disponible una unidad que cumpla los siguientes criterios:
> Sin asignar, con estado optima.
> El mismo tipo de medio que las unidades del grupo de volumenes (por ejemplo, SSD).
o El mismo tipo de interfaz que las unidades del grupo de volumenes (por ejemplo, SAS).

o Una capacidad igual o mayor que la capacidad utilizada de las unidades en el grupo de volumenes.

Acerca de esta tarea

En esta tarea, se describe como asignar manualmente una pieza de repuesto en la pagina hardware. La
cobertura recomendada es dos piezas de repuesto por conjunto de unidades.

Las piezas de repuesto también pueden asignarse desde el asistente de configuracion inicial.
Para determinar si las piezas de repuesto ya estan asignadas, busque las bahias de unidades
que se muestran en color rosa en la pagina hardware.

Pasos
1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Seleccione una unidad sin asignar (color gris) que desee usar como pieza de repuesto.
Se abre el menu contextual de la unidad.
4. Seleccione asignar pieza de repuesto.
Si la unidad tiene la funcion de seguridad habilitada, se abre el cuadro de dialogo secure erase drive?

Para usar una unidad con la funcién de seguridad habilitada como pieza de repuesto, debe ejecutarse la
operacion Secure Erase, con el fin de eliminar todos sus datos y restablecer sus atributos de seguridad.

@ Posible pérdida de datos — Asegurese de que ha seleccionado la unidad correcta. Una
vez finalizada la operacion borrado seguro, los datos no se pueden recuperar.

Si la unidad tiene no la funcién de seguridad habilitada, se abre el cuadro de didlogo Confirmar asignacion
de unidad de repuesto.

5. Revise el texto en el cuadro de dialogo y confirme la operacion.

La unidad aparece de color rosa en la pagina hardware, lo que indica que ahora es una pieza de repuesto.
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Resultados

Si falla una unidad dentro de un grupo de volumenes RAID 1, RAID 5 o RAID 6, la controladora utiliza
automaticamente datos de redundancia para reconstruir los datos de la unidad con error en la pieza de
repuesto.

Desasignar repuestos activos en SANtricity System Manager
Es posible cambiar el estado de una pieza de repuesto a una unidad sin asignar.

Antes de empezar
La pieza de repuesto debe estar en estado éptimo, en espera.

Acerca de esta tarea

No se puede anular la asignacion de una pieza de repuesto que esté reemplazando a una unidad con error. Si
la pieza de repuesto no esta en estado 6ptimo, siga los procedimientos de Recovery Guru para corregir
cualquier problema antes de intentar anular la asignacion de la unidad.

Pasos

1. Seleccione hardware.

2. Si el grafico muestra los controladores, haga clic en la pestafia Drives.
El grafico cambia y muestra las unidades en lugar de las controladoras.
3. Seleccione la unidad de la pieza de repuesto (se muestra en rosa) para la cual desea anular la asignacion.

Si existen lineas diagonales en la bahia de unidad rosa, la pieza de repuesto se encuentra en uso y no
puede anularse su asignacion.

Se abre el menu contextual de la unidad.
4. Desde la lista desplegable de la unidad, seleccione Anular asignacion de pieza de repuesto.

En el cuadro de didlogo, se muestran todos los grupos de volumenes afectados. Para ello, es necesario
quitar esta pieza de repuesto y si otras piezas de repuesto las protegen.

5. Confirme la operacion de anulacion de asignacion.

Resultados
La unidad regresa al estado sin asignar (se muestra en gris).

Preguntas frecuentes sobre estantes de almacenamiento
para SANtricity System Manager

Estas preguntas frecuentes pueden ser de ayuda si solo esta buscando una respuesta
rapida a una pregunta.

¢ Qué son la proteccion contra pérdida de bandeja y la proteccion contra pérdida
de cajén?

La proteccion contra pérdida de bandeja y de cajén son atributos de los pools y los grupos de volumenes para
mantener el acceso a los datos en caso de fallo de una bandeja o un cajoén individuales.
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Proteccion contra pérdida de bandeja

Una bandeja es el compartimento que contiene las unidades o las unidades y la controladora. La proteccion
contra pérdida de bandeja garantiza la accesibilidad a los datos en los volumenes de un pool o un grupo de
volumenes en caso de pérdida total de comunicacion con una bandeja de unidades Unica. Un ejemplo de
pérdida total de comunicacion podria ser la pérdida de energia en la bandeja de unidades o el fallo de ambos
maodulos de /o (IOM).

La proteccion contra pérdida de bandeja no esta garantizada si una unidad ya fallé en el pool o
@ en el grupo de volumenes. En este caso, la pérdida de acceso a la bandeja de unidades y, en
consecuencia, a otra unidad en el pool o el grupo de volumenes provoca la pérdida de datos.

El criterio de proteccion contra pérdida de bandeja depende del método de proteccion, tal como se describe
en la tabla siguiente:

Nivel Criterios para la proteccion Cantidad minima requerida de
contra pérdida de bandeja bandejas
Piscina El pool debe incluir unidades de al 5

menos cinco bandejas y debe
haber la misma cantidad de
unidades en cada bandeja. La
proteccién contra pérdida de
bandeja no es aplicable a las
bandejas de gran capacidad; si el
sistema incluye bandejas de gran
capacidad, consulte la proteccion
contra pérdida de cajon.

RAID 6 El grupo de volumenes constade 3
dos unidades como maximo en una
sola bandeja.

RAID 30 RAID 5 Cada unidad del grupo de 3
voliumenes se encuentra en una
bandeja aparte.

RAID 1 Cada unidad de una pareja RAID 1 2
se debe ubicar en una bandeja
aparte.
RAID 0 No puede contar con proteccion No aplicable

contra pérdida de bandeja.

Proteccion contra pérdida de cajén

Un cajon es uno de los compartimentos de una bandeja que se extrae para acceder a las unidades. Solo las
bandejas de gran capacidad poseen cajones. La proteccion contra pérdida de cajon garantiza la accesibilidad
a los datos en los volumenes de un pool o un grupo de volumenes en caso de pérdida total de comunicacion
con un cajon unico. Un ejemplo de pérdida total de comunicacion podria ser la pérdida de energia en el cajon
o el fallo de un componente interno dentro del cajén.
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La proteccion contra pérdida de cajon no esta garantizada si una unidad ya fallé en el pool o en
el grupo de volumenes. En este caso, la pérdida de acceso al cajon (y, en consecuencia, a otra

unidad en el pool o el grupo de voliumenes) provoca la pérdida de datos.

El criterio de proteccion contra pérdida de cajon depende del método de proteccidn, tal como se describe en la

tabla siguiente:

Nivel

Piscina

RAID 6

RAID 3 0 RAID 5

RAID 1

RAID 0

Criterios para la proteccion
contra pérdida de cajon

Los candidatos de pool deben
incluir unidades de todos los
cajones y debe haber la misma
cantidad de unidades por cajon.

El pool debe incluir unidades de al
menos cinco cajones y debe haber
la misma cantidad de unidades por
cajon.

Una bandeja de 60 unidades
puede contar con proteccion contra
pérdida de cajon cuando el pool
consta de 15, 20, 25, 30, 35, 40,
45, 50, 55 0 60 unidades. Los
incrementos en multiplos de 5 se
pueden agregar al pool después de
la creacion inicial.

El grupo de volumenes consta de
dos unidades como maximo en un
solo cajon.

Cada unidad del grupo de
volumenes se encuentra en un
cajon aparte.

Cada unidad de una pareja
reflejada se debe ubicar en un
cajon aparte.

No puede contar con proteccion
contra pérdida de cajon.

¢ Qué son los ciclos de aprendizaje de la bateria?

Cantidad minima requerida de
cajones

5

No aplicable

Un ciclo de aprendizaje es un ciclo automatico para calibrar el indicador de bateria inteligente.

Un ciclo de aprendizaje consta de las siguientes fases:

» Descarga controlada de bateria

63



* Periodo de descanso

» Carga

Las baterias se descargan hasta un umbral predeterminado. Durante esta fase, se calibra el indicador de
bateria.

Un ciclo de aprendizaje requiere los siguientes parametros:

 Baterias totalmente cargadas

 Baterias que no estén sobrecalentadas

Los ciclos de aprendizaje para sistemas de controladoras dobles se ejecutan simultaneamente. Para
controladoras que tienen alimentacion de backup de varias baterias o conjuntos de celdas de bateria, los
ciclos de aprendizaje se ejecutan secuencialmente.

Los ciclos de aprendizaje se programan para comenzar automaticamente en intervalos regulares, a la misma
hora y el mismo dia de la semana. El intervalo entre los ciclos se describe en semanas.

@ Un ciclo de aprendizaje podria demorar varias horas para completarse.

Preguntas frecuentes sobre el controlador de
almacenamiento para SANtricity System Manager

Estas preguntas frecuentes pueden ser de ayuda si solo esta buscando una respuesta
rapida a una pregunta.

¢ Qué es la negociacion automatica?

La negociacion automatica es la capacidad de una interfaz de red para coordinar sus propios parametros de
conexion (velocidad y duplex) con otra interfaz de red.

Por lo general, la negociacion automatica es el ajuste preferido para configurar los puertos de gestion; sin
embargo, si la negociacion falla, los ajustes de la interfaz de red que no coinciden pueden afectar
significativamente el rendimiento de la red. En los casos en que esta condicion sea inaceptable, debe
configurar manualmente las opciones de la interfaz de red con los valores correctos. Los puertos de gestion
Ethernet de la controladora son los encargados de realizar la negociacién automatica. Los adaptadores de bus
de host iSCSI no son los encargados de realizar la negociacion automatica.

@ Si la negociacion automatica falla, la controladora intenta establecer una conexion con
10BASE-T, semiduplex, que es el denominador comin mas bajo.

¢ Qué es la configuracion automatica de direcciones IPv6 sin estado?

Gracias a la configuracion automatica sin estado, los hosts no obtienen direcciones ni otra informacion de
configuracion desde un servidor.

La configuracion automatica sin estado en IPv6 cuenta con direcciones locales de enlace, multidifusion y
protocolo de descubrimiento cercano (ND). La IPv6 puede generar un ID de interfaz de una direccion a partir
de la direccion de capa de enlace de datos subyacente.

La configuracion automatica sin estado y la configuracion automatica con estado se complementan. Por
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ejemplo, el host puede utilizar la configuracion automatica sin estado para configurar sus propias direcciones,
pero la configuracién automatica con estado para obtener otra informacion. Gracias a la configuracion
automatica con estado, los hosts obtienen direcciones y otra informacién de configuracion desde un servidor.
El protocolo de Internet versién 6 (IPv6) también define un método por el cual todas las direcciones IP de una
red pueden volver a numerarse de una vez. La IPv6 define un método para que los dispositivos en la red
configuren automaticamente su direccion IP y otros parametros sin la necesidad de un servidor.

Los dispositivos realizan estos pasos cuando utilizan la configuracién automatica sin estado:

1. Generar una direccion local de enlace — el dispositivo genera una direccion local de enlace, que tiene
10 bits, seguida de 54 ceros, y seguido del ID de interfaz de 64 bits.

2. Pruebe la singularidad de una direccion de enlace local — el nodo realiza pruebas para asegurarse de
que la direccion de enlace local que genera no esta ya en uso en la red local. El nodo envia un mensaje
de solicitud de cercania mediante el protocolo ND. En respuesta, la red local escucha un mensaje de
anuncio de cercania, que indica que otro dispositivo ya esta usando la direccién de enlace local. Por lo
tanto, debe crearse una direccidn de enlace local nueva o fallara la configuracién automatica y debera
utilizarse otro método.

3. Asignar una direccién de enlace local — Si el dispositivo supera la prueba de singularidad, el dispositivo
asigna la direccion de enlace local a su interfaz IP. La direccion de enlace local se puede utilizar para la
comunicacion en la red local, pero no en Internet.

4. Pongase en contacto con el router — el nodo intenta ponerse en contacto con un router local para
obtener mas informacién acerca de coémo continuar la configuracion. Este contacto se realiza ya sea
escuchando los mensajes de anuncio del enrutador que se envian periddicamente o enviando un mensaje
de solicitud al enrutador especifico para solicitarle informacion acerca de como continuar.

5. Proporcionar direccion al nodo — el router proporciona direccion al nodo acerca de como proceder con
la configuracion automatica. Como alternativa, el enrutador le comunica al host como determinar la
direccion global de Internet.

6. Configurar la direccion global — el host se configura con su direccion global Unica de Internet. Esta
direccion por lo general se forma a partir de un prefijo de red que el enrutador proporciona al host.

¢ Qué elijo: DHCP o configuracién manual?

El método predeterminado de la configuracion de red es el protocolo de configuracion dinamica de hosts
(DHCP). Utilice siempre esta opcion, a menos que la red no posea un servidor DHCP.

¢, Qué es un servidor DHCP?

El protocolo de configuracion dinamica de hosts (DHCP) es un protocolo que automatiza la tarea de asignar
una direccion de protocolo de Internet (IP).

Cada dispositivo conectado a una red TCP/IP debe tener asignada una direccion IP Unica. Estos dispositivos
incluyen las controladoras de la cabina de almacenamiento.

Sin DHCP, el administrador de red introduce estas direcciones IP manualmente. Con DHCP, cuando un cliente
necesita iniciar operaciones TCP/IP, el cliente transmite una solicitud de informacion de la direccion. El
servidor DHCP recibe la solicitud, asigna una direccion nueva por una cantidad de tiempo especifica, que se
denomina periodo de concesion, y envia esa direccion al cliente. Con DHCP, un dispositivo puede tener una
direccion IP diferente cada vez que se conecta a la red. En algunos sistemas, la direccion IP del dispositivo
puede cambiar incluso mientras el dispositivo todavia esta conectado.
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¢, Como se configura el servidor DHCP?

Debe configurar un servidor de protocolo de configuracion dinamica de hosts (DHCP) para utilizar direcciones
de protocolo de Internet (IP) estaticas para las controladoras en la cabina de almacenamiento.

Las direcciones IP que asigna el servidor DHCP generalmente son dinamicas y pueden cambiar debido a que
tienen un periodo de concesién que expira. Algunos dispositivos, como los servidores y los enrutadores,
deben utilizar direcciones estaticas. Las controladoras en la cabina de almacenamiento también deben utilizar
direcciones IP estéticas.

Para obtener informacion sobre la forma de asignar direcciones estaticas, consulte la documentacion del
servidor DHCP.

éPor qué es necesario cambiar la configuracién de red de la controladora?

Es necesario configurar la configuracion de red para cada controladora—su direccion de protocolo de Internet
(IP), mascara de subred y puerta de enlace- cuando se utiliza gestion fuera de banda.

Es posible ajustar la configuracién de red a través del servidor de protocolo de configuracion dinamica de
hosts (DHCP). Si no utiliza un servidor DHCP, debe introducir la configuracién de red de forma manual.

¢En dénde se puede obtener la configuracion de red?

Es posible obtener del administrador de red la direccion de protocolo de Internet (IP), la mascara de subred y
la informacion de puerta de enlace.

Esta informacion es necesaria para configurar los puertos de las controladoras.

¢, Qué son las respuestas PING de ICMP?

El protocolo de mensajes de control de Internet (ICMP) es uno de los protocolos de la suite TCP/IP.

La ICMP echo request yla(ICMP echo reply los mensajes suelen denominarse ping mensajes. Ping
es una herramienta para la solucion de problemas que usan los administradores del sistema para probar
manualmente la conectividad entre dispositivos de red, y también para probar la demora de la red y la pérdida
de paquetes. La ping el comando envia un ICMP echo request a un dispositivo de la red y el dispositivo
responde inmediatamente con un(ICMP echo reply. Aveces, la politica de seguridad de red de una
empresa requiere ping (ICMP echo reply) se debe desactivar en todos los dispositivos para que sea mas
dificil de descubrir personas no autorizadas.

¢ Cuando se debe actualizar la configuracion de puertos?

Actualice el servidor DHCP cada vez que se modifique o actualice el servidor y que haya cambiado la
informacién DHCP relevante para la cabina de almacenamiento actual y la cabina de almacenamiento que
desea utilizar.

Especificamente, actualice la configuracion de puertos o el servidor iISNS desde el servidor DHCP cuando
sepa que el servidor DHCP asignara direcciones diferentes.

@ La actualizacion de la configuracion de puertos destruye todas las conexiones iSCSI de ese
puerto.
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¢ Qué debo hacer luego de configurar los puertos de gestiéon?

Si cambid la direccién IP de la cabina de almacenamiento, es posible que desee actualizar la vista de cabina
global en SANtricity Unified Manager.

Para actualizar la vista de cabina global en Unified Manager, abra la interfaz y vaya al
menu:gestionar[detectar].

Si todavia utiliza Storage Manager de SAN(tricity, vaya a Enterprise Management Window (EMW), donde debe
eliminar y volver a afiadir la nueva direccion IP.

¢Por qué el sistema de almacenamiento se encuentra en el modo no 6ptimo?

Un sistema de almacenamiento en modo no 6ptimo se debe a un estado no valido de configuracion del
sistema. A pesar de este estado, se admite totalmente el acceso de I/O normal a los volumenes existentes; no
obstante, System Manager de SANTtricity prohibira algunas operaciones.

Un sistema de almacenamiento puede realizar una transicién a la configuracion del sistema no valida por uno
de estos motivos:

 La controladora no cumple las normativas, posiblemente porque tiene un codigo de identificador de
submodelo incorrecto (SMID) o super6 el limite de funciones premium.

* Hay una operacion de servicio interno en curso, como una descarga del firmware de la unidad.

 La controladora super6 el umbral de error de paridad y entrd en bloqueo.

» Se produjo una condicién general de bloqueo.

Preguntas frecuentes sobre el protocolo iSCSI para
SANTtricity System Manager

Estas preguntas frecuentes pueden ser de ayuda si solo esta buscando una respuesta
rapida a una pregunta.
¢ Qué sucede cuando utilizo un servidor iISNS para el registro?

Cuando se utiliza informacion del servidor de servicio de nombres de almacenamiento de Internet (iISNS), los
hosts (iniciadores) pueden configurarse para consultar el servidor iISNS a fin de recuperar informacion del
objetivo (controladoras).

Este registro proporciona al servidor iSNS la informacion del puerto y del nombre completo de iSCSI (IQN) de
la controladora, y permite consultas entre los iniciadores (hosts iISCSI) y los objetivos (controladoras).

¢ Qué métodos de registro se admiten automaticamente para iSCSI?

La implementacion de iISCSI es compatible con el método de deteccidn Servicio de nombres de
almacenamiento de Internet (iISNS) o con el uso del comando Send Targets.

El método iSNS permite la deteccidn iSNS entre los iniciadores (hosts iSCSI) y los objetivos (controladoras).
La controladora objetivo se registra para proporcionar al servidor iSNS la informacion sobre el puerto y el
nombre completo de iISCSI (IQN) de la controladora.

Si no se configura iISNS, el host iISCSI puede enviar el comando Send Targets durante una sesién de
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deteccion iSCSI. En respuesta, la controladora devuelve la informacion del puerto (por ejemplo, el IQN
objetivo, la direccién IP del puerto, el puerto de escucha y el grupo de puertos de destino). Este método de

deteccion no es necesario si utiliza iISNS, dado que el iniciador del host puede recuperar las IP objetivo del
servidor iSNS.

¢, Como se interpretan las estadisticas de Iser over InfiniBand?

El cuadro de dialogo Ver estadisticas de Iser over InfiniBand muestra las estadisticas de destino local

(protocolo) y las estadisticas de la interfaz Iser over InfiniBand (IB). Todas las estadisticas son de solo lectura
y no pueden configurarse.

- Estadisticas de destino local (protocolo) — proporciona estadisticas para el destino Iser over
InfiniBand, que muestra el acceso de nivel de bloque a sus medios de almacenamiento.

» Estadisticas de la interfaz Iser over InfiniBand — proporciona estadisticas para todos los puertos Iser
over InfiniBand en la interfaz InfiniBand, que incluye estadisticas de rendimiento e informacién de errores
de enlace asociados con cada puerto del switch.

Es posible ver cada una de las estadisticas como estadisticas sin configurar o estadisticas de base. Las
estadisticas sin configurar son todas las estadisticas recogidas desde que se iniciaron las controladoras. Las
estadisticas de base son las estadisticas de un momento especifico que se recogen desde el establecimiento
de la hora de la linea de base.

¢ Qué mas debo hacer para configurar o diagnosticar Iser over InfiniBand?

En la tabla a continuacién, se enumeran las funciones de SANTtricity System Manager que se pueden utilizar
para configurar y gestionar sesiones iSER over InfiniBand.

@ La configuracién de Iser over InfiniBand solo esta disponible si la controladora de la cabina de
almacenamiento incluye un puerto de gestion de hosts Iser over InfiniBand.

Accion Ubicacién
Configure los puertos Iser over 1. Seleccione hardware.
InfiniBand

2. Seleccione la pestafia Controladores y componentes.
3. Seleccione una controladora.
4

. Seleccione Configurar puertos Iser over InfiniBand.

1. Seleccione MENU:Settings[System].

2. Desplacese hasta Configuracion de Iser over InfiniBand y
seleccione Configurar puertos Iser over InfiniBand.

Ver estadisticas de Iser over 1. Seleccione MENU:Settings[System].

InfiniBand 2. Desplacese hasta Configuracion de Iser over InfiniBand y

seleccione Ver estadisticas de Iser over InfiniBand.
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¢ Qué mas debo hacer para configurar o diagnosticar iSCSI?

Se pueden realizar sesiones iISCSI con hosts o cabinas de almacenamiento remotas en una relacion de reflejo
asincrono. En las tablas a continuacion, se enumeran las funciones de SANTtricity System Manager que se
pueden utilizar para configurar y gestionar estas sesiones iSCSI.

@ La configuracién de iSCSI solo se encuentra disponible si la cabina de almacenamiento es

compatible con iSCSI.

Configure iSCSI
Accién

Gestionar configuracion de iISCSI

Configure los puertos iSCSI

Establezca el secreto CHAP del host

Diagnosticar iSCSI

Accion

Ver o finalizar sesiones iSCSI

Ubicacion
. Seleccione MENU:Settings[System].

. Desplacese hasta Ajustes iSCSI para ver todas

las funciones de administracion.

. Seleccione hardware.

. Seleccione la pestafia Controladores y

componentes.

3. Seleccione una controladora.

. Seleccione Configurar puertos iSCSI.

. Seleccione MENU:Settings[System].

. Desplacese hasta Configuracion de iSCSI y

seleccione Configurar autenticacion.

. Seleccione MENU:Storage[hosts].
. Seleccione un miembro del host.

. Haga clic en menu:ficha Ver/editar

configuracion[puertos de host].

Ubicacion
. Seleccione MENU:Settings[System].

. Desplacese hasta Configuracion iSCSI y

seleccione Ver/finalizar sesiones iSCSI.

. Seleccione menu:ficha Soporte[Centro de soporte

> Diagnostico].

. Seleccione Ver/finalizar sesiones iSCSI.
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Accidn Ubicacién
Ver estadisticas de iSCSI 1. Seleccione MENU:Settings[System].

2. Desplacese hasta Configuracion de iSCSl y
seleccione Ver paquetes de estadisticas de
iSCSI.

1. Seleccione menu:ficha Soporte[Centro de soporte
> Diagnostico].

2. Seleccione Ver paquetes de estadisticas iSCSI.

Preguntas frecuentes sobre el protocolo NVMe para
SANTtricity System Manager

Estas preguntas frecuentes pueden ser de ayuda si solo esta buscando una respuesta
rapida a una pregunta.

¢ Como se interpretan las estadisticas de NVMe over Fabrics?

El cuadro de didlogo Ver estadisticas de NVMe over Fabrics muestra estadisticas para el subsistema NVMe y
la interfaz RDMA. Todas las estadisticas son de solo lectura y no pueden configurarse.

» Estadisticas del subsistema NVMe — muestra estadisticas para la controladora NVMe y su cola. La
controladora NVMe ofrece una ruta de acceso entre un host y los espacios de nombres en la cabina de
almacenamiento. Es posible revisar las estadisticas del subsistema NVMe para consultar elementos,
como errores de conexion, reinicios y apagados. Para obtener mas informacion sobre estas estadisticas,
haga clic en Ver leyenda de encabezados de tabla.

» Estadisticas de la interfaz RDMA — proporciona estadisticas para todos los puertos NVMe over Fabrics
de la interfaz RDMA, que incluye estadisticas de rendimiento e informacion de errores de enlace
asociados con cada puerto del switch. Esta pestafia solo se muestra cuando existen puertos NVMe over
Fabrics disponibles. Para obtener mas informacion sobre las estadisticas, haga clic en Ver leyenda de
encabezados de tabla.

Es posible ver cada una de las estadisticas como estadisticas sin configurar o estadisticas de base. Las
estadisticas sin configurar son todas las estadisticas recogidas desde que se iniciaron las controladoras. Las
estadisticas de base son las estadisticas de un momento especifico que se recogen desde el establecimiento
de la hora de la linea de base.

¢ Qué mas debo hacer para configurar o diagnosticar NVMe over InfiniBand?

En la tabla a continuacion, se enumeran las funciones de SANTtricity System Manager que se pueden utilizar
para configurar y gestionar sesiones NVMe over InfiniBand.

@ La configuracién de NVMe over InfiniBand solo esta disponible si la controladora de la cabina
de almacenamiento incluye un puerto NVMe over InfiniBand.
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Accion Ubicacion

—_

Configure los puertos NVMe over
InfiniBand

. Seleccione hardware.
. Seleccione la pestafia Controladores y componentes.

. Seleccione una controladora.

A WO DN

. Seleccione Configurar puertos NVMe over InfiniBand.

1. Seleccione MENU:Settings[System].

2. Desplacese hasta Configuracion de NVMe over InfiniBand y
seleccione Configurar puertos NVMe over InfiniBand.

Ver estadisticas de NVMe over 1. Seleccione MENU:Settings[System].

InfiniBand 2. Desplacese hasta Configuracion de NVMe over InfiniBand y

seleccione Ver estadisticas de NVMe over Fabrics.

¢ Qué mas debo hacer para configurar o diagnosticar NVMe over roce?

Es posible configurar y gestionar NVMe over roce desde las paginas hardware y Configuracion.

@ La configuracion de NVMe over roce solo esta disponible si la controladora de la cabina de
almacenamiento incluye un puerto NVMe over roce.

Accidn Ubicacion

Configure los puertos NVMe over 1. Seleccione hardware.

roce 2. Seleccione la pestafia Controladores y componentes.
3. Seleccione una controladora.
4. Seleccione Configurar puertos NVMe over roce.

1. Seleccione MENU:Settings[System].

2. Desplacese hasta Configuracion de NVMe over roce y
seleccione Configurar puertos NVMe over roce.

Ver estadisticas de NVMe over 1. Seleccione MENU:Settings[System].

Fabrics 2. Desplacese hasta Configuracion de NVMe over roce y

seleccione Ver estadisticas de NVMe over Fabrics.

¢ Por qué existen dos direcciones IP para un puerto fisico?

La cabina de almacenamiento EF600 puede incluir dos HIC: Una externa y una interna.

En esta configuracion, la HIC externa se encuentra conectada a una HIC interna auxiliar. Cada puerto fisico al
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que se puede obtener acceso desde la HIC externa tiene un puerto virtual asociado desde la HIC interna.

Para alcanzar el rendimiento maximo de 200 GB, es necesario asignar una direccioén IP exclusiva a los
puertos fisico y virtual para que el host pueda establecer conexiones a ambos. Si no se asigna una direccién
IP al puerto virtual, la HIC se ejecutara a aproximadamente la mitad de su capacidad de velocidad.

éPor qué existen dos conjuntos de parametros para un puerto fisico?
La cabina de almacenamiento EF600 puede incluir dos HIC: Una externa y una interna.

En esta configuracion, la HIC externa se encuentra conectada a una HIC interna auxiliar. Cada puerto fisico al
que se puede obtener acceso desde la HIC externa tiene un puerto virtual asociado desde la HIC interna.

Para alcanzar el rendimiento maximo de 200 GB, es necesario asignar parametros a los puertos fisico y virtual
para que el host pueda establecer conexiones a ambos. Si no se asignan parametros al puerto virtual, la HIC
se ejecutara a aproximadamente la mitad de su capacidad de velocidad.

Preguntas frecuentes sobre unidades de almacenamiento
para SANtricity System Manager

Estas preguntas frecuentes pueden ser de ayuda si solo esta buscando una respuesta
rapida a una pregunta.

¢ Qué es una unidad de repuesto?

Las piezas de repuesto actuan como unidades en espera en los grupos de volimenes RAID 1, RAID 5 o RAID
6. Son unidades completamente funcionales que no contienen datos. Si se produce un error en una unidad del
grupo de volumenes, la controladora automaticamente reconstruye los datos de la unidad con error en una
pieza de repuesto.

Si se produce un error en una unidad de la cabina de almacenamiento, la unidad de repuesto
automaticamente sustituye a la unidad con error sin necesidad de realizar un cambio fisico. Si la unidad de
repuesto esta disponible cuando se produce un error en una unidad, la controladora utiliza datos de
redundancia para reconstruir los datos de la unidad con error en la unidad de repuesto.

Una unidad de repuesto no esta dedicada a un grupo de volumenes especifico. Sino que se puede usar la
unidad de repuesto en lugar de cualquier unidad con error de la cabina de almacenamiento con la misma
capacidad o una menor. Una unidad de repuesto debe ser del mismo tipo de medio (HDD o SSD) que las
unidades que protege.

Las unidades de repuesto no son compatibles con los pools. En lugar de las unidades de
repuesto, los pools utilizan la capacidad de conservacion dentro de cada unidad que compone
el pool.

¢ Qué es la capacidad de conservacion?

La capacidad de conservacion es la cantidad de capacidad (cantidad de unidades) que se reserva en un pool
para admitir fallos de unidad potenciales.

Cuando se crea un pool, el sistema reserva automaticamente una cantidad predeterminada de capacidad de
conservacion segun el numero de unidades del pool.
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Los pools utilizan la capacidad de conservacion durante la reconstruccion, mientras que los grupos de
volumenes utilizan unidades de pieza de repuesto con el mismo fin. El método de capacidad de conservacion
es una mejora con respecto a las unidades de pieza de repuesto, dado que permite realizar la reconstruccion
con mayor rapidez. La capacidad de conservacion se distribuye en varias unidades del pool, en lugar de en
una unidad como en el caso de la unidad de repuesto, por lo que la velocidad o disponibilidad de una unidad
no representan una limitacion.

¢ Por qué deberia reemplazar l6gicamente una unidad?

Si se produce un error en una unidad o si desea reemplazarla por algun otro motivo y tiene una unidad sin
asignar en la cabina de almacenamiento, puede reemplazar l6gicamente la unidad con error por la unidad sin
asignar. Si no tiene una unidad sin asignar, puede optar por reemplazar fisicamente la unidad.

Los datos de la unidad original se copian o reconstruyen en la unidad de reemplazo.

iDonde se puede ver el estado de una unidad sujeta a reconstruccion?

Se puede ver el estado de reconstruccion de la unidad desde la consola Operaciones en curso.
En la pagina Inicio, haga clic en el enlace Ver operaciones en curso de la parte superior derecha.

Segun la unidad, es posible que la reconstruccion completa demore bastante. Si se modifico la propiedad de
un volumen, es posible que se realice la reconstruccion completa en lugar de la rapida.
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