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Preguntas frecuentes

¢, Qué configuracion se importa?

La funcién Importar configuracion es una operacién en lote que carga las configuraciones
desde una cabina de almacenamiento a varias cabinas de almacenamiento.

La configuracion que se importe durante esta operacion dependera de como esté configurada la cabina de
almacenamiento de origen en System Manager. Las siguientes configuraciones pueden importarse a varias
cabinas:

 Alertas por correo electronico — la configuracion incluye una direccion de servidor de correo y las
direcciones de correo electronico de los destinatarios de las alertas.
» Alertas Syslog — las configuraciones incluyen una direccion de servidor syslog y un puerto UDP.

» Alertas SNMP — las configuraciones incluyen un nombre de comunidad y una direccion IP para el
servidor SNMP.

» AutoSupport — los ajustes incluyen las caracteristicas independientes (Basic AutoSupport, AutoSupport
OnDemand y Remote Diagnostics), la ventana de mantenimiento, el método de entrega, y programa de
envio.

 Servicios de directorio —la configuracion incluye el nombre de dominio y la URL de un servidor LDAP
(protocolo ligero de acceso a directorios), junto con las asignaciones de los grupos de usuarios del
servidor LDAP a los roles predefinidos de la cabina de almacenamiento.

» Configuracion de almacenamiento — las configuraciones incluyen volumenes (so6lo volUmenes gruesos
y que no pertenecen al repositorio), grupos de volumenes, pools y asignaciones de unidades de repuesto
activo.

+ Ajustes del sistema — las configuraciones incluyen la configuracién de escaneo de medios para un
volumen, caché SSD para controladores y equilibrio de carga automatico (no incluye la generacion de
informes de conectividad de host).

¢ Por qué no se muestran todas las cabinas de
almacenamiento?

Durante la operaciéon Importar configuracion, es posible que algunas cabinas de
almacenamiento no estén disponibles en el cuadro de dialogo de seleccion de objetivos.

Que las cabinas de almacenamiento no aparezcan puede deberse a los siguientes motivos:

» La version de firmware es inferior a 8.50.
» La cabina de almacenamiento se encuentra sin conexion.

« El sistema no puede comunicarse con esa cabina (por ejemplo, la cabina tiene problemas de red o con un
certificado o una contrasena).

¢ Por qué estos volumenes no estan asociados a una carga
de trabajo?

Los volumenes no se asocian a una carga de trabajo si se los cre6 mediante la interfaz



de linea de comandos (CLI) o si se migraron (importaron/exportaron) desde una cabina
de almacenamiento diferente.

¢, Como afecta la creacion de volumenes la carga de trabajo
seleccionada?

Durante la creacion del volumen, se le solicita informacién sobre el uso de una carga de
trabajo. El sistema utiliza esta informacion para crear una configuracion de volumen
optima para el usuario, que se puede editar en caso de ser necesario. De manera
opcional, es posible omitir este paso en la secuencia de creacién de volumenes.

Una carga de trabajo es un objeto de almacenamiento que admite una aplicacion. Se pueden definir una o
mas cargas de trabajo o instancias por aplicacién. En algunas aplicaciones, el sistema configura la carga de
trabajo para contener volimenes con caracteristicas subyacentes similares. Estas caracteristicas de volumen
se optimizan segun el tipo de aplicacion que es compatible con la carga de trabajo. Por ejemplo, si crea una
carga de trabajo que es compatible con la aplicacion Microsoft SQL Server y, a continuacion, crea volumenes
para esa carga de trabajo, las caracteristicas de volumen subyacentes se optimizan para ser compatibles con
Microsoft SQL Server.

» Especifico de la aplicacion — cuando se crean voliumenes con una carga de trabajo especifica de la
aplicacion, el sistema puede recomendar una configuraciéon de volumen optimizada para minimizar la
contencion entre las E/S de la carga de trabajo de la aplicacion y otro trafico de la instancia de la
aplicacion. Las caracteristicas del volumen, como tipo de I/o, tamafio de segmentos, propiedad de la
controladora, y caché de lectura y escritura, se recomiendan y se optimizan automaticamente para las
cargas de trabajo que se crean para los siguientes tipos de aplicaciones.

> Microsoft SQL Server

o Servidor de Microsoft Exchange

> Aplicaciones de videovigilancia

o VMware ESXi (para volumenes que se usaran con Virtual Machine File System)

Se puede revisar la configuracion de volumen recomendada y editar, afiadir o eliminar volumenes y
caracteristicas recomendados por el sistema mediante el cuadro de dialogo Afadir/editar volumenes.

» Otros (o aplicaciones sin compatibilidad con la creacion de volimenes especificos) — Otras cargas
de trabajo utilizan una configuracion de volumen que debe especificar manualmente cuando desea crear
una carga de trabajo no asociada con una aplicacion especifica, o si no hay optimizacion integrada para la
aplicacion que piensa utilizar en la cabina de almacenamiento. Debe especificar manualmente la
configuracion del volumen en el cuadro de dialogo Afiadir/editar volumenes.

¢ Por qué no se muestran todos los volumenes, los hosts o
los clusteres de hosts?

Los volumenes Snapshot que incluyen un volumen base con la funcion DA habilitada no
son aptos para asignarse a un host que no es compatible con la funcién Data Assurance
(DA). Debe deshabilitar DA en el volumen base para poder asignar un volumen Snapshot
a un host que no es compatible con DA.

Tenga en cuenta las siguientes directrices para el host al cual planea asignar el volumen Snapshot:



* Un host no es compatible con DA si esta conectado a la cabina de almacenamiento a través de una
interfaz de 1/o que no es compatible con DA.

* Un cluster de hosts no es compatible con DA si tiene al menos un miembro de host que no es compatible
con DA.

No se puede deshabilitar LA DA en un volumen asociado con Snapshot (grupos de coherencia,

(D grupos Snapshot, imagenes Snapshot y volimenes Snapshot), copias de volumen, y espejos.
Toda la capacidad reservada y los objetos Snapshot asociados deben eliminarse para poder
deshabilitar DA en el volumen base.

¢ Por qué no se puede eliminar la carga de trabajo
seleccionada?

Esta carga de trabajo consta de un grupo de volumenes que se credé mediante la interfaz
de linea de comandos (CLI) o se migro (se importé/exportd) de una cabina de
almacenamiento diferente. Como resultado, los volumenes de esta carga de trabajo no
estan asociados a una carga de trabajo especifica de la aplicacién, por lo que no es
posible eliminar la carga de trabajo.

¢ Como ayudan las cargas de trabajo especificas de la
aplicacién a gestionar la cabina de almacenamiento?

Las caracteristicas de volumen de la carga de trabajo especifica de la aplicacién
determinan la manera en que la carga de trabajo interactua con los componentes de la
cabina de almacenamiento, y ayudan a determinar el rendimiento de su entorno en una
determinada configuracion.

Una aplicacion es un software, como SQL Server o Exchange. Se definen una o mas cargas de trabajo que
sean compatibles con cada aplicacion. En algunas aplicaciones, el sistema recomienda automaticamente una
configuracion de volumen que optimice el almacenamiento. Las caracteristicas como el tipo de l/o, el tamafio
de segmento, la propiedad de controladora y la caché de lectura y escritura se incluyen en la configuracion de
volumen.

¢, Qué debo hacer para reconocer la capacidad expandida?

Si se aumenta la capacidad de un volumen, es posible que el host no reconozca de
inmediato el aumento de la capacidad del volumen.

La mayoria de los sistemas operativos reconocen la capacidad expandida del volumen y se expanden
automaticamente después de que se inicia la expansion de volumen. Sin embargo, es posible que algunos no
lo hagan. Si el sistema operativo no reconoce automaticamente la capacidad de volumen expandida, es
posible que se deba volver a analizar el disco o reiniciar.

Después de haber expandido la capacidad del volumen, se debe aumentar manualmente el tamafio del
sistema de archivos para que coincida. La forma de hacerlo depende del sistema de archivos utilizado.

Consulte la documentacion del sistema operativo host para obtener mas detalles.



¢ Cuando quieres usar la seleccion asignar el host mas
adelante?

Si desea acelerar el proceso para crear volumenes, puede omitir el paso de asignacion
de host para que los volumenes recién creados se inicialicen sin conexion.

Los volumenes recién creados deben inicializarse. El sistema puede inicializarlos utilizando uno de los dos
modos: Un proceso de inicializacion en segundo plano de formato disponible inmediato (IAF) o un proceso
fuera de linea.

Cuando se asigna un volumen a un host, se fuerza la inicializacién de todos los volimenes en ese grupo a
realizar la transicion a la inicializacion en segundo plano. Este proceso de inicializaciéon en segundo plano
permite realizar operaciones de /o del host simultaneas, que a veces pueden requerir mucho tiempo.

Cuando ninguno de los volumenes de un grupo de voliumenes se asigna, se realiza una inicializacién sin
conexion. El proceso fuera de linea es mucho mas rapido que el proceso en segundo plano.

¢ Qué debo saber acerca de los requisitos de tamano de
bloque del host?

Para los sistemas EF300 y EF600, es posible configurar un volumen para que admita un
tamano de bloque de 512 bytes o0 4 KiB (también llamado "tamafo de sector"). Debe
configurar el valor correcto durante la creacion del volumen. Si es posible, el sistema
sugiere el valor predeterminado adecuado.

Antes de configurar el tamafio de bloque de volumen, lea las siguientes limitaciones y directrices.

« Algunos sistemas operativos y maquinas virtuales (principalmente VMware, por el momento) requieren un
tamafio de bloque de 512 bytes y no admiten 4 KiB, por lo tanto, asegurese de conocer los requisitos del
host antes de crear un volumen. Por lo general, puede alcanzar el mejor rendimiento configurando un
volumen para que presente un tamafio de bloque de 4 KiB; sin embargo, asegurese de que su host
permita bloques de 4 KiB (o “4Kn”).

« Eltipo de unidades que se selecciona para el pool o el grupo de volimenes también determina qué
tamanos de bloque de volumen se admiten, como se indica a continuacion:

> Si se crea un grupo de volumenes con unidades que escriben en bloques de 512 bytes, solo se
pueden crear volumenes con bloques de 512 bytes.

> Si crea un grupo de volumenes con unidades que escriben en bloques de 4 KiB, puede crear
volumenes con bloques de 512 bytes o 4 KiB.

 Si la cabina tiene una tarjeta de interfaz del host iISCSI, todos los volumenes se limitan a bloques de 512
bytes (independientemente del tamafio de bloque del grupo de volumenes). Esto se debe a una
implementacion especifica del hardware.

* No se puede cambiar el tamafio de un bloque una vez configurado. Si necesita cambiar el tamafio de
blogue, debe eliminar el volumen y volver a crearlo.

¢ Por qué deberia crear un cluster de hosts?

Debe crear un cluster de hosts si desea que dos o mas hosts compartan el acceso al
mismo conjunto de volumenes. Por lo general, los hosts individuales tienen instalado



software de clustering a fin de coordinar el acceso a los volumenes.

¢, Como saber cual es el tipo de sistema operativo de host
correcto?

El campo Tipo de sistema operativo de host contiene el sistema operativo del host.
Puede seleccionar el tipo de host recomendado en la lista desplegable.

Los tipos de hosts que aparecen en la lista desplegable dependen del modelo de cabina de almacenamiento y
la version del firmware. Las versiones mas recientes muestran primero las opciones mas comunes, que son
las mas probables ser apropiadas. La aparicidon en esta lista no implica que la opcion esté totalmente admitida.

@ Para obtener mas informacion sobre la compatibilidad con hosts, consulte "Herramienta de
matriz de interoperabilidad de NetApp".

En la lista pueden aparecer algunos de los siguientes tipos de hosts:

Tipo de sistema operativo de host Sistema operativo (SO) y controlador multivia

Linux DM-MP (Kernel 3.10 o posterior) Es compatible con sistemas operativos Linux que
utilizan una solucién de conmutacién por error
multivia de Device Mapper con un kernel 3.10 o
posterior.

VMware ESXi Es compatible con los sistemas operativos VMware
ESXi que ejecutan la arquitectura nativa del
complemento multivia (NMP) mediante el médulo
VMware incorporado Storage Array Type Policy

SATP_ALUA.

Windows (en cluster o sin cluster) Admite configuraciones en cluster o no en cluster de
Windows que no ejecuten el controlador multivia de
ATTO.

Cluster ATTO (todos los sistemas operativos) Admite todas las configuraciones de cluster con el

controlador ATTO Technology, Inc. Y multipathing.

Linux (Veritas DMP) Admite sistemas operativos Linux mediante una
solucion multivia Veritas DMP.

Linux (ATTO) Admite sistemas operativos Linux que usan un
controlador ATTO Technology, Inc. Y multiruta.

So Mac Admite versiones de Mac OS que usan un controlador
ATTO Technology, Inc. Y multipathing.

Windows (ATTO) Admite sistemas operativos Windows que usan un
controlador ATTO Technology, Inc. Y multiruta.

FlexArray (ALUA) Admite un sistema FlexArray de NetApp mediante
ALUA para accesos multiples.

SVC DE IBM Es compatible con la configuracion de la controladora
de volumenes SAN de IBM.


http://mysupport.netapp.com/matrix
http://mysupport.netapp.com/matrix

Tipo de sistema operativo de host Sistema operativo (SO) y controlador multivia

Predeterminado de fabrica Reservada para el inicio inicial de la cabina de
almacenamiento. Si el tipo de sistema operativo del
host esta configurado como valor predeterminado de
fabrica, cambie este valor para que coincida con el
sistema operativo del host y el controlador multivia
que se ejecuta en el host conectado.

Linux DM-MP (Kernal 3.9 o anterior) Es compatible con sistemas operativos Linux que
utilizan una solucién de conmutacién por error
multivia de Device Mapper con un kernel 3.9 o
anterior.

Ventana en cluster (obsoleto) Si el tipo de sistema operativo del host esta
establecido en este valor, utilice la opcion Windows
(almacenado en cluster o no en cluster).

¢, Como se emparejan los puertos de host con un host?

Si se crea manualmente un host, en primer lugar debe usarse la utilidad de adaptador de
bus de host (HBA) adecuada disponible en el host para determinar los identificadores de
puerto de host asociados con cada HBA instalada en el host.

Cuando cuente con esta informacion, seleccione los identificadores de puerto de host con los cuales se inicid
sesion en la cabina de almacenamiento de la lista proporcionada en el cuadro de dialogo Crear host.

Asegurese de seleccionar los identificadores de puerto de host adecuados para el host que va a
crear. Si asocia los identificadores de puerto de host incorrectos, es posible que se provoque un
acceso no intencional de otro host a estos datos.

¢ Qué es el cluster predeterminado?

El cluster predeterminado es una entidad definida por el sistema que permite que
cualquier identificador de puerto de host no asociado que haya iniciado sesion en la
cabina de almacenamiento acceda a los volumenes asignados al cluster predeterminado.

Un identificador de puerto de host no asociado es un puerto de host que no esta asociado de forma légica con
un host en particular, pero que se instala fisicamente en un host y se inicia sesion en la cabina de
almacenamiento.

Si desea que los hosts tengan acceso especifico a ciertos volumenes en la cabina de
almacenamiento, no se debe utilizar el cluster predeterminado. En cambio, se deben asociar los

@ identificadores del puerto de host con sus hosts correspondientes. Esta tarea se puede realizar
manualmente durante la operacién Crear host. A continuacién, se deben asignar los volumenes
a un host individual o a un cluster de hosts.

Solo se debe usar el cluster predeterminado en situaciones especiales en las que el entorno de
almacenamiento externo sea propicio para permitir que todos los hosts y todos los identificadores de puerto de
host con sesion iniciada conectados a la cabina de almacenamiento tengan acceso a todos los volimenes
(modo de acceso total) sin dar a conocer especificamente los hosts a la cabina de almacenamiento o a la



interfaz de usuario.

Inicialmente, se pueden asignar los volumenes solo al cluster predeterminado a través de la interfaz de linea
de comandos (CLI). Sin embargo, luego de asignar al menos un volumen al cluster predeterminado, esta
entidad (denominada cluster predeterminado) se muestra en la interfaz de usuario donde podra gestionar esta
entidad.

¢, Qué es una comprobacién de redundancia?

Una comprobacion de redundancia determina si los datos de un volumen en un pool o
grupo de volumenes son consistentes. Los datos de redundancia se utilizan para
reconstruir informacién rapidamente en una unidad de reemplazo si falla una de las
unidades de un pool o grupo de volumenes.

Es posible realizar esta comprobacion solo en un pool o grupo de volumenes a la vez. Una comprobacion de
redundancia de un volumen realiza las acciones siguientes:

« Escanea los bloques de datos en un volumen RAID 3, un volumen RAID 5 o un volumen RAID 6 y, a
continuacién, comprueba la informacion de redundancia de cada bloque. (RAID 3 solo puede asignarse a
grupos de volumenes con interfaz de linea de comandos.)

» Compara los bloques de datos en unidades reflejadas RAID 1.

» Devuelve errores de redundancia si el firmware de la controladora determina que los datos no son
consistentes.

Si se ejecuta de inmediato una comprobacion de redundancia en el mismo pool o grupo de
volumenes, se puede generar un error. Para evitar este problema, espere de uno a dos minutos
antes de ejecutar otra comprobacion de redundancia en el mismo pool o grupo de volumenes.

¢ Qué es la capacidad de conservacion?

La capacidad de conservacion es la cantidad de capacidad (cantidad de unidades) que
se reserva en un pool para admitir fallos de unidad potenciales.

Cuando se crea un pool, el sistema reserva automaticamente una cantidad predeterminada de capacidad de
conservacion segun el numero de unidades del pool.

Los pools utilizan la capacidad de conservacion durante la reconstruccion, mientras que los grupos de
volumenes utilizan unidades de pieza de repuesto con el mismo fin. El método de capacidad de conservacion
es una mejora con respecto a las unidades de pieza de repuesto, dado que permite realizar la reconstruccion
con mayor rapidez. La capacidad de conservacion se distribuye en varias unidades del pool, en lugar de en
una unidad como en el caso de la unidad de repuesto, por lo que la velocidad o disponibilidad de una unidad
no representan una limitacion.

¢, Cual es el nivel de RAID éptimo para cada aplicacién?

Para maximizar el rendimiento de un grupo de volumenes, se debe seleccionar el nivel
de RAID adecuado.

Es posible determinar el nivel de RAID apropiado si se conocen los porcentajes de escritura y lectura de las
aplicaciones que acceden al grupo de volumenes. Utilice la pagina rendimiento para obtener estos



porcentajes.

Niveles de RAID y rendimiento de la aplicacion

RAID se basa en una serie de configuraciones, denominadas niveles, para determinar como los datos de
redundancia y usuario se escriben en las unidades y se recuperan de ellas. Cada nivel de RAID proporciona
diferentes funciones de rendimiento. Las aplicaciones con un porcentaje alto de lectura tendran un buen
rendimiento con volumenes RAID 5 o RAID 6 debido al rendimiento de lectura destacado de las
configuraciones RAID 5y RAID 6.

Las aplicaciones con un porcentaje bajo de lectura (de escritura intensiva) no rinden tan bien con volumenes
RAID 5 o RAID 6. El rendimiento degradado resulta de la forma en que una controladora escribe los datos y
los datos de redundancia en las unidades de un grupo de volumenes RAID 5 o RAID 6.

Seleccione un nivel de RAID segun la informacion siguiente.

RAID 0
Descripcion:

* No redundante, modo de segmentacion.

* RAID 0 segmenta los datos en todas las unidades del grupo de volumenes.
Funciones de proteccion de datos:

* RAID 0 no se recomienda para necesidades de alta disponibilidad. RAID 0 es mas adecuado para datos
no cruciales.

 Si una unidad unica falla en el grupo de volimenes, todos los volumenes asociados fallaran y se perderan
todos los datos.

Requisitos del nimero de la unidad:

» Se requiere un minimo de una unidad para el nivel de RAID 0.
* Los grupos de volumenes de RAID 0 pueden tener mas de 30 unidades.

» Es posible crear un grupo de volumenes que incluya todas las unidades en la cabina de almacenamiento.

RAID 1 o RAID 10
Descripcion:

* Modo de segmentacion/reflejo.
Coémo funciona:

* RAID 1 utiliza las operaciones de mirroring de discos para escribir datos en dos discos duplicados en
simultaneo.

* RAID 10 utiliza la segmentacion de unidades para segmentar los datos de un conjunto de parejas de
unidades reflejadas.

Funciones de proteccion de datos:

* RAID 1y RAID 10 ofrecen alto rendimiento y la mejor disponibilidad de datos.



* RAID 1y RAID 10 utilizan las operaciones de mirroring de unidades para realizar una copia exacta de una
unidad en otra.

 Si una de las unidades de una pareja de unidades falla, la cabina de almacenamiento puede cambiar
instantdneamente a la otra sin perder datos o servicios.

* Un fallo de unidad unica provoca el estado degradado de los volumenes asociados. La unidad reflejo
permite acceder a los datos.

» Un fallo de la pareja de unidades en un grupo de volumenes provoca el fallo de todos los volumenes
asociados, y podria ocurrir una pérdida de datos.

Requisitos del nimero de la unidad:

« Se requiere un minimo de dos unidades para RAID 1: Una unidad para los datos de usuario y una unidad
para los datos reflejados.

 Si se seleccionan cuatro o mas unidades, RAID 10 se configura automaticamente en el grupo de
volumenes: Dos unidades para los datos de usuario y dos unidades para los datos reflejados.

» El grupo de volumenes debe tener un nimero par de unidades. Si no se cuenta con un numero par de
unidades y quedan algunas sin asignar, vaya a Pools y grupos de voliumenes para afiadir unidades
adicionales al grupo de volumenes y vuelva a intentar la operacion.

* Los grupos de volumenes de RAID 1 y RAID 10 pueden tener mas de 30 unidades. Se puede crear un
grupo de volumenes que incluya todas las unidades de la cabina de almacenamiento.

RAID 5
Descripcion:

* Modo de I/o elevado.
Coémo funciona:

* Los datos de usuario y la informacion redundante (paridad) se segmentan en las unidades.

 Se utiliza la capacidad equivalente de una unidad para la informacion redundante.
Funciones de proteccion de datos

+ Si una unidad unica falla en un grupo de volumenes RAID 5, todos los volumenes asociados se degradan.
La informacion redundante permite que aun pueda accederse a los datos.

» Si dos 0 mas unidades fallan en un grupo de volumenes RAID 5, todos los volumenes asociados fallaran y
se perderan todos los datos.

Requisitos del niumero de la unidad:

» Se debe contar con un minimo de tres unidades en el grupo de volumenes.

* Por lo general, el grupo de volumenes tiene un limite maximo de 30 unidades.

RAID 6
Descripcion:
* Modo de l/o elevado.

Como funciona:



 Los datos de usuario y la informacion redundante (doble paridad) se segmentan en las unidades.
« Se utiliza la capacidad equivalente de dos unidades para la informacion redundante.
Funciones de proteccion de datos:
 Si una o dos unidades fallan en un grupo de volumenes RAID 6, todos los volumenes asociados se
degradaran, pero la informacién redundante permitira que aun pueda accederse a los datos.
 Si tres 0 mas unidades fallan en un grupo de volumenes RAID 6, todos los volumenes asociados fallaran y
se perderan todos los datos.

Requisitos del nimero de la unidad:

» Se debe contar con un minimo de cinco unidades en el grupo de volumenes.

* Por lo general, el grupo de volumenes tiene un limite maximo de 30 unidades.

@ No es posible cambiar el nivel de RAID de un pool. La interfaz de usuario configura
automaticamente los pools como RAID 6.

Niveles de RAID y proteccién de datos

RAID 1, RAID 5y RAID 6 escriben los datos de redundancia en los medios de la unidad para la tolerancia a
fallos. Los datos de redundancia pueden ser una copia de los datos (reflejados) o un codigo de correccion de
error derivado de los datos. Es posible utilizar los datos de redundancia para reconstruir informacion
rapidamente en una unidad de reemplazo si se produce un error en una unidad.

Se configura un nivel de RAID unico en un grupo de volumenes unico. Todos los datos de redundancia de ese
grupo de volumenes se almacenan en el grupo de volumenes. La capacidad del grupo de volumenes es la
capacidad agregada de las unidades miembro menos la capacidad reservada para los datos de redundancia.
La cantidad de capacidad necesaria para la redundancia depende del nivel de RAID utilizado.

¢, Por qué no se muestran algunas unidades?

En el cuadro de dialogo Afadir capacidad, no todas las unidades se encuentran
disponibles para afadir capacidad a un pool o grupo de volumenes existente.

Las unidades no seran elegibles por cualquiera de los motivos siguientes:

« Una unidad debe estar sin asignar y no debe tener la funciéon de seguridad habilitada. Las unidades que
son parte de otro pool, de otro grupo de volimenes o que estan configuradas como pieza de repuesto no
son elegibles. Si una unidad esta sin asignar, pero tiene la funcion de seguridad habilitada, se debe
eliminar manualmente esa unidad para que sea elegible.

* Una unidad que se encuentra en un estado distinto a Optimal no es elegible.
« Si una unidad tiene muy poca capacidad, no es elegible.

 El tipo de medios de la unidad debe coincidir dentro de un pool o grupo de volumenes. No puede mezclar
lo siguiente:

o Unidades de disco duro (HDD) con discos de estado sélido (SSD)
> NVMe con unidades SAS

> Unidades con tamafos de bloques de volumenes de 512 bytes y 4 KiB
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« Si todas las unidades de un pool o un grupo de volimenes son compatibles con la funcion de seguridad,
las unidades no compatibles con la funcién de seguridad no se enumeran.

 Si un pool o grupo de volumenes contiene todas unidades compatibles con el estandar de procesamiento
de informacion federal (FIPS), las unidades no compatibles con FIPS no se enumeran.

« Si un pool o grupo de volumenes contiene todas unidades compatibles con la funcién Garantia de datos
(DA) y al menos un volumen del pool o grupo de volumenes tiene habilitada la funcion DA, una unidad que
no sea compatible con DA no es elegible, por lo que no puede afiadirse a ese pool o grupo de volumenes.
Sin embargo, si ningun volumen tiene la funcion DA habilitada en el pool o grupo de volumenes, una
unidad que no sea compatible con LA funcion DA puede afiadirse a ese pool o grupo de volumenes. Si
decide combinar estas unidades, tenga en cuenta que no podra crear ningun volumen con la funcion DA
habilitada.

@ Es posible aumentar la capacidad de la cabina de almacenamiento con la adicién de unidades
nuevas o la eliminacién de pools o grupos de volumenes.

¢ Por qué no es posible aumentar la capacidad de
conservacién?

Si se crearon volumenes en toda la capacidad utilizable disponible, es posible que no se
pueda aumentar la capacidad de conservacion.

La capacidad de conservacion es la cantidad de capacidad (niumero de unidades) reservada en un pool para
dar soporte a fallos de unidad potenciales. Cuando se crea un pool, el sistema reserva automaticamente una
cantidad predeterminada de capacidad de conservacién segun el niumero de unidades del pool. Si cre6
volumenes en toda la capacidad utilizable disponible, no puede aumentar la capacidad de conservacion sin
agregar capacidad al pool, ya sea sumando unidades o eliminando volumenes.

Es posible cambiar la capacidad de conservacién de los pools y los grupos de volumenes. Seleccione el pool
que desea editar. Haga clic en Ver/editar configuracion y, a continuacion, seleccione la ficha Configuracién.

@ La capacidad de conservacion se especifica como el nimero de unidades, a pesar de que la
capacidad de conservacion real se distribuya en las unidades del pool.

¢ Qué es la garantia de datos?

La garantia de datos (DA) implementa el estandar de informacion de proteccion (Pl) T10,
con el cual se comprueban y corrigen los errores que se pueden producir durante la
transferencia de datos a través de la ruta de /o con el fin de aumentar la integridad de
los datos.

El uso tipico de la funcion Garantia de datos es revisar la porcidn de la ruta de /o entre las controladoras y las
unidades. Las funcionalidades DE DA se presentan a nivel del pool y grupo de volumenes.

Si esta funcién esta habilitada, la cabina de almacenamiento afiade cddigos de comprobacién de errores
(también conocidos como comprobaciones de redundancia ciclicas o CRC) a cada bloque de datos del
volumen. Una vez movido un bloque de datos, la cabina de almacenamiento utiliza estos codigos de CRC
para determinar si se produjeron errores durante la transmision. Los datos posiblemente dafiados no se
escriben en el disco ni se vuelven a transferir al host. Si desea utilizar la funciéon DA, seleccione un pool o
grupo de volumenes compatible con DA al crear un volumen nuevo (busque Si junto a DA en la tabla de
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candidatos de pools y grupos de volumenes).

Asegurese de asignar estos volumenes con la funcidon DA habilitada a un host que utilice una interfaz de /o
compatible con DA. Las interfaces de |/o compatibles con DA son Fibre Channel, SAS, iSCSI over TCP/IP,
NVMe/FC, NVMe/IB, NVME/roce e Iser over InfiniBand (extensiones iSCSI para RDMA/IB). SRP over
InfiniBand no es compatible con DA.

¢, Qué es la seguridad FDE/FIPS?

La seguridad FDE/FIPS hace referencia a unidades compatibles con la funcién de
seguridad que cifran datos durante las escrituras y los descifran durante las lecturas
mediante una clave de cifrado unica.

Estas unidades compatibles con la funcién de seguridad evitan el acceso no autorizado a los datos en una
unidad que se quita fisicamente de la cabina de almacenamiento. Las unidades compatibles con la funcién de
seguridad pueden ser unidades de cifrado de disco completo (FDE) o de estandar de procesamiento de
informacion federal (FIPS). Las unidades FIPS se sometieron a pruebas de certificacion.

Para los volumenes que requieren compatibilidad FIPS, se deben utilizar solo unidades FIPS. Si

@ se mezclan unidades FIPS y FDE en un grupo de volumenes o un pool, todas las unidades se
trataran como unidades FDE. Ademas, no se puede agregar una unidad FDE ni utilizarse como
reserva en un pool o grupo de volumenes FIPS.

¢, Qué significa ser compatible con la funcién de seguridad
(Drive Security)?

Drive Security es una funcién que evita el acceso no autorizado a datos almacenados en
unidades con la funcién de seguridad habilitada cuando la unidad se quita de la cabina
de almacenamiento.

Estas unidades pueden ser unidades de cifrado de disco completo (FDE) o de estandar de procesamiento de
informacion federal (FIPS).

¢ Como se visualizan y se interpretan todas las estadisticas
de caché SSD?

Es posible visualizar estadisticas nominales y detalladas para la caché SSD.

Las estadisticas nominales son un subconjunto de las estadisticas detalladas. Las estadisticas detalladas se
pueden visualizar solo cuando se exportan todas las estadisticas de SSD a un archivo .csv. Al revisar e
interpretar las estadisticas, tenga en cuenta que algunas interpretaciones provienen del analisis de una
combinacion de estadisticas.

Estadisticas nominales

Para ver las estadisticas de la caché SSD, vaya a la pagina Administrar. Seleccione
MENU:Provisioning[Configure Pools & Volume Groups]. Seleccione la caché SSD sobre la cual desea ver
estadisticas y, a continuacion, seleccione MENU:mas[Ver estadisticas]. Las estadisticas nominales se
muestran en el cuadro de didlogo Ver estadisticas de la caché SSD.
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@ Esta funcion no esta disponible en los sistemas de almacenamiento EF600 o EF300.
En la lista, se incluyen estadisticas nominales, que son un subconjunto de las estadisticas detalladas.

Estadistica detallada

Las estadisticas detalladas consisten en las estadisticas normales mas las estadisticas adicionales. Estas
estadisticas adicionales se guardan junto con las estadisticas nominales; pero, a diferencia de las estadisticas
nominales, no se muestran en el cuadro de didlogo Ver estadisticas de la caché SSD. Es posible ver las
estadisticas detalladas solo después de exportar las estadisticas a un archivo .csv.

Las estadisticas detalladas se enumeran después de las estadisticas nominales.

¢, Qué son la proteccidon contra pérdida de bandeja y la
proteccion contra pérdida de cajon?

La proteccién contra pérdida de bandeja y de cajon son atributos de los pools y los
grupos de volumenes para mantener el acceso a los datos en caso de fallo de una
bandeja o un cajén individuales.

Proteccion contra pérdida de bandeja

Una bandeja es el compartimento que contiene las unidades o las unidades y la controladora. La proteccion
contra pérdida de bandeja garantiza la accesibilidad a los datos en los volumenes de un pool o un grupo de
volumenes en caso de pérdida total de comunicacion con una bandeja de unidades unica. Un ejemplo de
pérdida total de comunicacion podria ser la pérdida de energia en la bandeja de unidades o el fallo de ambos
modulos de I/o (IOM).

La proteccion contra pérdida de bandeja no esta garantizada si una unidad ya fallé en el pool o
en el grupo de volumenes. En este caso, la pérdida de acceso a la bandeja de unidades y, en
consecuencia, a otra unidad en el pool o el grupo de volumenes provoca la pérdida de datos.

El criterio de proteccion contra pérdida de bandeja depende del método de proteccidn, tal como se describe
en la tabla siguiente.

Nivel

Piscina

RAID 6

Criterios para la proteccion
contra pérdida de bandeja

El pool debe incluir unidades de al
menos cinco bandejas y debe
haber la misma cantidad de
unidades en cada bandeja. La
proteccién contra pérdida de
bandeja no es aplicable a las
bandejas de gran capacidad; si el
sistema incluye bandejas de gran
capacidad, consulte la proteccion
contra pérdida de cajon.

El grupo de volumenes consta de
dos unidades como maximo en un
solo cajon.

Cantidad minima requerida de
bandejas

5
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Nivel Criterios para la proteccion Cantidad minima requerida de
contra pérdida de bandeja bandejas

RAID 30 RAID 5 Cada unidad del grupo de 3
volumenes se encuentra en una
bandeja aparte.

RAID 1 Cada unidad de una pareja RAID 1 2
se debe ubicar en una bandeja
aparte.
RAID O No puede contar con proteccion No aplicable

contra pérdida de bandeja.

Proteccién contra pérdida de cajon

Un cajon es uno de los compartimentos de una bandeja que se extrae para acceder a las unidades. Solo las
bandejas de gran capacidad poseen cajones. La proteccion contra pérdida de cajon garantiza la accesibilidad
a los datos en los volumenes de un pool o un grupo de volumenes en caso de pérdida total de comunicacion
con un cajon unico. Un ejemplo de pérdida total de comunicacion podria ser la pérdida de energia en el cajon
o el fallo de un componente interno dentro del cajon.

La proteccion contra pérdida de cajon no esta garantizada si una unidad ya fallé en el pool o en
el grupo de volumenes. En este caso, la pérdida de acceso al cajon (y, en consecuencia, a otra
unidad en el pool o el grupo de volumenes) provoca la pérdida de datos.

El criterio de proteccion contra pérdida de cajon depende del método de proteccién, tal como se describe en la
tabla siguiente:

Nivel Criterios para la proteccion Cantidad minima requerida de
contra pérdida de cajon cajones
Piscina Los candidatos de pool deben 5

incluir unidades de todos los
cajones y debe haber la misma
cantidad de unidades por cajon. El
pool debe incluir unidades de al
menos cinco cajones y debe haber
la misma cantidad de unidades por
cajon. Una bandeja de 60 unidades
puede contar con proteccion contra
pérdida de cajon cuando el pool
consta de 15, 20, 25, 30, 35, 40,
45, 50, 55 o0 60 unidades. Los
incrementos en multiplos de 5 se
pueden agregar al pool después de
la creacion inicial.

RAID 6 El grupo de volumenes constade 3
dos unidades como maximo en un
solo cajon.

RAID 305 Cada unidad del grupo de 3
volumenes se encuentra en un
cajon aparte
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Nivel

RAID 1

RAID 0

Criterios para la proteccion Cantidad minima requerida de

contra pérdida de cajon cajones
Cada unidad de una pareja 2

reflejada se debe ubicar en un

cajon aparte.

No puede contar con proteccién No aplicable

contra pérdida de cajon.

¢, Como se mantiene la proteccién contra pérdida de

bandeja y cajon?

Para mantener la proteccion contra pérdida de bandeja y cajon para un pool o un grupo
de volumenes, use los criterios especificados en la siguiente tabla.

Nivel

Piscina

RAID 6

RAID 3 0 RAID 5

RAID 1

RAID 0O

Criterios para la proteccion Cantidad minima de
contra pérdida de bandeja/cajon bandejas/cajones requeridos

Para las bandejas, el pool no debe 6 para bandejas 5 para cajones
contener mas de dos unidades en

una sola bandeja. Para los cajones,

el pool debe incluir la misma

cantidad de unidades en cada uno

de ellos.

El grupo de volumenes no contiene 3
mas de dos unidades por bandeja
0 cajon.

Cada unidad del grupo de 3
volumenes esta ubicada en una
bandeja o un cajén por separado.

Cada unidad de una pareja 2
reflejada debe ubicarse en una
bandeja o un cajén por separado.

No se puede lograr la proteccion No aplicable
contra pérdida de bandeja/cajon.

La proteccion contra pérdida de bandeja/cajon no se mantiene si una unidad ya tuvo fallos en el
@ pool o el grupo de volumenes. En este caso, la pérdida de acceso a la bandeja o el cajon de
unidades y, en consecuencia, a otra unidad en el pool o el grupo de volumenes provoca la

pérdida de datos.

¢ Qué es la capacidad de optimizacién para pools?

Las unidades SSD tendran una mayor vida util y mejor rendimiento de escritura maximo
cuando una parte de su capacidad no esta asignada.

Para las unidades asociadas con un pool, la capacidad sin asignar consta de la capacidad de conservacion de
un pool, la capacidad libre (capacidad que no usan los volumenes) y una parte de la capacidad utilizable como
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capacidad de optimizacién adicional. La capacidad de optimizacion adicional garantiza un nivel minimo de
capacidad de optimizacién mediante la reduccion de la capacidad utilizable, y, como tal, no esta disponible
para la creacion de volumenes.

Cuando se crea un pool, se genera una capacidad de optimizacién recomendada que ofrece un equilibrio del
rendimiento, la vida util de la unidad y la capacidad disponible. El control deslizante capacidad de optimizacion
adicional ubicado en el cuadro de dialogo Configuracién del pool permite ajustar la capacidad de optimizacion
del pool. El ajuste del control deslizante proporciona un mejor rendimiento y una mayor vida util de la unidad
cuando se descuenta la capacidad disponible, o bien capacidad disponible adicional, costa del rendimiento y
la vida util de la unidad.

@ El control deslizante de capacidad de optimizacion adicional solo esta disponible para los
sistemas de almacenamiento EF600 y EF300.

¢ Qué es la capacidad de optimizacion de los grupos de
volumenes?

Las unidades SSD tendran una mayor vida util y mejor rendimiento de escritura maximo
cuando una parte de su capacidad no esta asignada.

Para las unidades asociadas con un grupo de volumenes, la capacidad sin asignar consta de la capacidad
libre de un grupo de voliumenes (capacidad que no utilizan los volimenes) y una parte del conjunto de
capacidad utilizable como capacidad de optimizacion. La capacidad de optimizacién adicional garantiza un
nivel minimo de capacidad de optimizacion mediante la reduccion de la capacidad utilizable, y, como tal, no
esta disponible para la creacion de volumenes.

Cuando se crea un grupo de volumenes, se genera una capacidad de optimizacion recomendada que ofrece
un equilibrio entre rendimiento, vida util de la unidad y capacidad disponible. El control deslizante capacidad
de optimizacion adicional en el cuadro de dialogo Configuracion del grupo de volimenes permite ajustar la
capacidad de optimizacién de un grupo de volumenes. El ajuste del control deslizante proporciona un mejor
rendimiento y una mayor vida util de la unidad cuando se descuenta la capacidad disponible, o bien capacidad
disponible adicional, costa del rendimiento y la vida util de la unidad.

@ El control deslizante de capacidad de optimizacion adicional solo esta disponible para los
sistemas de almacenamiento EF600 y EF300.

¢ Qué permite el aprovisionamiento de recursos?

El aprovisionamiento de recursos es una funcion disponible en las cabinas de
almacenamiento EF300 y EF600, lo que permite poner en uso los volumenes de
inmediato sin proceso de inicializacion en segundo plano.

Un volumen aprovisionado por recursos es un volumen grueso de un grupo de volumenes SSD o pool, donde
se asigna capacidad de la unidad (asignada al volumen) cuando se crea el volumen, pero los bloques de
unidades no se asignan (anula la asignacién). En comparacion, en un volumen grueso tradicional, todos los
bloques de unidades se asignan o se asignan durante una operacion de inicializacién de volumenes en
segundo plano para inicializar los campos de informacién de proteccion de Data Assurance y para hacer que
la paridad de datos y RAID sea coherente en cada franja de RAID. Con un volumen aprovisionado, no existe
una inicializacion en segundo plano vinculada al tiempo. En su lugar, cada franja RAID se inicializa con la
primera escritura en un bloque de volumen en la franja.
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Los volumenes aprovisionados mediante recursos solo se admiten en los grupos de volumenes SSD y pools,
donde todas las unidades del grupo o pool admiten la funcionalidad de recuperacion de error de bloque légico
no escrito o desasignado (DULBE). Cuando se crea un volumen aprovisionado por recursos, todos los
bloques de unidades asignados al volumen se desasignan (desasignan). Asimismo, los hosts pueden
desasignar bloques légicos del volumen mediante el comando Gestidn de conjuntos de datos de NVMe. Si se
desasignan bloques, es posible mejorar la vida util de las unidades de estado solido y aumentar el rendimiento
de escritura maximo. La mejora varia en funcion del modelo y la capacidad de cada unidad.

¢ Qué debo saber acerca de la funciéon de volumenes
aprovisionados mediante recursos?

El aprovisionamiento de recursos es una funcion disponible en las cabinas de
almacenamiento EF300 y EF600, lo que permite poner en uso los volumenes de
inmediato sin proceso de inicializacion en segundo plano.

La funcion de aprovisionamiento de recursos no esta disponible en este momento. En algunas

@ vistas, los componentes pueden notificarse como compatibles con el aprovisionamiento de
recursos, pero se ha deshabilitado la capacidad para crear volumenes aprovisionados mediante
recursos hasta que se pueda volver a habilitar en una actualizacion futura.

Volumenes aprovisionados mediante recursos

Un volumen aprovisionado por recursos es un volumen grueso de un grupo de volumenes SSD o pool, donde
se asigna capacidad de la unidad (asignada al volumen) cuando se crea el volumen, pero los bloques de
unidades no se asignan (anula la asignacién). En comparacion, en un volumen grueso tradicional, todos los
bloques de unidades se asignan o se asignan durante una operacion de inicializacién de volumenes en
segundo plano para inicializar los campos de informacién de proteccion de Data Assurance y para hacer que
la paridad de datos y RAID sea coherente en cada franja de RAID. Con un volumen aprovisionado, no existe
una inicializacion en segundo plano vinculada al tiempo. En su lugar, cada franja RAID se inicializa con la
primera escritura en un bloque de volumen en la franja.

Los volumenes aprovisionados mediante recursos solo se admiten en los grupos de volimenes SSD y pools,
donde todas las unidades del grupo o pool admiten la funcionalidad de recuperacion de error de bloque légico
no escrito o desasignado (DULBE). Cuando se crea un volumen aprovisionado por recursos, todos los
blogues de unidades asignados al volumen se desasignan (desasignan). Asimismo, los hosts pueden
desasignar bloques légicos del volumen mediante el comando Gestidn de conjuntos de datos de NVMe. Si se
desasignan bloques, es posible mejorar la vida util de las unidades de estado solido y aumentar el rendimiento
de escritura maximo. La mejora varia en funcion del modelo y la capacidad de cada unidad.

Habilitar y deshabilitar la funcién

El aprovisionamiento de recursos esta habilitado de forma predeterminada en sistemas donde las unidades
admiten DULBE. Puede deshabilitar esa configuracion predeterminada en Pools y grupos de volumenes. La
deshabilitacion del aprovisionamiento de recursos es una accidon permanente para los volumenes existentes y
no se puede revertir (es decir, no se puede volver a habilitar el aprovisionamiento de recursos para estos
grupos de volumenes y pools).

Sin embargo, si desea volver a habilitar el aprovisionamiento de recursos para los volimenes nuevos que
cree, puede hacerlo en Settings » System. Tenga en cuenta que cuando se vuelve a habilitar el
aprovisionamiento de recursos, solo se ven afectados los grupos de volumenes y pools recién creados. Todos
los grupos de volumenes y pools existentes se mantendran sin cambios. Si lo desea, también puede
deshabilitar el aprovisionamiento de recursos de nuevo desde MENU:Settings[System].
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¢ Cual es la diferencia entre la gestidén de claves de
seguridad interna y de claves de seguridad externa?

Cuando se implementa la funcion Drive Security, es posible utilizar una clave de
seguridad interna o una clave de seguridad externa para bloquear los datos cuando se
quita una unidad con la funcién de seguridad habilitada de la cabina de almacenamiento.

Una clave de seguridad es una cadena de caracteres, que se comparte entre las unidades y controladoras
con la funcién de seguridad habilitada en una cabina de almacenamiento. Las claves internas se conservan en
la memoria persistente de la controladora. Las claves externas se mantienen en un servidor de gestiéon de
claves individual mediante un protocolo de interoperabilidad de gestidon de claves (KMIP).

¢ Qué debo saber antes de crear una clave de seguridad?

Las controladoras y unidades con seguridad habilitada comparten una clave de
seguridad dentro de una cabina de almacenamiento. Si se quita una unidad con la
funcion de seguridad habilitada de la cabina de almacenamiento, la clave de seguridad
protege los datos de un acceso no autorizado.

Puede crear y gestionar claves de seguridad mediante uno de los siguientes métodos:

» Gestidn de claves internas en la memoria persistente de la controladora.

» Gestion de claves externas en un servidor de gestion de claves externo.

Gestion de claves internas

Las claves internas se mantienen y se “ocultan” en una ubicacion sin acceso en la memoria persistente del
controlador. Antes de crear una clave de seguridad interna, debe hacer lo siguiente:

1. Instale unidades compatibles con la funcion de seguridad en la cabina de almacenamiento. Estas
unidades pueden ser de cifrado de disco completo (FDE) o de estandar de procesamiento de informacion
federal (FIPS).

2. Asegurese de que la funcion Drive Security esté habilitada. Si fuera necesario, comuniquese con el
proveedor de almacenamiento para pedir indicaciones sobre como habilitar la funcion Drive Security.

Luego, podra crear una clave de seguridad interna, lo que implica definir un identificador y una frase de
contrasefa. El identificador es una frase que esta asociada con la clave de seguridad, y se almacena en la
controladora y en todas las unidades asociadas con la clave. La frase de contrasefia se utiliza para cifrar la
clave de seguridad con fines de backup. Una vez que haya terminado, la clave de seguridad se almacena en
una ubicacion no accesible de la controladora. Es posible crear grupos de volimenes o pools con la funcion
de seguridad habilitada, o bien habilitar la seguridad en grupos de volumenes o pools existentes.

Gestion de claves externas

Las claves externas se mantienen en un servidor de gestion de claves individual mediante un protocolo de
interoperabilidad de gestion de claves (KMIP). Antes de crear una clave de seguridad externa, debe hacer lo
siguiente:

1. Instale unidades compatibles con la funcion de seguridad en la cabina de almacenamiento. Estas
unidades pueden ser de cifrado de disco completo (FDE) o de estandar de procesamiento de informacién
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federal (FIPS).

2. Asegurese de que la funcién Drive Security esté habilitada. Si fuera necesario, comuniquese con el
proveedor de almacenamiento para pedir indicaciones sobre como habilitar la funcién Drive Security

3. Obtener un archivo de certificado de cliente firmado. Un certificado de cliente valida las controladoras de la
cabina de almacenamiento para que el servidor de gestion de claves pueda confiar en sus solicitudes
KMIP.

a. En primer lugar, complete y descargue una solicitud de firma de certificacién (CSR) de cliente. Vaya a
menu:Configuracion[certificados > Gestion de claves > completar CSR].

b. A continuacion, se solicita un certificado de cliente firmado de una CA de confianza para el servidor de
gestion de claves. (También se puede crear y descargar un certificado de cliente desde el servidor de
gestion de claves con el archivo CSR descargado).

c. Una vez que tenga un archivo de certificado de cliente, copie ese archivo en el host en el que accede
a System Manager.

4. Recupere un archivo de certificado del servidor de gestidon de claves y copie ese archivo en el host donde
accede a System Manager. Un certificado de servidor de gestion de claves valida el servidor de gestion de
claves para que la cabina de almacenamiento pueda confiar en su direccion IP. Es posible usar un
certificado raiz, intermedio o de servidor para el servidor de gestion de claves.

Luego, podra crear una clave externa, lo que implica definir la direccion IP del servidor de gestion de claves y
el numero de puerto para las comunicaciones KMIP. Durante este proceso, también debe cargar los archivos
de certificado. Una vez que haya terminado, el sistema se conecta al servidor de gestion de claves con las
credenciales introducidas. Es posible crear grupos de volumenes o pools con la funcion de seguridad
habilitada, o bien habilitar la seguridad en grupos de voliumenes o pools existentes.

¢, Por qué debo definir una frase de contrasena?

La frase de contrasena se utiliza para cifrar y descifrar el archivo de claves de seguridad
almacenado en el cliente de gestién local. Sin la frase de contrasefia, la clave de
seguridad no se puede descifrar y utilizar para desbloquear datos de una unidad con la
funcion de seguridad habilitada, si se la reinstala en otra cabina de almacenamiento.
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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