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Configurar una relacion de replicacion

Cree una programacion de trabajo de replicacién

Si va a replicar datos de Element en ONTAP o de ONTAP a Element, debe configurar
una programacion de trabajo, especificar una politica y crear e inicializar la relacion.
Puede usar una directiva predeterminada o personalizada.

Puede utilizar el job schedule cron create comando para crear una programacion de trabajo de
replicacion. La programacioén de tareas determina el momento en que SnapMirror actualiza automaticamente
la relacion de proteccion de datos a la que se asigna la programacion.

Acerca de esta tarea

Debe asignar una programacion de tareas cuando crea una relacion de proteccion de datos. Si no asigna una
programacién de trabajo, debe actualizar la relacidn manualmente.

Paso
1. Crear un programa de trabajo:

job schedule cron create —-name job name -month month -dayofweek day of week
-day day of month -hour hour -minute minute

Para -month -dayofweek , y ~hour, puede especificar all que se ejecute el trabajo cada mes, dia de
la semana y hora, respectivamente.

A partir de ONTAP 9.10.1, puede incluir Vserver para su programacion de trabajo:

job schedule cron create -name job name -vserver Vserver name -month month
-dayofweek day of week -day day of month -hour hour -minute minute

El siguiente ejemplo crea una programacion de trabajo llamada my weekly que se ejecuta los sabados a
las 3:00 a.m.:

cluster dst::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

Personalizar una politica de replicacion

Cree una politica de replicacion personalizada

Puede usar una directiva predeterminada o personalizada al crear una relacién de
replicacion. Para una politica de replicacidén unificada personalizada, debe definir una o
mas rules que determinen qué copias de snapshot se transfieren durante la inicializacion
y actualizacion.

Puede crear una directiva de replicacion personalizada si la directiva predeterminada para una relaciéon no es
adecuada. Se pueden comprimir datos en una transferencia de red, por ejemplo, o modificar el numero de



intentos que realiza SnapMirror para transferir copias Snapshot.

Acerca de esta tarea

El policy type de la directiva de replicacion determina el tipo de relacién que admite. En la siguiente tabla se
muestran los tipos de directivas disponibles.

Tipo de politica Tipo de relacion

reflejo asincrono Recuperacion ante desastres de SnapMirror
mirror-vault Replicacion unificada

Paso

1. Cree una politica de replicacion personalizada:

snapmirror policy create -vserver SVM -policy policy -type async-
mirror|mirror-vault -comment comment -tries transfer tries -transfer-priority
low|normal -is-network-compression-enabled true|false

Para obtener una sintaxis de comando completa, consulte la pagina man.

A partir de ONTAP 9.5, puede especificar la programacion para crear una programacion de copias
Snapshot comun para las relaciones de SnapMirror sincronas mediante -common-snapshot-schedule
el parametro. De forma predeterminada, la programacion comun de copias de Snapshot para las
relaciones sincronas de SnapMirror es de una hora. Es posible especificar un valor entre 30 minutos y dos
horas para la programacion de copia Snapshot para las relaciones sincronas de SnapMirror.

En el ejemplo siguiente se crea una politica de replicacion personalizada para la recuperacion ante
desastres de SnapMirror que permite la compresion de red para las transferencias de datos:

cluster dst::> snapmirror policy create -vserver svml -policy
DR compressed -type async-mirror -comment “DR with network compression
enabled” -is-network-compression-enabled true

En el ejemplo siguiente se crea una politica de replicacidon personalizada para la replicacion unificada:

cluster dst::> snapmirror policy create -vserver svml -policy my unified
-type mirror-vault

Después de terminar

Para los tipos de politicas «marror-vault», debe definir reglas que determinen qué copias de instantaneas se
transfieren durante la inicializacion y actualizacion.

Utilice snapmirror policy show el comando para verificar que la politica de SnapMirror se ha creado.
Para obtener una sintaxis de comando completa, consulte la pagina man.



Defina una regla para una politica

Para las politicas personalizadas con el tipo de politica «marror-vault», debe definir al
menos una regla que determine qué copias de instantanea se transfieren durante la
inicializacion y la actualizacion. También puede definir reglas para las politicas
predeterminadas con el tipo de politica «mirror-vault».

Acerca de esta tarea

Cada politica con el tipo de politica «marror-vault» debe tener una regla que especifique qué copias de
instantaneas replicar. La regla “bimensual”, por ejemplo, indica que solo se deben replicar las copias snapshot
asignadas a la etiqueta “bimensual” de SnapMirror. Al configurar las copias de Snapshot de Element, se
asigna la etiqueta de SnapMirror.

Cada tipo de politica esta asociado a una o mas reglas definidas por el sistema. Estas reglas se asignan
automaticamente a una directiva cuando se especifica su tipo de directiva. La siguiente tabla muestra las
reglas definidas por el sistema.

Regla definida por el sistema Se utiliza en tipos de politicas Resultado
sm_creado reflejo asincrono, reflejo de Se transfiere una copia snapshot
almacenes creada por SnapMirror en el

momento de la inicializacion y la
actualizacion.

todos los dias mirror-vault Las nuevas copias instantaneas en
el origen con la etiqueta de
SnapMirror “DAILY” se transfieren
en la inicializacion y actualizacion.

semanal mirror-vault Las nuevas copias snapshot del
origen con la etiqueta «<semanal»
de SnapMirror se transfieren en el
momento de la inicializacion y la
actualizacion.

mensual mirror-vault Las nuevas copias instantaneas en
el origen con la etiqueta de
SnapMirror “en orden” se
transfieren en el momento de la
inicializacion y la actualizacion.

Puede especificar reglas adicionales segun sea necesario, para directivas predeterminadas o personalizadas.
Por ejemplo:

* Para la politica predeterminada MirrorAndvVault, puede crear una regla denominada «bimensual» para
hacer coincidir las copias snapshot del origen con la etiqueta «bimensual» de SnapMirror.

» Para una politica personalizada con el tipo de politica “Mirror-vault”, puede crear una regla llamada
“bisemanal” para hacer coincidir las copias instantaneas en el origen con la etiqueta “bisemanal’ de
SnapMiirror.

Paso



1. Definir una regla para una directiva:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror
-label snapmirror-label -keep retention count

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-monthly ala
MirrorAndVault politica predeterminada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
MirrorAndVault -snapmirror-label bi-monthly -keep 6

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-weekly alamy snapvault
politica personalizada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
my snapvault -snapmirror-label bi-weekly -keep 26

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror app consistent ala Sync
politica personalizada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy Sync
-snapmirror-label app consistent -keep 1

Luego, puede replicar copias Snapshot del cluster de origen que coincidan con esta etiqueta de
SnapMirror:

cluster src::> snapshot create -vserver vsl -volume voll -snapshot
snapshotl -snapmirror-label app consistent

Cree una relacién de replicacién

Crear una relaciéon desde un origen de elemento a un destino de ONTAP

La relacion entre el volumen de origen del almacenamiento primario y el volumen de
destino del almacenamiento secundario se denomina relacion de proteccion de datos.
Puede usar el snapmirror create comando para crear una relacion de proteccion de
datos desde un origen de Element a un destino de ONTAP, o desde un origen de ONTAP
a un destino de Element.

Puede usar SnapMirror para replicar copias de Snapshot de un volumen Element en un sistema de destino
ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los clientes desde el
sistema ONTAP vy, a continuacion, reactivar el volumen de origen de Element cuando el servicio se restaure.



Antes de empezar
» ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.
» El volumen de Element debe estar habilitado para la replicacion de SnapMirror.

« Si esta utilizando el tipo de politica «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

@ Sélo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

Un volumen de Element es aproximadamente equivalente a una LUN de ONTAP. SnapMirror crea un LUN con
el nombre del volumen de Element cuando se inicializa una relacion de proteccion de datos entre el software
Element y ONTAP. SnapMirror replica datos a una LUN existente si la LUN cumple con los requisitos para
replicar del software Element en ONTAP.

Las reglas de replicaciéon son las siguientes:

* Un volumen de ONTAP puede contener datos solo de un volumen de Element.

* No es posible replicar datos desde un volumen de ONTAP en varios volumenes de Element.
En ONTAP 9, 3 y anteriores, un volumen de destino puede contener hasta 251 copias Snapshot. En ONTAP 9,
4 y posteriores, un volumen de destino puede contener hasta 1019 copias Snapshot.

Paso

1. A partir del cluster de destino, cree una relacion de replicacion desde un origen de Element en un destino
de ONTAP:

snapmirror create -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy
<policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.
En el ejemplo siguiente se crea una relacion de recuperacion ante desastres de SnapMirror con la

MirrorLatest politica predeterminada:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorLatest

En el siguiente ejemplo, se crea una relacion de replicacion unificada mediante la MirrorAndvault
politica predeterminada:


https://docs.netapp.com/es-es/element-software-125/storage/concept_snapmirror_labels.html
https://docs.netapp.com/es-es/element-software-125/api/concept_element_api_snapshots_overview.html

cluster dst:> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorAndVault

En el siguiente ejemplo se crea una relacion de replicacion unificada mediante Unified7year la politica:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy Unified7year

En el siguiente ejemplo, se crea una relacion de replicacion unificada mediante la my unified politica
personalizada:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy my unified

Después de terminar

Utilice snapmirror show el comando para verificar que la relacién de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la pagina man.

Cree una relacion desde un origen de ONTAP a un destino de elemento

A partir de ONTAP 9.4, se puede usar SnapMirror para replicar copias de snapshots de
una LUN creada en un origen de ONTAP en un destino de Element. Es posible que
utilice la LUN para migrar datos desde ONTAP al software Element.

Antes de empezar
* ONTAP debe haber accesible el nodo de destino de Element.

» El volumen de Element debe estar habilitado para la replicacion de SnapMirror.

Acerca de esta tarea

Debe especificar la ruta de destino del elemento con el formato <hostip:>/lun/<name>, donde «lun» es
la cadena real «lun» y name es el nombre del volumen del elemento.

Las reglas de replicacion son las siguientes:
 Larelacion de replicacion debe tener una politica de tipo «"duplicacion asincrona"».
Puede usar una directiva predeterminada o personalizada.

» Solo se admiten LUN iSCSI.
* No es posible replicar mas de un LUN desde un volumen de ONTAP a un volumen de Element.

* No es posible replicar un LUN desde un volumen de ONTAP a varios volumenes de Element.



Paso
1. Cree una relacién de replicacion desde un origen de ONTAP a un destino de Element:

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy
<policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se crea una relacion de recuperacion ante desastres de SnapMirror con la
MirrorLatest politica predeterminada:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

En el siguiente ejemplo se crea una relacion de recuperacion ante desastres de SnapMirror usando la
my mirror politica personalizada:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy my mirror

Después de terminar

Utilice snapmirror show el comando para verificar que la relacion de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la pagina man.

Inicializar una relacion de replicacion

Para todos los tipos de relaciones, la inicializacion realiza una transferencia baseline:
Realiza una copia Snapshot del volumen de origen y luego transfiere esa copia y todos
los bloques de datos a los que hace referencia al volumen de destino.

Antes de empezar
» ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.
» El volumen de Element debe estar habilitado para la replicacion de SnapMirror.

« Si esta utilizando el tipo de politica «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

@ Solo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.


https://docs.netapp.com/es-es/element-software-125/storage/concept_snapmirror_labels.html
https://docs.netapp.com/es-es/element-software-125/api/concept_element_api_snapshots_overview.html

La inicializacion puede requerir mucho tiempo. Puede ser conveniente ejecutar la transferencia basica en
horas de menor actividad.

Si la inicializacion de una relacién desde un origen de ONTAP a un destino de Element genera
errores por cualquier motivo, seguira presentando errores incluso después de haber corregido
el problema (un nombre de LUN no valido, por ejemplo). La solucién es la siguiente:
@ 1. Eliminar la relacion.
2. Elimine el volumen de destino de Element.

3. Cree un nuevo volumen de destino de Element.

4. Cree e inicialice una nueva relacion desde el origen de ONTAP hasta el volumen de destino
de Element.

Paso
1. Inicializar una relacion de replicacion:

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume |cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se inicializa la relacion entre el volumen de origen 0005 en la direccion IP
10.0.0.11 y el volumen de destino volA dst en svm_backup:

cluster dst::> snapmirror initialize -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst
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