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Gestione los nodos

Desde la pagina Nodes de la pestafia Cluster, se pueden gestionar los nodos de
almacenamiento SolidFire y Fibre Channel.

Si un nodo que se acaba de afiadir supone mas del 50 % de la capacidad total del cluster, parte de la
capacidad de este nodo se vuelve inutilizable ("trenzado"), de modo que cumpla con la regla de capacidad.
Este sigue siendo el caso hasta que se aflada mas almacenamiento. Si se afiade un nodo muy grande que
también desobedece la regla de capacidad, el nodo que antes se habia abandonado ya no se quedara
abandonado, mientras el nodo recién anadido se vuelve abandonado. La capacidad debe afiadirse siempre
por parejas para evitar que esto suceda. Cuando un nodo se queda sin poner en cadena, se produce un error
del cluster adecuado.

Obtenga mas informacion

Afiada un nodo a un cluster

Anada un nodo a un cluster

Es posible aiadir nodos a un cluster cuando se necesita mas almacenamiento o
después de crear el cluster. Los nodos requieren una configuracion inicial cuando se
conectan por primera vez. Una vez que se configura, aparece en la lista de nodos
pendientes y puede anadirlos a un cluster.

La versién de software de cada nodo en un cluster tiene que ser compatible. Cuando afiade un nodo a un
cluster, el cluster instala la version del cluster del software NetApp Element en el nuevo nodo segun sea
necesario.

Es posible afiadir nodos de capacidad inferior o superior a un cluster existente. Es posible afiadir capacidades
de nodos superiores a un cluster para aumentar su capacidad. Cuando se afiaden nodos mas grandes a un
cluster con nodos mas pequefios, debe hacerse en parejas. De este modo se le otorga suficiente espacio para
que Double Helix pueda mover los datos en caso de que uno de los nodos superiores presente errores. Es
posible afadir capacidades de nodos mas pequefios a un cluster de nodos mas grandes para mejorar el
rendimiento.

Si un nodo que se acaba de afiadir supone mas del 50 % de la capacidad total del cluster, parte
de la capacidad de este nodo se vuelve inutilizable ("trenzado"), de modo que cumpla con la
regla de capacidad. Este sigue siendo el caso hasta que se afiada mas almacenamiento. Si se

@ afiade un nodo muy grande que también desobedece la regla de capacidad, el nodo que antes
se habia abandonado ya no se quedara abandonado, mientras el nodo recién afiadido se
vuelve abandonado. La capacidad debe afiadirse siempre por parejas para evitar que esto
suceda. Cuando un nodo se convierte en abandonado, se produce el error del cluster
strandedCapacity.

"Video de NetApp: Escale segun sus necesidades: Ampliar un cluster de SolidFire"
Puede anadir nodos a dispositivos NetApp HCI.

Pasos
1. Seleccione Cluster > Nodes.


https://www.youtube.com/embed/2smVHWkikXY?rel=0

2. Haga clic en pendiente para ver la lista de nodos pendientes.

Una vez completado el proceso de adicion de nodos, aparecen en la lista Active Nodes. Hasta entonces,
los nodos pendientes aparecen en la lista Pending Active.

SolidFire instala la version del software Element del cluster en los nodos pendientes cuando se afiaden a
un cluster. Esto puede tardar varios minutos.
3. Debe realizar una de las siguientes acciones:
o Para agregar nodos individuales, haga clic en el icono acciones del nodo que desea agregar.

o Para afiadir varios nodos, active la casilla de los nodos que desee agregar y, a continuacion, acciones
masivas. Nota: Si el nodo que esta agregando tiene una version diferente del software Element que la
version que se ejecuta en el cluster, el cluster actualiza de forma asincrona el nodo a la version del
software Element que se ejecuta en el maestro de clusteres. Después de que se actualiza el nodo, se
afiade automaticamente al cluster. Durante este proceso asincrono, el nodo tendra el estado
pendingActive.

4. Haga clic en Agregar.

El nodo aparece en la lista de nodos activos.

Obtenga mas informacioén

Versiones y compatibilidad de nodos

Versiones y compatibilidad de nodos

La compatibilidad del nodo se basa en la versién del software Element instalada en un
nodo. Los clusteres de almacenamiento basados en software Element crean
automaticamente la imagen de un nodo en la version de software Element en el cluster
cuando las versiones del nodo y el cluster no son compatibles.

En la siguiente lista, se describen los niveles de importancia de las versiones del software Element que
conforman el nimero de version del software Element:

* Mayor
El primer numero designa una version de software. No es posible afadir un nodo con un nimero de
componente principal a un cluster que contenga nodos de otro nimero de revision principal ni se puede
crear un cluster con nodos de versiones principales mixtas.

* Menor
El segundo numero designa mejoras o funciones de software mas pequefias que se aplican en funciones
de software existentes que se han incorporado a una version principal. Este componente aumenta dentro
de un componente de version principal para indicar que esta versiéon incremental no es compatible con
otras versiones incrementales del software Element con un componente secundario distinto. Por ejemplo,
11.0 no es compatible con 11.1 y 11.1 no es compatible con 11.2.

e Micro

El tercer numero designa una revision compatible (version incremental) con la version de software



Element que representan los componentes principal.secundario. Por ejemplo, 11.0.1 es compatible con
11.0.2 y 11.0 es compatible con 11.0.3.

Los numeros de version principal y secundario deben coincidir para ser compatibles. Los numeros micro no
tienen que coincidir para ser compatibles.

Capacidad de cluster en un entorno de nodos mixtos

En un cluster se pueden combinar distintos tipos de nodos. SF-Series 2405, 3010, 4805,
6010, 9605 9010, 19210, 38410 y H-Series pueden coexistir en un cluster.

H-Series consta de nodos H610S-1, H610S-2, H610S-4 y H410S. Estos nodos son compatibles tanto con 10
GbE como con 25 GbE.

Es mejor no mezclar nodos no cifrados y no cifrados. En un cluster de nodos mixtos, ningiin nodo puede
superar el 33 % de la capacidad total del cluster. Por ejemplo, en un cluster con cuatro nodos SF-Series 4805,
el nodo mas grande que se puede afadir solo es un nodo SF-Series 9605. El umbral de capacidad del cluster
se calcula en funcién de la pérdida potencial del nodo mas grande en esta situacion.

Segun la version del software Element, los siguientes nodos de almacenamiento SF-Series no son
compatibles:

Empezando por... Nodo de almacenamiento no compatible...
Elemento 12.7 » SF2405

» SF9608
Elemento 12.0 + SF3010

» SF6010

* SF9010

Si intenta actualizar uno de estos nodos a una version de elemento no compatible, vera un error que indica
que este nodo no es compatible con Element 12.x.

Ver los detalles del nodo

Puede ver detalles de nodos individuales, como etiquetas de servicio, detalles de
unidades y graficos para la utilizacion y estadisticas de unidades. La pagina Nodes de la
pestafia Cluster proporciona la columna Version donde puede ver la version de software
de cada nodo.

Pasos
1. Haga clic en Cluster > Nodes.

2. Para ver los detalles de un nodo especifico, haga clic en el icono acciones de un nodo.
3. Haga clic en Ver detalles.
4. Revise los detalles del nodo:

o ID de nodo: El ID generado por el sistema para el nodo.



o

o

o

o

o

o

o

o

Nombre de nodo: El nombre de host del nodo.
iops 4k disponible: IOPS configuradas para el nodo.
Funcién de nodo: La funcion que tiene el nodo en el cluster. Los posibles valores son los siguientes:

= Cluster Master: El nodo que realiza tareas administrativas para todo el cluster y contiene la MVIP y
la SVIP.

= Ensemble Node: Un nodo que participa en el cluster. Hay nodos de 3 o 5 conjuntos, segun el
tamafio del cluster.

= Fibre Channel: Un nodo del cluster.
Tipo de nodo: Tipo de modelo del nodo.
Active Drives: Numero de unidades activas en el nodo.

IP de administracion: La direccion IP de administracion (MIP) asignada al nodo para las tareas de
administracion de red de 1 GbE o 10 GbE.

IP de cluster: La direccion IP de cluster (CIP) asignada al nodo utilizado para la comunicacién entre
nodos del mismo cluster.

IP de almacenamiento: La direccion IP de almacenamiento (SIP) asignada al nodo utilizado para la
deteccion de redes iSCSI y todo el trafico de red de datos.

ID de VLAN de administracion: ID virtual para la red de area local de administracion.
Storage VLAN ID: EI ID virtual de la red de area local de almacenamiento.

Version: La version del software que se ejecuta en cada nodo.

Puerto de replicacion: El puerto utilizado en los nodos para la replicacién remota.

Etiqueta de servicio: El numero de etiqueta de servicio exclusivo asignado al nodo.
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