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Gestionar nodos

Gestionar nodos

Puede administrar el almacenamiento SolidFire y los nodos Fibre Channel desde la
pagina Nodos de la pestaiia Cluster.

Si un nodo recién agregado representa mas del 50 por ciento de la capacidad total del cluster, parte de la
capacidad de este nodo se vuelve inutilizable ("varada"), de modo que cumpla con la regla de capacidad. Esto
seguira siendo asi hasta que se afiada mas capacidad de almacenamiento. Si se afiade un nodo muy grande
que también incumple la regla de capacidad, el nodo que antes estaba aislado dejara de estarlo, mientras que
el nodo recién anadido quedara aislado. La capacidad siempre debe afiadirse por pares para evitar que esto
ocurra. Cuando un nodo queda aislado, se genera un fallo de cluster apropiado.
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Agregar un nodo a un cluster

Puedes agregar nodos a un cluster cuando se necesite mas almacenamiento o después
de la creacion del cluster. Los nodos requieren una configuracién inicial cuando se
encienden por primera vez. Una vez configurado el nodo, aparece en la lista de nodos
pendientes y se puede agregar a un cluster.

La version del software en cada nodo de un cluster debe ser compatible. Cuando se agrega un nodo a un
cluster, este instala la version del software NetApp Element correspondiente en el nuevo nodo, segun sea
necesario.

Puedes agregar nodos de menor o mayor capacidad a un cluster existente. Puede agregar capacidades de
nodo mayores a un cluster para permitir el crecimiento de la capacidad. Los nodos mas grandes que se
agreguen a un cluster con nodos mas pequefios deben agregarse por pares. Esto proporciona espacio
suficiente para que Double Helix pueda mover los datos en caso de que falle uno de los nodos mas grandes.
Puedes agregar nodos de menor capacidad a un cluster de nodos mas grande para mejorar el rendimiento.

Si un nodo recién agregado representa mas del 50 por ciento de la capacidad total del cluster,
parte de la capacidad de este nodo se vuelve inutilizable ("varada"), de modo que cumpla con la
regla de capacidad. Esto seguira siendo asi hasta que se afiada mas capacidad de

@ almacenamiento. Si se afiade un nodo muy grande que también incumple la regla de
capacidad, el nodo que antes estaba aislado dejara de estarlo, mientras que el nodo recién
afiadido quedara aislado. La capacidad siempre debe afadirse por pares para evitar que esto
ocurra. Cuando un nodo queda aislado, se produce un fallo de cluster strandedCapacity.

"Video de NetApp : Escala a tu manera: Ampliaciéon de un cluster SolidFire"
Puedes agregar nodos a los dispositivos NetApp HCI .

Pasos
1. Seleccione Cluster > Nodos.

2. Haz clic en Pendientes para ver la lista de nodos pendientes.


https://www.youtube.com/embed/2smVHWkikXY?rel=0

Cuando finaliza el proceso de adicion de nodos, estos aparecen en la lista de nodos activos. Hasta
entonces, los nodos pendientes apareceran en la lista de Nodos Activos Pendientes.

SolidFire instala la version del software Element del clister en los nodos pendientes cuando los agrega a
un cluster. Esto podria tardar unos minutos.

3. Debe realizar una de las siguientes acciones:
o Para agregar nodos individuales, haga clic en el icono Acciones del nodo que desea agregar.

o Para agregar varios nodos, seleccione la casilla de verificacion de los nodos que desea agregar y
luego Acciones en lote. Nota: Si el nodo que esta agregando tiene una version del software Element
diferente a la version que se ejecuta en el cluster, el cluster actualiza de forma asincrona el nodo a la
version del software Element que se ejecuta en el maestro del cluster. Después de que se actualiza el
nodo, se agrega automaticamente al cluster. Durante este proceso asincrono, el nodo estara en
estado pendingActive.

4. Haga clic en Agregar.

El nodo aparece en la lista de nodos activos.
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Control de versiones y compatibilidad de nodos

La compatibilidad de los nodos se basa en la version del software Element instalada en
un nodo. Los clusteres de almacenamiento basados en software de Element crean
automaticamente una imagen de un nodo a la version del software de Element en el
cluster si el nodo y el cluster no tienen versiones compatibles.

La siguiente lista describe los niveles de importancia de las versiones de software que componen el numero
de version del software Element:

* Importante

El primer niumero designa una version del software. No se puede agregar un nodo con un nimero de
componente principal a un cluster que contenga nodos con un numero de parche principal diferente, ni se
puede crear un cluster con nodos de versiones principales mixtas.

 Menor

El segundo numero designa caracteristicas de software menores o mejoras a caracteristicas de software
existentes que se han afiadido a una version principal. Este componente se incrementa dentro de un
componente de versién principal para indicar que esta version incremental no es compatible con ninguna
otra version incremental del software Element que tenga un componente secundario diferente. Por
ejemplo, la versién 11.0 no es compatible con la 11.1, y la version 11.1 no es compatible con la 11.2.

e Micro

El tercer niumero designa un parche compatible (version incremental) para la version del software Element
representada por los componentes mayor.menor. Por ejemplo, la version 11.0.1 es compatible con la
version 11.0.2, y la version 11.0.2 es compatible con la version 11.0.3.



Para garantizar la compatibilidad, los numeros de versién principal y secundaria deben coincidir. Los nimeros
micro no tienen que coincidir para ser compatibles.

Capacidad del cluster en un entorno de nodos mixtos

Puedes mezclar diferentes tipos de nodos en un cluster. Las series SF 2405, 3010, 4805,
6010, 9605, 9010, 19210, 38410 y la serie H pueden coexistir en un cluster.

La serie H consta de los nodos H610S-1, H610S-2, H610S-4 y H410S. Estos nodos son compatibles tanto con
10GbE como con 25GbE.

Lo mejor es no mezclar nodos no cifrados con nodos cifrados. En un cliuster de nodos mixtos, ningin nodo
puede ser mayor que el 33 por ciento de la capacidad total del cluster. Por ejemplo, en un cluster con cuatro
nodos SF-Series 4805, el nodo mas grande que se puede agregar individualmente es un SF-Series 9605. El
umbral de capacidad del cluster se calcula en funcion de la pérdida potencial del nodo mas grande en esta
situacion.

Dependiendo de la versién del software Element, los siguientes nodos de almacenamiento de la serie SF no
son compatibles:

A partir de... Nodo de almacenamiento no compatible...
Elemento 12.8 » SF4805

» SF9605

« SF19210

« SF38410

Elemento 12.7 » SF2405
- SF9608

Elemento 12.0 * SF3010
 SF6010
- SF9010

Si intenta actualizar uno de estos nodos a una versiéon de Element no compatible, vera un error que indica que
el nodo no es compatible con Element 12.x.

Ver detalles del nodo

Puede ver detalles de nodos individuales, como etiquetas de servicio, detalles de la
unidad y graficos de utilizacion y estadisticas de la unidad. La pagina Nodos de la
pestafia Cluster proporciona la columna Version, donde puede ver la version de software
de cada nodo.

Pasos
1. Haz clic en Cluster > Nodos.



2. Para ver los detalles de un nodo especifico, haga clic en el icono Acciones del nodo.
3. Haga clic en Ver detalles.
4. Revisa los detalles del nodo:

o ID de nodo: El ID generado por el sistema para el nodo.

o Nombre del nodo: El nombre de host del nodo.

> Rol del nodo: El rol que el nodo tiene en el cluster. Valores posibles:

= Maestro del cluster: El nodo que realiza tareas administrativas en todo el cluster y contiene el
MVIP y el SVIP.

= Nodo de conjunto: Un nodo que participa en el cluster. Hay 3 0 5 nodos de conjunto dependiendo
del tamario del cluster.

= Canal de fibra: Un nodo en el cluster.
> Tipo de nodo: El tipo de modelo del nodo.
o Unidades activas: El nimero de unidades activas en el nodo.

o Utilizacion del nodo: Porcentaje de utilizacion del nodo basado en nodeHeat. El valor mostrado es
recentPrimaryTotalHeat como porcentaje. Disponible a partir del Elemento 12.8.

o IP de gestion: La direccion IP de gestion (MIP) asignada al nodo para tareas de administracion de red
de 1GbE o 10GbE.

o IP del cluster: La direccion IP del cluster (CIP) asignada al nodo y utilizada para la comunicacion
entre nodos del mismo cluster.

> IP de almacenamiento: La direccion IP de almacenamiento (SIP) asignada al nodo utilizada para el
descubrimiento de la red iISCSI y todo el trafico de datos de la red.

o ID de VLAN de administracion: El ID virtual para la red de area local de administracion.

o ID de VLAN de almacenamiento: El ID virtual para la red de area local de almacenamiento.
> Version: La version del software que se ejecuta en cada nodo.

> Puerto de replicacion: El puerto utilizado en los nodos para la replicacion remota.

o Etiqueta de servicio: El numero de etiqueta de servicio Unico asignado al nodo.

- Dominio de proteccion personalizado: El dominio de proteccion personalizado asignado al nodo.
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