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Soluciona los problemas de tu sistema

Eventos del sistema

Ver informacion sobre eventos del sistema

Puedes ver informacion sobre diversos eventos detectados en el sistema. El sistema
actualiza los mensajes de eventos cada 30 segundos. El registro de eventos muestra los
eventos clave del cluster.

1. En la interfaz de usuario de Element, seleccione Informes > Registro de eventos.

Para cada evento, vera la siguiente informacion:

Articulo Descripcion
IDENTIFICACION Identificador Unico asociado a cada evento.
Tipo de evento El tipo de evento que se registra, por ejemplo,

eventos de APl o eventos de clonacion.

Mensaje Mensaje asociado al evento.

Detalles Informacion que ayuda a identificar por qué ocurrié
el suceso.

Service ID El servicio que informd del suceso (si procede).

Node El nodo que informd del evento (si corresponde).

ID de unidad La unidad que informé del evento (si corresponde).

Hora del evento La hora en que ocurrio el suceso.

Encuentra mas informacion

Tipos de eventos

Tipos de eventos

El sistema informa de multiples tipos de eventos; cada evento es una operacion que el
sistema ha completado. Los eventos pueden ser rutinarios, normales o que requieran la
atencion del administrador. La columna "Tipos de evento" en la pagina del registro de
eventos indica en qué parte del sistema ocurri6 el evento.

@ El sistema no registra los comandos de API de solo lectura en el registro de eventos.



La siguiente lista describe los tipos de eventos que aparecen en el registro de eventos:

apiEvent
Eventos iniciados por un usuario a través de una API o interfaz web que modifican la configuracion.
binAssignmentsEvent

Eventos relacionados con la asignacion de intervalos de datos. Los bins son esencialmente contenedores
que almacenan datos y se distribuyen por todo el cluster.

binSyncEvent

Eventos del sistema relacionados con una reasignacién de datos entre servicios de bloques.
bsCheckEvent

Eventos del sistema relacionados con comprobaciones de servicio de bloqueo.

bsKillEvent

Eventos del sistema relacionados con la finalizacion del servicio de bloqueo.

Evento de operaciéon masiva

Eventos relacionados con operaciones realizadas en un volumen completo, como una copia de seguridad,
restauracion, instantanea o clonacion.

clonacion de evento
Eventos relacionados con la clonacién de volimenes.
Evento maestro de clister

Eventos que aparecen al inicializar el cluster o al realizar cambios en su configuraciéon, como agregar o
eliminar nodos.

cSumEvent

Eventos relacionados con la deteccién de una discrepancia en la suma de comprobacion durante la
validacion de la suma de comprobacién de extremo a extremo.

Los servicios que detectan una discrepancia en la suma de comprobacion se detienen automaticamente y
no se reinician después de generar este evento.

evento de datos

Eventos relacionados con la lectura y escritura de datos.

Evento de base de datos

Eventos relacionados con la base de datos global mantenida por los nodos del conjunto en el cluster.
driveEvent

Eventos relacionados con las operaciones de conduccion.



Evento de cifrado en reposo

Eventos relacionados con el proceso de cifrado en un cluster.

evento de conjunto

Eventos relacionados con el aumento o la disminucién del nimero de nodos en un conjunto.
Evento del canal de fibra

Eventos relacionados con la configuracion y las conexiones a los nodos.

gcEvento

Los eventos relacionados con los procesos se ejecutan cada 60 minutos para recuperar espacio de
almacenamiento en las unidades de bloque. Este proceso también se conoce como recogida de basura.

ieEvento
Error interno del sistema.
Evento de instalacion

Eventos de instalacion automatica de software. El software se esta instalando automaticamente en un
nodo pendiente.

Evento iSCSIE
Eventos relacionados con problemas de iSCSI en el sistema.
limitEvento

Eventos relacionados con el numero de volumenes o volumenes virtuales en una cuenta o en el cluster
que se acercan al maximo permitido.

Evento de modo de mantenimiento
Eventos relacionados con el modo de mantenimiento del nodo, como la desactivacion del nodo.
evento_de_red

Eventos relacionados con el informe de errores de red para cada interfaz de tarjeta de interfaz de red
(NIC) fisica.

Estos eventos se activan cuando cualquier recuento de errores para una interfaz supera un umbral
predeterminado de 1000 durante un intervalo de monitoreo de 10 minutos. Estos eventos se aplican a
errores de red como fallos de recepcion, errores de comprobacion de redundancia ciclica (CRC), errores
de longitud, errores de desbordamiento y errores de trama.

Evento de hardware de plataforma

Eventos relacionados con problemas detectados en dispositivos de hardware.

evento de cluster remoto

Eventos relacionados con el emparejamiento de clusteres remotos.



» evento del planificador
Eventos relacionados con instantaneas programadas.
» evento de servicio
Eventos relacionados con el estado del servicio del sistema.
* sliceEvent
Eventos relacionados con el servidor Slice, como la eliminacién de una unidad o volumen de metadatos.

Existen tres tipos de eventos de reasignaciéon de segmentos, que incluyen informacion sobre el servicio al
que se asigna un volumen:

o cambio: modificar el servicio principal a un nuevo servicio principal.

sliceID oldPrimaryServicelID->newPrimaryServicelID

o traslado: cambio del servicio secundario a un nuevo servicio secundario

sliceID {oldSecondaryServiceID(s) }->{newSecondaryServiceID(s) }

o poda: eliminar un volumen de un conjunto de servicios

sliceID {oldSecondaryServicelID(s) }

* snmpTrapEvent

Eventos relacionados con las trampas SNMP.
« estadoEvento

Eventos relacionados con las estadisticas del sistema.
» tsEvento

Eventos relacionados con el servicio de transporte del sistema.
» Excepcidn inesperada

Eventos relacionados con excepciones inesperadas del sistema.
* ureEvento

Eventos relacionados con errores de lectura irrecuperables que ocurren durante la lectura desde el
dispositivo de almacenamiento.

« Evento del proveedor vasa



Eventos relacionados con un proveedor VASA (vSphere APIs for Storage Awareness).

Ver el estado de las tareas en ejecucion

En la interfaz web, puede consultar el progreso y el estado de finalizacion de las tareas
en ejecuciéon que se reportan mediante los métodos API ListSyncJobs y
ListBulkVolumedJobs. Puedes acceder a la pagina Tareas en ejecucion desde la pestafia
Informes de la interfaz de usuario de Element.

Si hay una gran cantidad de tareas, el sistema podria ponerlas en cola y ejecutarlas por lotes. La pagina
Tareas en ejecucion muestra los servicios que se estan sincronizando actualmente. Cuando una tarea finaliza,

se reemplaza por la siguiente tarea de sincronizacion en cola. Es posible que las tareas de sincronizacion
sigan apareciendo en la pagina de Tareas en ejecucion hasta que no haya mas tareas por completar.

@ Puedes ver los datos de sincronizacion de replicacion para los volumenes que se estan
replicando en la pagina Tareas en ejecucion del cluster que contiene el volumen de destino.

Alertas del sistema

Ver alertas del sistema

Puede consultar las alertas para obtener informacion sobre fallos del cluster o errores en
el sistema. Las alertas pueden ser informativas, de advertencia o de error, y son un buen
indicador del buen funcionamiento del cluster. La mayoria de los errores se resuelven
automaticamente.

Puede utilizar el método de la API ListClusterFaults para automatizar la supervision de alertas. Esto le permite
recibir notificaciones sobre todas las alertas que se produzcan.

1. En la interfaz de usuario de Element, seleccione Informes > Alertas.
El sistema actualiza las alertas en la pagina cada 30 segundos.

Para cada evento, vera la siguiente informacion:

Articulo Descripcion

IDENTIFICACION Identificador Unico asociado a una alerta de cluster.



Gravedad El grado de importancia de la alerta. Valores
posibles:

* Advertencia: Un problema menor que podria
requerir atencion pronto. Todavia se permiten
las actualizaciones del sistema.

« error: Un fallo que podria causar una
degradacion del rendimiento o la pérdida de alta
disponibilidad (HA). En general, los errores no
deberian afectar al servicio.

» critico: Una falla grave que afecta el servicio. El
sistema no puede atender solicitudes de APl o
de E/S de cliente. Operar en este estado podria
conllevar una posible pérdida de datos.

* bestPractice: No se esta utilizando una practica
recomendada de configuracién del sistema.

Tipo El componente afectado por la falla. Puede ser un
nodo, una unidad, un cluster, un servicio o un
volumen.

Node Identificador del nodo al que se refiere este fallo.

Incluido para fallos de nodo y unidad, de lo
contrario establecido en - (guion).

ID de unidad Identificacion de la unidad a la que se refiere este
fallo. Incluido en caso de fallos de la unidad, de lo
contrario establecido en - (guion).

Cddigo de error Un cédigo descriptivo que indica la causa del fallo.
Detalles Descripcion de la averia con detalles adicionales.
Fecha Fecha y hora en que se registro la falla.

2. Haz clic en Mostrar detalles para ver informacion sobre una alerta individual.

3. Para ver los detalles de todas las alertas en la pagina, haga clic en la columna Detalles.
Una vez que el sistema resuelve una alerta, toda la informacion sobre la misma, incluida la fecha en que
se resolvio, se traslada al area de Resueltas.
Encuentra mas informacion

« Cddigos de falla del cluster

» "Gestiona el almacenamiento con la APl de Element"


https://docs.netapp.com/es-es/element-software-128/api/concept_element_api_about_the_api.html

Caédigos de falla del cluster

El sistema informa de un error o un estado que podria ser de interés mediante la
generacion de un codigo de fallo, que aparece en la pagina de Alertas. Estos codigos le
ayudan a determinar qué componente del sistema experimenté la alerta y por qué se
genero.

La siguiente lista describe los diferentes tipos de codigos:

* Fallo del servicio de autenticacion
El servicio de autenticacion en uno o mas nodos del cluster no funciona como se esperaba.
Pdéngase en contacto con el soporte de NetApp para obtener ayuda.

* Direcciones IP de red virtual disponibles bajas
El numero de direcciones de red virtuales en el bloque de direcciones IP es bajo.
Para resolver este fallo, agregue mas direcciones IP al bloque de direcciones de red virtual.

* bloqueoClusterCompleto
No hay suficiente espacio de almacenamiento de bloques libre para soportar la pérdida de un solo nodo.
Consulte el método de la API GetClusterFullThreshold para obtener detalles sobre los niveles de plenitud

del cluster. Este fallo en cluster indica una de las siguientes condiciones:

o etapa3Baja (Advertencia): Se supero el umbral definido por el usuario. Ajuste la configuracion de
Cluster Full o agregue mas nodos.

o etapa4Critica (Error): No hay suficiente espacio para recuperarse de una falla de 1 nodo. No se
permite la creacion de volumenes, instantaneas ni clones.

o etapa5CompletamenteConsumido (Critico)1; No se permiten escrituras ni nuevas conexiones iSCSI.
Las conexiones iSCSI actuales se mantendran. Las escrituras fallaran hasta que se agregue mas
capacidad al cluster.

Para resolver este fallo, purgue o elimine volumenes o agregue otro nodo de almacenamiento al cluster de
almacenamiento.

* bloquesDegradados

Los datos del bloque ya no se replican completamente debido a una falla.

Gravedad Descripcion

Advertencia Solo se puede acceder a dos copias completas de
los datos del bloque.

Error Solo se puede acceder a una Unica copia completa
de los datos del bloque.

Critico No se puede acceder a copias completas de los
datos del bloque.



Nota: El estado de advertencia solo puede ocurrir en un sistema Triple Helix.

Para resolver este fallo, restaure los nodos o servicios fuera de linea o bloquee los servicios, o pdéngase
en contacto con el soporte de NetApp para obtener ayuda.

bloqueoServicioDemasiadoLleno

Un servicio de bloques esta utilizando demasiado espacio.

Para resolver este fallo, anada mas capacidad aprovisionada.
bloquear servicio no saludable

Se ha detectado que un servicio de bloqueo no funciona correctamente:

o Gravedad = Advertencia: No se toma ninguna medida. Este periodo de advertencia expirara en
cTimeUntilBSIsKilledMSec=330000 milisegundos.

o Gravedad = Error: El sistema esta desactivando automaticamente los datos y replicandolos en otras
unidades en buen estado.

o Gravedad = Critica: Hay servicios de bloque fallidos en varios nodos mayores o iguales al recuento de
replicacion (2 para doble hélice). Los datos no estan disponibles y la sincronizacién del contenedor no
finalizara.

Compruebe si hay problemas de conectividad de red y errores de hardware. Si fallan componentes de
hardware especificos, se produciran otras averias. La averia desaparecera cuando se pueda acceder
al servicio de bloqueo o cuando el servicio haya sido desactivado.

Error en la autocomprobacion de Bmc

El controlador de gestién de la placa base (BMC) fallé una autocomprobacion.

Poéngase en contacto con el soporte técnico de NetApp para obtener ayuda.

Durante una actualizacién a Element 12.5 o posterior, BmcSelfTestFailed No se genera ningun fallo

para un nodo que tenga un BMC defectuoso preexistente, o cuando el BMC de un nodo falla durante la

actualizacion. Los BMC que no superen las autocomprobaciones durante la actualizacion emitiran un

BmcSelfTestFailed Se produce un fallo de advertencia después de que todo el cluster complete la
actualizacion.

La asimetria del reloj supera el umbral de fallos

La diferencia horaria entre el nodo maestro del cluster y el nodo que presenta un token supera el umbral
recomendado. El cluster de almacenamiento no puede corregir automaticamente la diferencia horaria
entre los nodos.

Para resolver este problema, utilice servidores NTP internos de su red, en lugar de los servidores
predeterminados de la instalacion. Si esta utilizando un servidor NTP interno, péongase en contacto con el
soporte de NetApp para obtener ayuda.

clusterCannotSync

Existe una condicion de falta de espacio y los datos de las unidades de almacenamiento en bloque fuera
de linea no se pueden sincronizar con las unidades que aun estan activas.

Para solucionar este problema, agregue mas almacenamiento.



* clusterFull
No hay mas espacio de almacenamiento libre en el cluster de almacenamiento.
Para solucionar este problema, agregue mas almacenamiento.

* El cluster tiene sobreaprovisionamiento
Las IOPS del cluster estan sobreaprovisionadas. La suma de todas las IOPS minimas de QoS es mayor
que las IOPS esperadas del cluster. No se puede mantener un nivel minimo de QoS para todos los
volumenes simultaneamente.
Para resolver este problema, reduzca la configuraciéon minima de IOPS de QoS para los voliumenes.

* Umbral de evento térmico de la CPU

El numero de eventos térmicos de la CPU en una o mas CPU supera el umbral configurado.

Si no se detectan nuevos eventos térmicos de la CPU en diez minutos, la advertencia desaparecera
automaticamente.

* Error al deshabilitar la seguridad de la unidad
El cluster no esta configurado para habilitar la seguridad de la unidad (cifrado en reposo), pero al menos
una unidad tiene habilitada la seguridad de la unidad, lo que significa que deshabilitar la seguridad de la

unidad en esas unidades fall. Este fallo se registra con gravedad “Advertencia”.

Para resolver este fallo, compruebe los detalles del fallo para conocer el motivo por el cual no se pudo
desactivar la seguridad de la unidad. Las posibles razones son:

> No se pudo obtener la clave de cifrado; investigue el problema de acceso a la clave o al servidor de
claves externo.

o La operacion de desactivacion fallo en la unidad; determine si posiblemente se adquirié una clave
incorrecta.

Si ninguna de estas es la causa de la averia, es posible que haya que sustituir la unidad.
Puede intentar recuperar una unidad que no logra deshabilitar la seguridad incluso cuando se proporciona
la clave de autenticacion correcta. Para realizar esta operacion, retire la(s) unidad(es) del sistema
moviéndola(s) a Disponible, realice un borrado seguro en la unidad y vuelva a moverla(s) a Activo.
* Par de clusteres desconectado
Un par de clusteres esta desconectado o configurado incorrectamente.
Comprobar la conectividad de red entre los clusteres.
* nodo remoto desconectado
Un nodo remoto esta desconectado o configurado incorrectamente.

Comprobar la conectividad de red entre los nodos.

* punto final SnapMirror desconectado



Un punto final remoto de SnapMirror esta desconectado o configurado incorrectamente.
Compruebe la conectividad de red entre el cluster y el SnapMirrorEndpoint remoto.
Conductor disponible

En el cluster hay disponible una o mas unidades. En general, todos los clusteres deberian tener todas las
unidades agregadas y ninguna en estado disponible. Si este fallo aparece de forma inesperada, péngase
en contacto con el soporte de NetApp .

Para resolver este fallo, agregue las unidades disponibles al cluster de almacenamiento.
fallo de la unidad

El cluster devuelve este fallo cuando una o mas unidades han fallado, lo que indica una de las siguientes
condiciones:
o El administrador de la unidad no puede acceder a la unidad.

> El servicio de segmentacion o bloque ha fallado demasiadas veces, presumiblemente debido a fallos
de lectura o escritura en la unidad, y no puede reiniciarse.

o Falta la unidad.

o El servicio maestro del nodo es inaccesible (todas las unidades del nodo se consideran
faltantes/fallidas).

o La unidad esta bloqueada y no se puede obtener la clave de autenticacion.

o La unidad esta bloqueada y la operacion de desbloqueo falla.
Para resolver este problema:

o Compruebe la conectividad de red del nodo.
o Reemplace la unidad.

o Asegurese de que la clave de autenticacion esté disponible.

- fallo de estado de la unidad

La unidad no ha superado la comprobacion de estado SMART y, como resultado, sus funciones se han
visto reducidas. Existe un nivel de gravedad critico para esta falla:

o La unidad con numero de serie: <nUmero de serie> en la ranura: <ranura del nodo><ranura de la
unidad> no ha superado la comprobacién general de estado SMART.

Para solucionar este problema, sustituya la unidad.

* Fallo de desgaste de la unidad
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La vida util restante de la unidad ha caido por debajo de los umbrales establecidos, pero aun funciona.
Existen dos posibles niveles de gravedad para esta falla: Critica y Advertencia.

o La unidad con numero de serie: <nlmero de serie> en la ranura: <ranura del nodo><ranura de la
unidad> tiene niveles de desgaste criticos.

o La unidad con numero de serie: <numero de serie> en la ranura: <ranura del nodo><ranura de la
unidad> tiene bajas reservas de desgaste.

Para solucionar este problema, sustituya la unidad lo antes posible.



» candidatos duplicados de maestro de cluster
Se ha detectado mas de un candidato a maestro de cluster de almacenamiento.
Poéngase en contacto con el soporte de NetApp para obtener ayuda.
* Error al habilitar la seguridad de la unidad
El cluster esta configurado para requerir seguridad de la unidad (cifrado en reposo), pero no se pudo
habilitar la seguridad de la unidad en al menos una unidad. Este fallo se registra con gravedad

“Advertencia’.

Para resolver este fallo, compruebe los detalles del fallo para conocer el motivo por el que no se pudo
habilitar la seguridad de la unidad. Las posibles razones son:

> No se pudo obtener la clave de cifrado; investigue el problema de acceso a la clave o al servidor de
claves externo.

> La operacion de habilitacion falld en la unidad; determine si posiblemente se adquirié la clave
incorrecta. Si ninguna de estas es la causa de la averia, es posible que haya que sustituir la unidad.

Puede intentar recuperar una unidad que no habilita correctamente la seguridad incluso cuando se

proporciona la clave de autenticacion correcta. Para realizar esta operacion, retire la(s) unidad(es) del

sistema moviéndola(s) a Disponible, realice un borrado seguro en la unidad y vuelva a moverla(s) a Activo.
* conjunto degradado

Se ha perdido la conectividad de red o el suministro eléctrico en uno o mas de los nodos del conjunto.

Para resolver esta falla, restablezca la conectividad de red o la alimentacion eléctrica.

* excepcion

Se ha reportado una averia que no es una averia rutinaria. Estas fallas no se borran automaticamente de
la cola de fallas.

Pdéngase en contacto con el soporte de NetApp para obtener ayuda.
« fall6EspacioDemasiadoLleno

Un servicio de bloques no responde a las solicitudes de escritura de datos. Esto provoca que el servicio de
segmentacion se quede sin espacio para almacenar las escrituras fallidas.

Para resolver este fallo, restaure la funcionalidad de los servicios de bloques para permitir que las
escrituras continden normalmente y que el espacio fallido se elimine del servicio de segmentacion.

* sensor de ventilador
Un sensor del ventilador ha fallado o falta.
Para solucionar este problema, sustituya cualquier componente de hardware defectuoso.
* Acceso Fibre Channel degradado
Un nodo Fibre Channel no responde a otros nodos del cluster de almacenamiento a través de su IP de

almacenamiento durante un periodo de tiempo. En este estado, el nodo se considerara no responsivo y
generara un fallo de cluster.
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Comprobar la conectividad de red.

» Acceso a Fibre Channel no disponible

Todos los nodos Fibre Channel no responden. Se muestran los identificadores de los nodos.

Comprobar la conectividad de red.

« fibreChannelActivelxL

El recuento de IxL Nexus se esta acercando al limite admitido de 8000 sesiones activas por nodo Fibre
Channel.

o El limite recomendado es de 5500.

o El limite de advertencia es de 7500.

o El limite maximo (no aplicado) es 8192.
Para resolver este fallo, reduzca el recuento de IxL Nexus por debajo del limite de mejores practicas de
5500.
Configuracion de canal de fibra

Este fallo en cluster indica una de las siguientes condiciones:

> Hay un puerto Fibre Channel inesperado en una ranura PCI.

o Existe un modelo de HBA de canal de fibra inesperado.

o Existe un problema con el firmware de un HBA de canal de fibra.

o Un puerto Fibre Channel no esta en linea.

o Existe un problema persistente al configurar el paso de Fibre Channel.

Pongase en contacto con el soporte de NetApp para obtener ayuda.
IOPS de canal de fibra

El recuento total de IOPS se esta acercando al limite de IOPS para los nodos Fibre Channel en el cluster.
Los limites son:

o FC0025: Limite de 450K IOPS con un tamaio de bloque de 4K por nodo Fibre Channel.
o FCNOO1: Limite de 625K OPS con un tamano de bloque de 4K por nodo Fibre Channel.

Para resolver este fallo, equilibre la carga entre todos los nodos Fibre Channel disponibles.

« fibreChannelStaticlxL
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El recuento de IXL Nexus se esta acercando al limite admitido de 16000 sesiones estaticas por nodo Fibre
Channel.

o El limite recomendado es de 11000.

o El limite de advertencia es de 15000.

o El limite maximo (aplicable) es 16384.

Para resolver este fallo, reduzca el recuento de IxL Nexus por debajo del limite de mejores practicas de
11000.



« Capacidad del sistema de archivos baja
No hay suficiente espacio en uno de los sistemas de archivos.
Para resolver este fallo, afiada mas capacidad al sistema de archivos.
 El sistema de archivos es de solo lectura
El sistema de archivos ha entrado en modo de solo lectura.
Pdngase en contacto con el soporte de NetApp para obtener ayuda.
* FipsDrivesMismatch
Se ha insertado fisicamente una unidad no FIPS en un nodo de almacenamiento compatible con FIPS o
se ha insertado fisicamente una unidad FIPS en un nodo de almacenamiento no FIPS. Se genera un unico
fallo por nodo y se enumeran todas las unidades afectadas.
Para solucionar este problema, retire o sustituya la unidad o unidades incompatibles en cuestion.
* fipsDrivesOutOfCompliance
El sistema ha detectado que el cifrado en reposo se desactivd después de que se habilitara la funcion de
unidades FIPS. Este fallo también se genera cuando la funcion de unidades FIPS esta habilitada y hay

una unidad o nodo que no sea FIPS en el cluster de almacenamiento.

Para resolver este fallo, habilite el cifrado en reposo o retire el hardware no FIPS del cluster de
almacenamiento.

« fallo en la autocomprobacion de fips
El subsistema FIPS ha detectado un fallo durante la autocomprobacion.
Pongase en contacto con el soporte de NetApp para obtener ayuda.

* Desajuste de configuracion de hardware
Este fallo en cluster indica una de las siguientes condiciones:

o La configuracion no coincide con la definicion del nodo.
o El tamafio de la unidad es incorrecto para este tipo de nodo.

> Se ha detectado una unidad no compatible. Una posible razén es que la version de Element instalada
no reconoce esta unidad. Se recomienda actualizar el software Element en este nodo.

o Existe una incompatibilidad en el firmware del controlador.
> El estado de capacidad de cifrado de la unidad no coincide con el nodo.

Poéngase en contacto con el soporte de NetApp para obtener ayuda.
* Fecha de vencimiento del certificado idPC
El certificado SSL del proveedor de servicios del cluster para su uso con un proveedor de identidad (IdP)

de terceros esta proximo a caducar o ya ha caducado. Esta falla utiliza los siguientes niveles de gravedad
segun su urgencia:
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Gravedad Descripcion

Advertencia El certificado caduca en 30 dias.
Error El certificado caduca en 7 dias.
Critico El certificado caduca en 3 dias o ya ha caducado.

Para solucionar este problema, actualice el certificado SSL antes de que caduque. Utilice el método de la
API UpdateldpConfiguration con refreshCertificateExpirationTime=true para proporcionar el
certificado SSL actualizado.

modos de enlace inconsistentes

Faltan los modos de enlace en el dispositivo VLAN. Este fallo mostrara el modo de enlace esperado y el
modo de enlace que se esta utilizando actualmente.

Mtus inconsistente
Este fallo en cluster indica una de las siguientes condiciones:

> Desajuste en Bond1G: Se han detectado MTU inconsistentes en las interfaces Bond1G.
> Desajuste de Bond10G: Se han detectado MTU inconsistentes en las interfaces Bond10G.

Este error muestra el nodo o nodos en cuestion junto con el valor MTU asociado.

reglas de enrutamiento inconsistentes

Las reglas de enrutamiento para esta interfaz son inconsistentes.

mascaras de subred inconsistentes

La mascara de red del dispositivo VLAN no coincide con la mascara de red registrada internamente para
la VLAN. Este error muestra la mascara de red esperada y la mascara de red que se esta utilizando
actualmente.

recuento incorrecto de puertos de enlace

El nimero de puertos de enlace es incorrecto.

Recuento de nodos de canal de fibra configurado no valido

Una de las dos conexiones de nodo Fibre Channel previstas esta degradada. Este fallo aparece cuando
solo esta conectado un nodo Fibre Channel.

Para resolver esta falla, verifique la conectividad de la red del cluster y el cableado de red, y compruebe si
hay servicios que hayan fallado. Si no hay problemas de red o de servicio, péngase en contacto con el
soporte de NetApp para solicitar un reemplazo del nodo Fibre Channel.

Error de balanceo de interrupciones

Se produjo una excepcion al intentar equilibrar las interrupciones.

Pongase en contacto con el soporte de NetApp para obtener ayuda.



* kmipCertificateFault

o El certificado de la Autoridad de Certificacion (CA) raiz esta préximo a caducar.
Para resolver este fallo, adquiera un nuevo certificado de la CA raiz con una fecha de vencimiento de
al menos 30 dias y utilice ModifyKeyServerKmip para proporcionar el certificado actualizado de la CA
raiz.

o El certificado del cliente esta préximo a caducar.
Para resolver este problema, cree una nueva CSR utilizando GetClientCertificateSigningRequest,
firmela asegurandose de que la nueva fecha de vencimiento sea al menos 30 dias posterior, y utilice
ModifyKeyServerKmip para reemplazar el certificado de cliente KMIP que vence con el nuevo
certificado.

o El certificado de la Autoridad de Certificacion (CA) raiz ha caducado.
Para resolver este fallo, adquiera un nuevo certificado de la CA raiz con una fecha de vencimiento de
al menos 30 dias y utilice ModifyKeyServerKmip para proporcionar el certificado actualizado de la CA
raiz.

o El certificado del cliente ha caducado.
Para resolver este problema, cree una nueva CSR utilizando GetClientCertificateSigningRequest,
firmela asegurandose de que la nueva fecha de vencimiento sea al menos 30 dias posterior y utilice
ModifyKeyServerKmip para reemplazar el certificado de cliente KMIP vencido con el nuevo certificado.

o Error en el certificado de la Autoridad de Certificacion (CA) raiz.
Para resolver este fallo, compruebe que se ha proporcionado el certificado correcto y, si es necesario,
vuelva a adquirir el certificado de la CA raiz. Utilice ModifyKeyServerKmip para instalar el certificado
de cliente KMIP correcto.

o Error en el certificado del cliente.
Para resolver este fallo, compruebe que esté instalado el certificado de cliente KMIP correcto. La CA
raiz del certificado del cliente debe estar instalada en el EKS. Utilice ModifyKeyServerKmip para

instalar el certificado de cliente KMIP correcto.

* kmipServerFault

o Fallo de conexion

Para resolver este fallo, compruebe que el servidor de claves externo esta activo y accesible a través
de la red. Utilice TestKeyServerKimp y TestKeyProviderKmip para probar su conexion.

o Fallo de autenticacion

Para resolver este fallo, compruebe que se estan utilizando los certificados de CA raiz y de cliente
KMIP correctos, y que la clave privada y el certificado de cliente KMIP coinciden.

o Error del servidor

Para resolver este fallo, compruebe los detalles del error. Es posible que sea necesario solucionar
problemas en el servidor de claves externo segun el error devuelto.
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e umbral de error de memoria

16

Se ha detectado un gran numero de errores ECC corregibles e incorregibles. Esta falla utiliza los

siguientes niveles de gravedad segun su urgencia:

Evento

Un unico DIMM cErrorCount
alcanza
cDimmCorrectableErrWarnThresh
old.

Un Unico valor de cErrorCount de
DIMM permanece por encima de
cDimmCorrectableErrWarnThresh
old hasta que expire
cErrorFaultTimer para el DIMM.

Un controlador de memoria
informa que cErrorCount supera
cMemCitlrCorrectableErrWarnThre
shold, y se especifica
cMemCtIrCorrectableErrWarnDur
ation.

Un controlador de memoria
informa que cErrorCount esta por
encima de
cMemCtirCorrectableErrWarnThre
shold hasta que expire
cErrorFaultTimer para el
controlador de memoria.

Un Unico DIMM informa un
uErrorCount superior a cero, pero
inferior a
cDimmUncorrectableErrFaultThre
shold.

Un Unico DIMM informa un
uErrorCount de al menos
cDimmUncorrectableErrFaultThre
shold.

Un controlador de memoria
informa un uErrorCount superior a
cero, pero inferior a
cMemCtirUncorrectableErrFaultTh
reshold.

Gravedad

Advertencia

Error

Advertencia

Error

Advertencia

Error

Advertencia

Descripcion

Errores de memoria ECC
corregibles por encima del umbral
en DIMM: <Procesador> <Ranura
DIMM>

Errores de memoria ECC
corregibles por encima del umbral
en DIMM: <Procesador> <DIMM>

Errores de memoria ECC
corregibles por encima del umbral
en el controlador de memoria:
<Procesador> <Controlador de
memoria>

Errores de memoria ECC
corregibles por encima del umbral
en DIMM: <Procesador> <DIMM>

Se han detectado errores de
memoria ECC no corregibles en
el médulo DIMM: <Procesador>
<Ranura DIMM>

Se han detectado errores de
memoria ECC no corregibles en
el médulo DIMM: <Procesador>
<Ranura DIMM>

Se han detectado errores de
memoria ECC no corregibles en
el controlador de memoria:
<Procesador> <Controlador de
memoria>



Un controlador de memoria Error Se han detectado errores de

informa un uErrorCount de al memoria ECC no corregibles en
menos el controlador de memoria:
cMemCitlrUncorrectableErrFaultTh <Procesador> <Controlador de
reshold. memoria>

Para resolver este problema, pongase en contacto con el soporte técnico de NetApp para obtener ayuda.
umbral de uso de memoria

El uso de memoria es superior a lo normal. Esta falla utiliza los siguientes niveles de gravedad segun su
urgencia:

@ Consulte el apartado Detalles del error para obtener informacion mas detallada sobre el
tipo de fallo.
Gravedad Descripcion
Advertencia La memoria del sistema es baja.
Error La memoria del sistema es muy baja.
Critico La memoria del sistema esta completamente
agotada.

Para resolver este problema, péngase en contacto con el soporte técnico de NetApp para obtener ayuda.
metadataClusterFull

No hay suficiente espacio libre de almacenamiento de metadatos para soportar la pérdida de un solo
nodo. Consulte el método de la APl GetClusterFullThreshold para obtener detalles sobre los niveles de
plenitud del cluster. Este fallo en cluster indica una de las siguientes condiciones:

o etapa3Baja (Advertencia): Se superd el umbral definido por el usuario. Ajuste la configuracion de
Cluster Full o agregue mas nodos.

o etapa4Critica (Error): No hay suficiente espacio para recuperarse de una falla de 1 nodo. No se
permite la creacion de volumenes, instantaneas ni clones.

o etapab5CompletamenteConsumido (Critico)1; No se permiten escrituras ni nuevas conexiones iSCSI.
Las conexiones iSCSI actuales se mantendran. Las escrituras fallaran hasta que se agregue mas
capacidad al cluster. Elimine o borre datos o agregue mas nodos.

Para resolver este fallo, purgue o elimine volimenes o agregue otro nodo de almacenamiento al clister de
almacenamiento.

Fallo en la comprobacion de mtu
Un dispositivo de red no esta configurado con el tamafio MTU adecuado.

Para resolver este fallo, asegurese de que todas las interfaces de red y los puertos del conmutador estén
configurados para tramas jumbo (MTU de hasta 9000 bytes).
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Configuracion de red
Este fallo en cluster indica una de las siguientes condiciones:

> No se encuentra presente la interfaz esperada.
o Existe una interfaz duplicada.

> Una interfaz configurada esta inactiva.

> Es necesario reiniciar la red.

Pongase en contacto con el soporte de NetApp para obtener ayuda.
noHayDireccionesIPdeRedVirtualDisponibles
No hay direcciones de red virtual disponibles en el bloque de direcciones IP.

o virtualNetworkID # TAG(###) no tiene direcciones |IP de almacenamiento disponibles. No se pueden
agregar nodos adicionales al cluster.

Para resolver este fallo, agregue mas direcciones IP al bloque de direcciones de red virtual.

fallo de hardware del nodo (la interfaz de red <nombre> esta inactiva o el cable esta desconectado)
La interfaz de red esta inactiva o el cable esta desconectado.

Para resolver este fallo, compruebe la conectividad de red del nodo o nodos.

Fallo de hardware del nodo (El estado de capacidad de cifrado de la unidad no coincide con el
estado de capacidad de cifrado del nodo para la unidad en la ranura <ranura del nodo><ranura de

la unidad>)

Una unidad no tiene las capacidades de cifrado compatibles con el nodo de almacenamiento en el que
esta instalada.

Fallo de hardware del nodo (Tamafo incorrecto de la unidad <tipo de unidad> <tamano real> para la
unidad en la ranura <ranura del nodo><ranura de la unidad> para este tipo de nodo - se esperaba
<tamaio esperado>)

Un nodo de almacenamiento contiene una unidad de almacenamiento cuyo tamafio no es el adecuado
para este nodo.

Fallo de hardware del nodo (Se ha detectado una unidad no compatible en la ranura <ranura del
nodo><ranura de la unidad>; las estadisticas y la informacién de estado de la unidad no estaran
disponibles)

Un nodo de almacenamiento contiene una unidad que no admite.

fallo de hardware del nodo (La unidad en la ranura <ranura del nodo><ranura de la unidad> deberia
estar usando la version de firmware <version esperada>, pero esta usando una versiéon no
compatible <version actual>)

Un nodo de almacenamiento contiene una unidad que ejecuta una version de firmware no compatible.

modo de mantenimiento del nodo

Un nodo ha sido puesto en modo de mantenimiento. Esta falla utiliza los siguientes niveles de gravedad



segun su urgencia:

Gravedad Descripcion

Advertencia Indica que el nodo aun esta en modo de
mantenimiento.

Error Indica que el modo de mantenimiento no se ha
podido desactivar, muy probablemente debido a
fallos o sistemas en espera activos.

Para solucionar este problema, desactive el modo de mantenimiento una vez finalizado el mantenimiento.
Si el fallo de nivel de error persiste, pongase en contacto con el soporte de NetApp para obtener ayuda.

nodo fuera de linea

El software Element no puede comunicarse con el nodo especificado. Comprobar la conectividad de red.
no se usa el modo de puente LACP

El modo de enlace LACP no esta configurado.

Para resolver este problema, utilice el enlace LACP al implementar nodos de almacenamiento; los clientes
podrian experimentar problemas de rendimiento si LACP no esta habilitado y configurado correctamente.

Servidor ntp inaccesible

El cluster de almacenamiento no puede comunicarse con el servidor o servidores NTP especificados.
Para resolver este fallo, compruebe la configuracion del servidor NTP, la red y el cortafuegos.
ntpTimeNoEstaSincronizado

La diferencia entre la hora del cluster de almacenamiento y la hora del servidor NTP especificado es
demasiado grande. El cluster de almacenamiento no puede corregir la diferencia automaticamente.

Para resolver este problema, utilice servidores NTP internos de su red, en lugar de los servidores
predeterminados de la instalacion. Si esta utilizando servidores NTP internos y el problema persiste,
pongase en contacto con el soporte de NetApp para obtener ayuda.

Estado del dispositivo nvram

Un dispositivo NVRAM tiene un error, estéa fallando o ha fallado. Esta falla presenta las siguientes
severidades:

Gravedad Descripcion
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Advertencia

Error

Critico

El hardware ha detectado una advertencia. Esta
condicién puede ser transitoria, como por ejemplo
una alerta de temperatura.

* nvmLifetimeError

* nvmLifetimeStatus

Estado de la vida util de la fuente de energia

Estado de la temperatura de la fuente de
energia

» Se supero el umbral de advertencia

El hardware ha detectado un error o0 un estado
critico. El maestro del cluster intenta retirar la
unidad de particién de funcionamiento (esto genera
un evento de extraccion de unidad). Si no estan
disponibles los servicios de particion secundaria, la
unidad no se extraera. Errores devueltos ademas
de los errores de nivel de advertencia:

* No existe un punto de montaje para el
dispositivo NVRAM .
* La particion del dispositivo NVRAM no existe.

* La particion del dispositivo NVRAM existe, pero
no estd montada.

El hardware ha detectado un error o un estado
critico. EI maestro del cluster intenta retirar la
unidad de particién de funcionamiento (esto genera
un evento de extraccion de unidad). Si no estan
disponibles los servicios de particion secundaria, la
unidad no se extraera.

* persistencia perdida
» estado del brazo GuardarN Armado

» Error de estado de csave

Reemplace cualquier componente de hardware defectuoso en el nodo. Si esto no resuelve el problema,
pongase en contacto con el soporte técnico de NetApp para obtener ayuda.

* Error de fuente de alimentacion

Este fallo en cluster indica una de las siguientes condiciones:

> No hay fuente de alimentacion.

o Se ha producido un fallo en la fuente de alimentacion.

o Falta una entrada de alimentacién o esta fuera de rango.

Para resolver esta falla, verifique que se suministre alimentacion redundante a todos los nodos. Péngase
en contacto con el soporte de NetApp para obtener ayuda.

20



espacio aprovisionado demasiado lleno

La capacidad total aprovisionada del cluster esta demasiado llena.

Para resolver este fallo, agregue mas espacio aprovisionado o elimine y purgue volumenes.
remoteRepAsyncDelayExceeded

Se ha superado el retardo asincrono configurado para la replicacion. Comprobar la conectividad de red
entre clusteres.

remoteRepClusterFull

Los volumenes han pausado la replicacién remota porque el clister de almacenamiento de destino esta
demasiado lleno.

Para resolver este fallo, libere algo de espacio en el cluster de almacenamiento de destino.
remoteRepSnapshotClusterFull

Los volumenes han pausado la replicacién remota de instantaneas porque el cluster de almacenamiento
de destino esta demasiado lleno.

Para resolver este fallo, libere algo de espacio en el cluster de almacenamiento de destino.
Se ha superado el limite de instantaneas de representantes remotos

Los volumenes han pausado la replicacién remota de instantaneas porque el volumen del cluster de
almacenamiento de destino ha superado su limite de instantaneas.

Para resolver este fallo, aumente el limite de instantaneas en el cluster de almacenamiento de destino.
Error de accion programada
Una o mas de las actividades programadas se ejecutaron, pero fallaron.

El fallo se soluciona si la actividad programada se ejecuta de nuevo y tiene éxito, si se elimina la actividad
programada o si se pausa y se reanuda.

Error al leer el sensor

Un sensor no pudo comunicarse con el controlador de gestion de la placa base (BMC).
Pongase en contacto con el soporte de NetApp para obtener ayuda.

servicio no en ejecucion

Un servicio necesario no esta en funcionamiento.

Pdéngase en contacto con el soporte de NetApp para obtener ayuda.
sliceServiceTooFull

Un servicio de segmentacion tiene asignada muy poca capacidad aprovisionada.

Para resolver este fallo, anada mas capacidad aprovisionada.
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 sliceServicePoco saludable
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El sistema ha detectado que un servicio de segmentacion no funciona correctamente y lo esta
desactivando automaticamente.

o Gravedad = Advertencia: No se toma ninguna medida. Este periodo de advertencia expirara en 6
minutos.

o Gravedad = Error: El sistema esta desactivando automaticamente los datos y replicandolos en otras
unidades en buen estado.

Compruebe si hay problemas de conectividad de red y errores de hardware. Si fallan componentes de
hardware especificos, se produciran otras averias. El fallo se solucionara cuando el servicio de
segmentacion esté accesible o cuando el servicio haya sido desactivado.

ssh habilitado
El servicio SSH esta habilitado en uno o mas nodos del cluster de almacenamiento.

Para resolver este fallo, deshabilite el servicio SSH en el nodo o nodos correspondientes o pongase en
contacto con el soporte de NetApp para obtener ayuda.

Caducidad del certificado SSL

El certificado SSL asociado a este nodo esta préximo a caducar o ya ha caducado. Esta falla utiliza los
siguientes niveles de gravedad segun su urgencia:

Gravedad Descripcion

Advertencia El certificado caduca en 30 dias.

Error El certificado caduca en 7 dias.

Critico El certificado caduca en 3 dias o ya ha caducado.

Para solucionar este problema, renueve el certificado SSL. Si necesita ayuda, pongase en contacto con el
soporte técnico de NetApp .

capacidad varada
Un solo nodo representa mas de la mitad de la capacidad del cluster de almacenamiento.

Para mantener la redundancia de datos, el sistema reduce la capacidad del nodo mas grande, de modo
que parte de su capacidad de bloque queda inactiva (sin utilizar).

Para resolver este fallo, agregue mas unidades a los nodos de almacenamiento existentes o agregue
nodos de almacenamiento al cluster.

sensor de temperatura

Un sensor de temperatura esta registrando temperaturas superiores a lo normal. Esta falla puede
producirse junto con fallas de powerSupplyError o fanSensor.

Para resolver este fallo, compruebe si hay obstrucciones en el flujo de aire cerca del cluster de
almacenamiento. Si es necesario, pongase en contacto con el soporte de NetApp para obtener ayuda.



* mejora
La actualizacion lleva en curso mas de 24 horas.

Para resolver este problema, reanude la actualizacion o pdngase en contacto con el soporte de NetApp
para obtener ayuda.

» Servicio que no responde

Un servicio ha dejado de responder.

Pongase en contacto con el soporte de NetApp para obtener ayuda.
» Configuracion de red virtual

Este fallo en cluster indica una de las siguientes condiciones:

> No hay ninguna interfaz presente.

o Existe un espacio de nombres incorrecto en una interfaz.
o Existe una mascara de red incorrecta.

o Existe una direccién IP incorrecta.

> Una interfaz no esté operativa.

o Existe una interfaz superflua en un nodo.

Pongase en contacto con el soporte de NetApp para obtener ayuda.
» volumenes degradados

Los volumenes secundarios no han terminado de replicarse y sincronizarse. El mensaje se borra cuando
finaliza la sincronizacion.

* volumenesDesconectados

Uno o mas volumenes del cluster de almacenamiento estan fuera de linea. También estara presente el
fallo volumeDegraded.

Pdéngase en contacto con el soporte de NetApp para obtener ayuda.

Ver actividad de rendimiento del nodo

Puede visualizar la actividad de rendimiento de cada nodo en formato grafico. Esta
informacion proporciona estadisticas en tiempo real sobre la CPU y las operaciones de
E/S de lectural/escritura por segundo (IOPS) para cada unidad del nodo. El grafico de
utilizacion se actualiza cada cinco segundos, y el grafico de estadisticas de la unidad se
actualiza cada diez segundos.

1. Haz clic en Cluster > Nodos.
2. Haz clic en Acciones para el nodo que deseas ver.

3. Haga clic en Ver detalles.
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@ Puedes ver puntos especificos en el tiempo en los graficos de lineas y barras colocando el
cursor sobre la linea o la barra.

Rendimiento de volumen

Rendimiento del volumen de visualizacion

Puede consultar informacion detallada sobre el rendimiento de todos los volumenes del
cluster. Esta informacion se puede ordenar por ID de volumen o por cualquier otra de las
columnas de rendimiento. También puedes filtrar la informacion segun ciertos criterios.
Puedes cambiar la frecuencia con la que el sistema actualiza la informacién de rendimiento en la pagina
haciendo clic en la lista Actualizar cada y eligiendo un valor diferente. El intervalo de actualizacion
predeterminado es de 10 segundos si el cluster tiene menos de 1000 volumenes; de lo contrario, el valor
predeterminado es de 60 segundos. Si selecciona el valor Nunca, la actualizacion automatica de la pagina se
desactiva.

Puedes volver a habilitar la actualizacién automatica haciendo clic en Activar actualizacion automatica.

1. En la interfaz de usuario de Element, seleccione Informes > Rendimiento de volumen.
2. En la lista de volumenes, haga clic en el icono Acciones de un volumen.

3. Haga clic en Ver detalles.
En la parte inferior de la pagina se muestra una bandeja con informacién general sobre el volumen.
4. Para ver informacion mas detallada sobre el volumen, haga clic en Ver mas detalles.

El sistema muestra informacion detallada, asi como graficos de rendimiento del volumen.

Encuentra mas informacion

Detalles del rendimiento del volumen

Detalles del rendimiento del volumen

Puede consultar las estadisticas de rendimiento de los volumenes en la pagina
Rendimiento del volumen de la pestaia Informes en la interfaz de usuario de Element.

La siguiente lista describe los detalles que estan a su disposicion:
+ IDENTIFICACION
El identificador generado por el sistema para el volumen.
* Nombre
El nombre que se le dio al volumen cuando fue creado.

* Cuenta
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El nombre de la cuenta asignada al volumen.

Grupos de acceso

El nombre del grupo o grupos de acceso al volumen al que pertenece el volumen.
Utilizacion del volumen

Un valor porcentual que describe cuanto volumen esta utilizando el cliente.
Valores posibles:

> 0 = El cliente no usa el volumen

> 100 = El cliente esta utilizando el maximo

> >100 = El cliente esta utilizando la rafaga.
Total de IOPS

El numero total de IOPS (lectura y escritura) que se estan ejecutando actualmente en el volumen.
Leer IOPS

El numero total de IOPS de lectura que se estan ejecutando actualmente en el volumen.

Escribir IOPS

El numero total de IOPS de escritura que se estan ejecutando actualmente en el volumen.
Rendimiento total

Cantidad total de operaciones de lectura y escritura que se estan ejecutando actualmente en el volumen
Rendimiento de lectura

Cantidad total de operaciones de lectura que se estan ejecutando actualmente en el volumen.
Rendimiento de escritura

Cantidad total de operaciones de escritura que se estan ejecutando actualmente en el volumen.
Latencia total

El tiempo promedio, en microsegundos, para completar las operaciones de lectura y escritura en un
volumen.

Latencia de lectura

Tiempo promedio, en microsegundos, para completar las operaciones de lectura del volumen en los
ultimos 500 milisegundos.

Latencia de escritura

Tiempo promedio, en microsegundos, para completar las operaciones de escritura en un volumen en los
ultimos 500 milisegundos.

Profundidad de la cola
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Numero de operaciones de lectura y escritura pendientes en el volumen.
* Tamaino promedio de E/S

Tamano promedio en bytes de las operaciones de E/S recientes en el volumen en los ultimos 500
milisegundos.

Sesiones iSCSI

Ver sesiones iSCSI

Puede ver las sesiones iSCSI que estan conectadas al cluster. Puedes filtrar la
informacion para incluir solo las sesiones deseadas.

1. En la interfaz de usuario de Element, seleccione Informes > Sesiones iSCSI.

2. Para ver los campos de criterios de filtro, haga clic en Filtrar.

Encuentra mas informacion

Detalles de la sesiéon iISCSI

Detalles de la sesion iSCSI
Puede ver informacion sobre las sesiones iSCSI que estan conectadas al cluster.
La siguiente lista describe la informacion que puede encontrar sobre las sesiones iSCSI:
* Nodo
El nodo que aloja la particién de metadatos principal del volumen.
* Cuenta
El nombre de la cuenta propietaria del volumen. Si el valor esta en blanco, se muestra un guion (-).
* Volumen
El nombre del volumen identificado en el nodo.
 ID de volumen
Identificacion del volumen asociado con el IQN objetivo.
* ID del iniciador
Un identificador generado por el sistema para el iniciador.
+ Alias del iniciador
Un nombre opcional para el iniciador que facilita su busqueda en una lista larga.

* Direccion IP del iniciador
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La direccion IP del punto final que inicia la sesion.
* Iniciador IQN
El IQN del punto final que inicia la sesion.
* IP de destino
La direccion IP del nodo que aloja el volumen.
* IQN objetivo
El IQN del volumen.
« CAP

El algoritmo CHAP para una sesion iSCSI. Si no se esta utilizando un algoritmo CHAP, se muestra un
guion (-). Disponible a partir del Elemento 12.8.

* Creado el

Fecha en que se establecid la sesion.

Sesiones de Fibre Channel

Ver sesiones de Fibre Channel

Puede ver las sesiones de Fibre Channel (FC) que estan conectadas al cluster. Puede
filtrar la informacion para incluir solo las conexiones que desea que se muestren en la
ventana.

1. En la interfaz de usuario de Element, seleccione Informes > Sesiones FC.

2. Para ver los campos de criterios de filtro, haga clic en Filtrar.

Encuentra mas informacion

Detalles de la sesién de Fibre Channel

Detalles de la sesion de Fibre Channel

Puede encontrar informacion sobre las sesiones Fibre Channel (FC) activas que estan
conectadas al cluster.

La siguiente lista describe la informacion que puede encontrar sobre las sesiones FC conectadas al cluster:
* ID del nodo
El nodo que aloja la sesion para la conexion.
* Nombre del nodo

Nombre del nodo generado por el sistema.

27



* ID del iniciador

Un identificador generado por el sistema para el iniciador.
* Iniciador WWPN

El nombre del puerto mundial inicial.
+ Alias del iniciador

Un nombre opcional para el iniciador que facilita su busqueda en una lista larga.
- WWPN objetivo

Nombre del puerto mundial de destino.
* Grupo de acceso por volumen

Nombre del grupo de acceso al volumen al que pertenece la sesion.
* ID de grupo de acceso por volumen

ID generado por el sistema para el grupo de acceso.

Solucionar problemas de las unidades

Solucionar problemas de las unidades

Puedes reemplazar una unidad de estado sélido (SSD) defectuosa por una unidad de
reemplazo. Las unidades SSD para nodos de almacenamiento SolidFire son
intercambiables en caliente. Si sospecha que una unidad SSD ha fallado, pdngase en
contacto con el soporte de NetApp para verificar la falla y que le guien a través del
procedimiento de resolucidon adecuado. El soporte de NetApp también trabaja con usted
para obtener una unidad de reemplazo de acuerdo con su acuerdo de nivel de servicio.

En este caso, "intercambiable” significa que puede extraer una unidad defectuosa de un nodo activo y
reemplazarla con una nueva unidad SSD de NetApp. No se recomienda extraer unidades que no hayan
fallado en un cluster activo.

Debe mantener repuestos in situ sugeridos por el soporte de NetApp para permitir el reemplazo inmediato de
la unidad en caso de falla.

@ Para fines de prueba, si esta simulando una falla de la unidad extrayendo una unidad de un
nodo, debe esperar 30 segundos antes de volver a insertar la unidad en la ranura de la unidad.

Si falla una unidad, Double Helix redistribuye los datos de la unidad entre los nodos restantes del cluster. Las
fallas en multiples unidades en el mismo nodo no representan un problema, ya que el software Element
protege contra la existencia de dos copias de datos en el mismo nodo. Un fallo en el disco duro provoca los
siguientes eventos:

 Los datos se migran fuera de la unidad.
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» La capacidad total del cluster se reduce en la capacidad de la unidad.

« La proteccion de datos Double Helix garantiza que existan dos copias validas de los datos.

@ Los sistemas de almacenamiento SolidFire no admiten la extraccion de una unidad si esto
resulta en una cantidad de almacenamiento insuficiente para migrar los datos.

Para mas informacion

* Retire las unidades defectuosas del cluster.

* Solucién de problemas basicos de la unidad MDSS

* Retire las unidades MDSS

« "Sustitucion de unidades para nodos de almacenamiento SolidFire"

* "Sustitucion de unidades para nodos de almacenamiento de la serie H600S"
* "Informacién de hardware H410S y H610S"

* "Informacion sobre el hardware de la serie SF"

Retire las unidades defectuosas del cluster.

El sistema SolidFire marca una unidad como averiada si su autodiagnéstico indica al
nodo que ha fallado o si la comunicaciéon con la unidad se interrumpe durante cinco
minutos y medio o mas. El sistema muestra una lista de las unidades que han fallado.

Debe eliminar una unidad defectuosa de la lista de unidades defectuosas en el software

NetApp Element .

Las unidades en la lista Alertas se muestran como blockServiceUnhealthy cuando un nodo esta fuera de
linea. Al reiniciar el nodo, si el nodo y sus unidades vuelven a estar en linea en un plazo de cinco minutos y
medio, las unidades se actualizan automaticamente y continian como unidades activas en el cluster.

1. En la interfaz de usuario de Element, seleccione Cluster > Unidades.

2. Haz clic en Error para ver la lista de unidades que han fallado.

3. Anote el numero de ranura de la unidad averiada.
Necesitas esta informacién para localizar la unidad averiada en el chasis.

4. Retire las unidades defectuosas utilizando uno de los siguientes métodos:

Opcion Pasos

Para extraer unidades individuales a. Haz clic en Acciones para la unidad que
deseas eliminar.

b. Haga clic en Eliminar.

Para extraer varias unidades a. Seleccione todas las unidades que desea
eliminar y haga clic en Acciones en lote.

b. Haga clic en Eliminar.
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Solucion de problemas basicos de la unidad MDSS

Puede recuperar las unidades de metadatos (o particiones) volviéndolas a agregar al
cluster en caso de que falle una o0 ambas unidades de metadatos. Puede realizar la
operacion de recuperacion en la interfaz de usuario de NetApp Element si la funcién
MDSS ya esta habilitada en el nodo.

Si una o0 ambas unidades de metadatos de un nodo experimentan una falla, el servicio de segmentacion se
apagara y los datos de ambas unidades se respaldaran en unidades diferentes del nodo.

Los siguientes escenarios describen posibles situaciones de fallo y proporcionan recomendaciones basicas
para corregir el problema:

La unidad de particiéon del sistema falla

* En este escenario, se verifica la ranura 2 y se devuelve a un estado disponible.

» Es necesario volver a llenar la unidad de particion del sistema antes de que se pueda volver a poner en
linea el servicio de particion.

» Debes reemplazar la unidad de particion del sistema; cuando esté disponible, agrega esta unidad y la
unidad de la ranura 2 al mismo tiempo.

@ No se puede agregar la unidad en la ranura 2 por si sola como unidad de metadatos. Debes
volver a agregar ambas unidades al nodo al mismo tiempo.

La ranura 2 falla

* En este escenario, se verifica la unidad de particion del sistema y se devuelve a un estado disponible.

» Debes reemplazar la ranura 2 con una de repuesto; cuando la ranura 2 esté disponible, agrega la unidad
de particion del sistema y la unidad de la ranura 2 al mismo tiempo.

La unidad de particion del sistema y la ranura 2 fallan

* Debes reemplazar tanto la unidad de particidon del sistema como la ranura 2 con una unidad de repuesto.
Cuando ambas unidades estén disponibles, agregue la unidad de particion del sistema y la unidad de la
ranura 2 al mismo tiempo.

Orden de operaciones

* Reemplace la unidad de hardware defectuosa con una unidad de repuesto (reemplace ambas unidades si
ambas han fallado).

* Vuelva a agregar las unidades al cluster cuando se hayan repoblado y estén disponibles.

Verificar operaciones

« Verifique que las unidades en la ranura 0 (o interna) y la ranura 2 se identifiquen como unidades de
metadatos en la lista de Unidades Activas.

« Verifique que se haya completado todo el balanceo de segmentos (no debe haber mas mensajes de
movimiento de segmentos en el registro de eventos durante al menos 30 minutos).
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Para mas informacion

Agregar unidades MDSS

Agregar unidades MDSS

Puede agregar una segunda unidad de metadatos en un nodo SolidFire convirtiendo la
unidad de bloques en la ranura 2 en una unidad de particidén. Esto se logra habilitando la
funcion de servicio de segmentacién de multiples unidades (MDSS). Para habilitar esta
funcion, debe ponerse en contacto con el soporte de NetApp .

Para que una unidad de particion esté disponible, puede ser necesario reemplazar una unidad averiada por
una unidad nueva o de repuesto. Debe agregar la unidad de particion del sistema al mismo tiempo que agrega
la unidad para la ranura 2. Si intenta agregar la unidad de particion de la ranura 2 sola o antes de agregar la
unidad de particion del sistema, el sistema generara un error.

1. Haz clic en Cluster > Unidades.
Haz clic en Disponible para ver la lista de unidades disponibles.
Seleccione las unidades de particion que desea agregar.
Haz clic en Acciones en lote.

Haga clic en Agregar.

© o > w0 b

Confirme en la pestafa Unidades activas que las unidades se han agregado.

Retire las unidades MDSS

Puede extraer las unidades del servicio de segmentacion de unidades multiples (MDSS).
Este procedimiento se aplica unicamente si el nodo tiene varias unidades de particion.

Si fallan la unidad de particion del sistema y la unidad de la ranura 2, el sistema apagara los
servicios de particion y extraera las unidades. Si no se produce ningun fallo y se extraen las
unidades, ambas deben extraerse al mismo tiempo.

1. Haz clic en Cluster > Unidades.

2. Desde la pestafia Unidades disponibles, haga clic en la casilla de verificacion de las unidades de
particion que se van a eliminar.

3. Haz clic en Acciones en lote.
4. Haga clic en Eliminar.

5. Confirma la accion.

Solucionar problemas de nodos

Eliminar nodos de un cluster

Puedes eliminar nodos de un cluster para realizar mantenimiento o reemplazo. Debe
utilizar la interfaz de usuario o la APl de NetApp Element para eliminar nodos antes de
desconectarlos.
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A continuacion se ofrece una descripcion general del procedimiento para eliminar nodos de almacenamiento:

* Asegurese de que el cluster tenga capacidad suficiente para crear una copia de los datos en el nodo.
 Elimine las unidades del cluster utilizando la interfaz de usuario o el método APl RemoveDrives.

Esto provoca que el sistema migre datos desde las unidades del nodo a otras unidades del cluster. El
tiempo que tarda este proceso depende de la cantidad de datos que deban migrarse.

 Elimine el nodo del cluster.
Tenga en cuenta las siguientes consideraciones antes de apagar o encender un nodo:
« Apagar nodos y clusteres conlleva riesgos si no se realiza correctamente.
El apagado de un nodo debe realizarse bajo la direccion del soporte de NetApp .

 Si un nodo ha estado inactivo durante mas de 5,5 minutos bajo cualquier tipo de condicion de apagado, la
proteccién de datos Double Helix comienza la tarea de escribir bloques replicados individuales en otro
nodo para replicar los datos. En este caso, pongase en contacto con el soporte de NetApp para obtener
ayuda con el analisis del nodo que ha fallado.

 Para reiniciar o apagar un nodo de forma segura, puede utilizar el comando de la APl Shutdown.

+ Si un nodo esta inactivo o apagado, debe ponerse en contacto con el soporte de NetApp antes de volver a
conectarlo.

* Una vez que un nodo vuelve a estar en linea, debe volver a agregar las unidades al cluster, dependiendo
del tiempo que haya estado fuera de servicio.

Para mas informacion

"Sustitucién de un chasis SolidFire averiado"

"Sustitucion de un nodo de la serie H600S averiado"

Apagar un grupo
Realice el siguiente procedimiento para apagar un cluster completo.

Pasos

1. (Opcional) Comuniquese con el soporte de NetApp para obtener ayuda para completar los pasos
preliminares.

2. Verifique que todas las operaciones de E/S se hayan detenido.
3. Desconectar todas las sesiones iSCSI:

a. Navegue hasta la direccion IP virtual de administracion (MVIP) en el cluster para abrir la interfaz de
usuario de Element.

b. Observe los nodos que aparecen en la lista de nodos.

c. Ejecute el método de la APl Shutdown con la opcion de detencidn especificada en cada ID de nodo del
cluster.
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Al reiniciar el cluster, debe seguir ciertos pasos para verificar que todos los nodos se conecten:

1. Verifique que toda la gravedad critica y volumesOffline Se han resuelto los fallos del
cluster.

@ 2. Espere de 10 a 15 minutos para que el grupo se asiente.
3. Comience a iniciar los hosts para acceder a los datos.

Si desea disponer de mas tiempo al encender los nodos y verificar que estén en buen estado
después del mantenimiento, pongase en contacto con el soporte técnico para obtener ayuda

para retrasar la sincronizaciéon de datos y evitar la sincronizacion innecesaria de contenedores.

Encuentra mas informacion

"Como apagar y encender correctamente un cluster de almacenamiento NetApp Solidfire/HCI"

Trabajar con utilidades por nodo para nodos de
almacenamiento

Trabajar con utilidades por nodo para nodos de almacenamiento

Puede utilizar las utilidades por nodo para solucionar problemas de red si las
herramientas de supervision estandar de la interfaz de usuario del software NetApp

Element no le proporcionan suficiente informacién para la resolucidén de problemas. Las

utilidades por nodo proporcionan informacion y herramientas especificas que pueden
ayudarle a solucionar problemas de red entre nodos o con el nodo de administracion.

Encuentra mas informacion

* Acceda a la configuraciéon de cada nodo mediante la interfaz de usuario correspondiente.
* Detalles de la configuracion de red desde la interfaz de usuario de cada nodo.

+ Detalles de configuracion del cluster desde la interfaz de usuario por nodo

» Ejecute pruebas del sistema utilizando la interfaz de usuario por nodo.

* Ejecute las utilidades del sistema mediante la interfaz de usuario de cada nodo.

Acceda a la configuracion de cada nodo mediante la interfaz de usuario
correspondiente.

Puede acceder a la configuracion de red, la configuracién del cluster y las pruebas y
utilidades del sistema en la interfaz de usuario por nodo después de ingresar la IP del
nodo de administracion y autenticarse.

Si desea modificar la configuracion de un nodo en estado Activo que forma parte de un cluster, debe iniciar
sesién como usuario administrador del cluster.

Debe configurar o modificar un nodo a la vez. Debe asegurarse de que la configuracion de red
’ especificada tenga el efecto esperado y de que la red sea estable y funcione correctamente
antes de realizar modificaciones en otro nodo.
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1. Abra la interfaz de usuario por nodo utilizando uno de los siguientes métodos:

o Ingrese la direccién IP de administracién seguida de :442 en una ventana del navegador e inicie
sesidén con un nombre de usuario y contrasefia de administrador.

> En la interfaz de usuario de Element, seleccione Cluster > Nodos y haga clic en el enlace de la
direccion IP de administracion del nodo que desea configurar o modificar. En la ventana del navegador
que se abre, puede editar la configuracion del nodo.

N NetApp

Hybrid Cloud Control

o Node01
CLUSTERSETTINGS ~ SYSTEMTESTS  SYSTEM UTILITIES
Network Settings
Method Link Speed
IPv4 Address IPv4 Subnet Mask

255.255.255.0

IPv4 Gateway Address IPvE Address
IPvE Gateway Address MTU

1500
DNS Servers

Search Domains

Bond Mode Status

Detalles de la configuraciéon de red desde la interfaz de usuario de cada nodo.

Puede cambiar la configuracion de red del nodo de almacenamiento para asignarle un
nuevo conjunto de atributos de red.
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Puedes ver la configuracion de red de un nodo de almacenamiento en la pagina Configuraciéon de red
cuando inicies sesion en el nodo. (https://<node IP>:442/hcc/node/network-settings). Puede
seleccionar la configuracién Bond1G (gestion) o Bond10G (almacenamiento). La siguiente lista describe la
configuracion que puede modificar cuando un nodo de almacenamiento se encuentra en estado Disponible,
Pendiente o Activo:
* Método
El método utilizado para configurar la interfaz. Métodos posibles:

o loopback: Se utiliza para definir la interfaz loopback IPv4.

o manual: Se utiliza para definir interfaces para las que no se realiza ninguna configuracion por defecto.
o dhcp: Se utiliza para obtener una direccion IP mediante DHCP.

o estatico: Se utiliza para definir interfaces Ethernet con direcciones IPv4 asignadas estaticamente.

» Velocidad de enlace
La velocidad negociada por la NIC virtual.
 Direccion IPv4
La direccion IPv4 para la red ethO.
* Mascara de subred IPv4
Subdivisiones de direcciones de la red IPv4.
* Direccion de puerta de enlace IPv4
Direccion de red del router para enviar paquetes fuera de la red local.
 Direccion IPv6
La direccion IPv6 para la red ethO.
* Direccion de puerta de enlace IPv6
Direccién de red del router para enviar paquetes fuera de la red local.
* MTU

Tamafo maximo de paquete que un protocolo de red puede transmitir. Debe ser mayor o igual a 1500. Si
agrega una segunda NIC de almacenamiento, el valor deberia ser 9000.

« Servidores DNS

Interfaz de red utilizada para la comunicacién del cluster.
* Dominios de busqueda

Busque direcciones MAC adicionales disponibles para el sistema.
* Modo de vinculo

Puede ser uno de los siguientes modos:
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> ActivoPasivo (predeterminado)
o ALBA
o LACP

» Estado

Valores posibles:

o En funcionamiento
> Abajo
o Arriba

* Etiqueta de red virtual
Etiqueta asignada al crear la red virtual.
* Rutas
Rutas estaticas a hosts o redes especificas a través de la interfaz asociada que las rutas estan
configuradas para usar.
Detalles de configuracién del cluster desde la interfaz de usuario por nodo

Puede verificar la configuracion del cluster para un nodo de almacenamiento después de
la configuracién del cluster y modificar el nombre de host del nodo.

La siguiente lista describe la configuracion del cluster para un nodo de almacenamiento indicado en la pagina
Configuracién del cluster de la interfaz de usuario por nodo. (https://<node IP>:442/hcc/node/
cluster-settings).

* Role
Funcion que desempefia el nodo en el cluster. Valores posibles:

o Almacenamiento: Nodo de almacenamiento o de canal de fibra.
o Gestion: Nodo es un nodo de gestion.

* Nombre de host
Nombre del nodo.
* Grupo
Nombre del cluster.
* Membresia de grupo
Estado del nodo. Valores posibles:

> Disponible: El nodo no tiene un nombre de cluster asociado y aun no forma parte de un cluster.

> Pendiente: El nodo esta configurado y se puede agregar a un clister designado. No se requiere
autenticacion para acceder al nodo.
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o PendienteActivo: El sistema esta en proceso de instalar software compatible en el nodo. Una vez
completado, el nodo pasara al estado Activo.

o Activo: El nodo participa en un cluster. Se requiere autenticacion para modificar el nodo.

* Version

Version del software Element que se ejecuta en el nodo.
« Conjunto

Nodos que forman parte del conjunto de la base de datos.
* ID del nodo

Se asigna un ID cuando se agrega un nodo al cluster.
* Interfaz de cluster

Interfaz de red utilizada para la comunicacién del cluster.
* Interfaz de gestion

Interfaz de red de gestion. Por defecto se utiliza Bond1G, pero también se puede usar Bond10G.
* Interfaz de almacenamiento

Interfaz de red de almacenamiento mediante Bond10G.
» Capacidad de cifrado

Indica si el nodo admite o no el cifrado de unidades.

Ejecute pruebas del sistema utilizando la interfaz de usuario por nodo.

Puedes probar los cambios en la configuracion de red después de confirmarlos en la
configuracion de red. Puedes ejecutar las pruebas para asegurarte de que el nodo de
almacenamiento es estable y se puede poner en linea sin problemas.

Has iniciado sesion en la interfaz de usuario por nodo para el nodo de almacenamiento.

1. Haz clic en Pruebas del sistema.

2. Haz clic en Ejecutar prueba junto a la prueba que deseas ejecutar o selecciona Ejecutar todas las
pruebas.

@ La ejecucion de todas las operaciones de prueba puede consumir mucho tiempo y solo
debe realizarse bajo la direccion del Soporte de NetApp .

> Prueba de conjunto conectado

Prueba y verifica la conectividad a un conjunto de bases de datos. Por defecto, la prueba utiliza el
conjunto para el cluster con el que esta asociado el nodo. Alternativamente, puede proporcionar un
conjunto diferente para probar la conectividad.
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> Prueba Connect Mvip
Hace ping a la direccion IP virtual de administracion (MVIP) especificada y luego ejecuta una llamada
API simple a la MVIP para verificar la conectividad. Por defecto, la prueba utiliza el MVIP para el
cluster con el que esta asociado el nodo.

o Prueba Connect Svip
Hace ping a la direccion IP virtual de almacenamiento (SVIP) especificada utilizando paquetes del
Protocolo de mensajes de control de Internet (ICMP) que coinciden con el tamafio de la Unidad de
transmision maxima (MTU) configurado en el adaptador de red. Luego se conecta al SVIP como un
iniciador iISCSI. Por defecto, la prueba utiliza la SVIP del cluster con el que esta asociado el nodo.

o Configuracion de hardware de prueba
Comprueba que todas las configuraciones de hardware sean correctas, valida que las versiones de

firmware sean correctas y confirma que todas las unidades estén instaladas y funcionando
correctamente. Esto es lo mismo que las pruebas de fabrica.

@ Esta prueba consume muchos recursos y solo debe ejecutarse si lo solicita el soporte de
NetApp .

o Prueba de conectividad local

Prueba la conectividad con todos los demas nodos del cluster haciendo ping a la IP del cluster (CIP)
en cada nodo. Esta prueba solo se mostrara en un nodo si este forma parte de un cluster activo.

> Prueba de localizacion de cluster
Valida que el nodo pueda localizar el cluster especificado en la configuracion del cluster.

o Configuracion de red de prueba
Verifica que la configuracién de red configurada coincida con la configuracion de red que se esta
utilizando en el sistema. Esta prueba no esta disefiada para detectar fallos de hardware cuando un
nodo participa activamente en un cluster.

> Prueba de ping
Envia un ping a una lista especifica de hosts 0, si no se especifica ninguna, crea dinamicamente una
lista de todos los nodos registrados en el cluster y envia un ping a cada uno para comprobar la
conectividad simple.

° Prueba de conectividad remota
Prueba la conectividad a todos los nodos en clusteres emparejados remotamente haciendo ping a la
IP del cluster (CIP) en cada nodo. Esta prueba solo se mostrara en un nodo si este forma parte de un
cluster activo.

Ejecute las utilidades del sistema mediante la interfaz de usuario de cada nodo.

Puede utilizar la interfaz de usuario por nodo para el nodo de almacenamiento para crear
o eliminar paquetes de soporte, restablecer la configuracién de las unidades y reiniciar
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los servicios de red o de cluster.
Has iniciado sesion en la interfaz de usuario por nodo para el nodo de almacenamiento.

1. Haz clic en Utilidades del sistema.
2. Haz clic en el boton de la utilidad del sistema que deseas ejecutar.

o Control de potencia

Reinicia, apaga o desconecta el nodo.
@ Esta operacion provoca una pérdida temporal de la conectividad de red.

Especifique los siguientes parametros:

= Accion: Las opciones incluyen Reiniciar y Detener (apagar).
= Retardo de activacion: Cualquier tiempo adicional antes de que el nodo vuelva a estar en linea.

> Recopilar registros de nodos
Crea un paquete de soporte en el directorio /tmp/bundles del nodo.
Especifique los siguientes parametros:

= Nombre del paquete: Nombre Unico para cada paquete de soporte creado. Si no se proporciona
ningun nombre, se utilizara "supportbundle" y el nombre del nodo como nombre de archivo.

= Argumentos adicionales: Este parametro se pasa al script sf_make_support_bundle. Este
parametro solo debe utilizarse a peticion del soporte de NetApp .

= Tiempo de espera (seg.): Especifique el nimero de segundos que se esperaran para cada
respuesta de ping individual.

o Eliminar registros del nodo

Elimina cualquier paquete de soporte actual en el nodo que se haya creado utilizando Create Cluster
Support Bundle o el método de API CreateSupportBundle.

o Restablecer unidades

Inicializa las unidades y elimina todos los datos que residen actualmente en la unidad. Puedes
reutilizar la unidad en un nodo existente o en un nodo actualizado.

Especifique el siguiente parametro:

= Unidades: Lista de nombres de dispositivos (no identificadores de unidad) para restablecer.

> Restablecer configuracién de red

Ayuda a resolver problemas de configuracion de red para un nodo individual y restablece la
configuracion de red de un nodo individual a la configuracién predeterminada de fabrica.

o Reiniciar nodo
Restablece un nodo a la configuracion de fabrica. Durante esta operacion se eliminan todos los datos,

pero se conservan los ajustes de red del nodo. Los nodos solo se pueden reiniciar si no estan
asignados a un cluster y se encuentran en estado Disponible.
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@ Al utilizar esta opcion, se eliminan del nodo todos los datos, paquetes (actualizaciones
de software), configuraciones y archivos de registro.

o Reiniciar la conexion de red

Reinicia todos los servicios de red en un nodo.
@ Esta operacion puede provocar una pérdida temporal de la conectividad de la red.

o Reiniciar servicios

Reinicia los servicios de software Element en un nodo.

@ Esta operacion puede provocar una interrupcion temporal del servicio del nodo. Esta
operacion solo debe realizarse bajo la direccidon del soporte de NetApp .

Especifique los siguientes parametros:
= Servicio: Nombre del servicio que se reiniciara.
= Accion: Accion a realizar en el servicio. Las opciones incluyen iniciar, detener y reiniciar.
Trabajar con el nodo de gestion

Puede utilizar el nodo de administracion (mNode) para actualizar los servicios del
sistema, administrar los activos y la configuracién del cluster, ejecutar pruebas y
utilidades del sistema, configurar Active IQ para la supervisidon del sistema y habilitar el
acceso al soporte de NetApp para la resolucion de problemas.

Como practica recomendada, asocie solo un nodo de administracion con una instancia de
VMware vCenter y evite definir los mismos recursos de almacenamiento y computacion o
instancias de vCenter en varios nodos de administracion.

Ver"Documentacion del nodo de gestion" Para mas informacion.

Comprender los niveles de plenitud del cluster

El cluster que ejecuta el software Element genera fallos de cluster para advertir al
administrador de almacenamiento cuando el cluster se esta quedando sin capacidad.
Existen tres niveles de llenado del cluster, todos los cuales se muestran en la interfaz de
usuario de NetApp Element : advertencia, error y critico.

El sistema utiliza el codigo de error BlockClusterFull para advertir sobre la saturacion del almacenamiento de
blogues del cluster. Puede consultar los niveles de gravedad de la ocupacioén del cluster en la pestafia Alertas
de la interfaz de usuario de Element.

La siguiente lista incluye informacién sobre los niveles de gravedad de BlockClusterFull:

e Advertencia

Se trata de una advertencia configurable por el cliente que aparece cuando la capacidad de bloques del
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cluster se acerca al nivel de gravedad del error. Por defecto, este nivel esta establecido en un tres por
ciento por debajo del nivel de error y se puede ajustar a través de la interfaz de usuario y la APl de
Element. Debes anadir mas capacidad o liberar capacidad lo antes posible.

e Error

Cuando el cluster se encuentra en este estado, si se pierde un nodo, no habra suficiente capacidad en el
cluster para reconstruir la proteccion de datos Double Helix. La creacién de nuevos volumenes, clones y
snapshots esta bloqueada mientras el cluster se encuentra en este estado. Este no es un estado seguro ni
recomendable para ningun cluster. Debe agregar mas capacidad o liberar capacidad de inmediato.

» Critico

Este error critico se ha producido porque el cluster esta consumido al 100 por ciento. Se encuentra en
estado de solo lectura y no se pueden establecer nuevas conexiones iSCSI al cluster. Cuando se llega a
esta etapa, debe liberar o agregar mas capacidad de inmediato.

El sistema utiliza el codigo de error MetadataClusterFull para advertir sobre la falta de espacio de
almacenamiento para los metadatos del cluster. Puede consultar el nivel de almacenamiento de metadatos del
cluster en la seccion Capacidad del cluster de la pagina Resumen de la pestafia Informes en la interfaz de
usuario de Element.

La siguiente lista incluye informacién sobre los niveles de gravedad de MetadataClusterFull:
» Advertencia

Se trata de una advertencia configurable por el cliente que aparece cuando la capacidad de metadatos del
cluster se acerca al nivel de gravedad del error. Por defecto, este nivel esta establecido en un tres por
ciento por debajo del nivel de error y se puede ajustar a través de la API de Element. Debes afiadir mas
capacidad o liberar capacidad lo antes posible.

e Error

Cuando el cluster se encuentra en este estado, si se pierde un nodo, no habra suficiente capacidad en el
cluster para reconstruir la proteccion de datos Double Helix. La creacidén de nuevos volumenes, clones y
snapshots esta bloqueada mientras el cluster se encuentra en este estado. Este no es un estado seguro ni
recomendable para ningun cluster. Debe agregar mas capacidad o liberar capacidad de inmediato.

* Critico
Este error critico se ha producido porque el cluster esta consumido al 100 por ciento. Se encuentra en

estado de solo lectura y no se pueden establecer nuevas conexiones iSCSI al cluster. Cuando se llega a
esta etapa, debe liberar o agregar mas capacidad de inmediato.

@ Lo siguiente se aplica a los umbrales de clusteres de dos nodos:

* El error de integridad de metadatos es un 20% inferior al critico.

* El error de llenado de bloque se produce cuando 1 bloque de capacidad (incluida la capacidad no
utilizada) esta por debajo del nivel critico; es decir, cuando la capacidad equivale a dos bloques de
capacidad por debajo del nivel critico.
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