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Supervise su sistema SolidFire con NetApp
Hybrid Cloud Control.

Supervise los recursos de almacenamiento en el panel de
control de la nube hibrida.

Con el panel de control de la nube hibrida de NetApp , puede ver todos sus recursos de
almacenamiento de un vistazo. Ademas, puede supervisar la capacidad de
almacenamiento y el rendimiento del almacenamiento.

Al iniciar una nueva sesion de NetApp Hybrid Cloud Control por primera vez, puede haber una
demora en la carga de la vista del panel de control de NetApp Hybrid Cloud Control cuando el

@ nodo de administracion esta gestionando muchos clusteres. El tiempo de carga varia
dependiendo del numero de clusteres que estén siendo gestionados activamente por el nodo de
gestion. En los siguientes lanzamientos, experimentara tiempos de carga mas rapidos.

* Acceda al panel de control de NetApp HCC.
* Recursos de almacenamiento de monitorizacion
» Supervisar la capacidad de almacenamiento

* Rendimiento del almacenamiento de monitorizacion

Acceda al panel de control de NetApp HCC.

1. Abra la direccion IP del nodo de administracion en un navegador web. Por ejemplo:
https://[management node IP address]

2. Inicie sesién en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento all-flash SolidFire .

3. Vea el panel de control de la nube hibrida.



Storage

1 & 1

Storage Cluster  Total Storage Nodes  Volume

~ Show Details

Updated 2021-10-05 at 8:46 PM

Storage Capacity Storage Performance

EFFECTIVE [P Running Averages

s 10PS Throughput Utilization
[_include Thin Provisioning

Effective Capacity

73.58¢cB

@ Effective Capacity

73.6GB
Total
57.9 MB (0%) Used
Efficiencies
0.17x 20.65x  0.01x |
Total Compression  Deduplication 12AM AAM BAM 12PM

Upd, 2021-10-05 at 8:46 PM Updated 2021-10-05 at B:48 PM
pdated 2021-10-05 at 8:

Recursos de almacenamiento de monitorizacion

& Connected

Configure Storage Clusters

=l

4PM 8PM 12AM

Utilice el panel Almacenamiento para ver su entorno de almacenamiento total. Puede supervisar el nimero

de clusteres de almacenamiento, nodos de almacenamiento y volumenes totales.

Para ver los detalles, en el panel Almacenamiento, seleccione Mostrar detalles.
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®

El numero total de nodos de almacenamiento no incluye los nodos testigo de los clusteres de
almacenamiento de dos nodos. Los nodos testigo estan incluidos en el nUmero de nodos en la
seccion de detalles de ese cluster.

Para ver los datos mas recientes del cluster de almacenamiento, utilice la pagina Clusteres de
almacenamiento, donde la consulta se realiza con mayor frecuencia que en el Panel de control.

Supervisar la capacidad de almacenamiento

Es fundamental controlar la capacidad de almacenamiento de su entorno. Mediante el panel Capacidad de
almacenamiento, puede determinar las mejoras en la eficiencia de su capacidad de almacenamiento con o sin
las funciones de compresion, deduplicacion y aprovisionamiento ligero habilitadas.

Puedes ver el espacio de almacenamiento fisico total disponible en tu cluster en la pestafia RAW, y la
informacién sobre el almacenamiento aprovisionado en la pestaiia EFFECTIVE.
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1. Seleccione la pestafia RAW para ver el espacio de almacenamiento fisico total utilizado y disponible en su

cluster.

Fijese en las lineas verticales para determinar si su capacidad utilizada es inferior al total o inferior a los
umbrales de Advertencia, Error o Critico. Pase el cursor sobre las lineas para ver los detalles.

®

Puedes configurar el umbral de Advertencia, que por defecto es un 3% inferior al umbral de
Error. Los umbrales de error y critico estan preestablecidos y no son configurables por
disefio. El umbral de error indica que queda menos de un nodo de capacidad en el cluster.
Para conocer los pasos para configurar el umbral, consulte"Configurando el umbral de
cluster completo” .

Para obtener detalles sobre los umbrales de cluster relacionados con la APl de elementos,
consulte"obtenerUmbralCompletoDelCluster™ en la documentacién de la API del software
Element. Para ver detalles sobre la capacidad de bloques y metadatos,
consulte"Comprension de los niveles de plenitud del cluster" en la documentacion del
software Element.
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2. Seleccione la pestana EFECTIVO para ver informacion sobre el almacenamiento total aprovisionado a los
hosts conectados y para ver las calificaciones de eficiencia.

a. Opcionalmente, marque Incluir aprovisionamiento ligero para ver las tasas de eficiencia del
aprovisionamiento ligero en el grafico de barras de capacidad efectiva.

b. Grafico de barras de capacidad efectiva: Observe las lineas verticales para determinar si su
capacidad utilizada es inferior al total o inferior a los umbrales de advertencia, error o critico. Al igual
que en la pestana Raw, puedes pasar el cursor sobre las lineas verticales para ver los detalles.

c. Eficiencia: Consulte estas calificaciones para determinar las mejoras en la eficiencia de su capacidad
de almacenamiento con las funciones de compresion, deduplicacion y aprovisionamiento ligero
habilitadas. Por ejemplo, si la compresion se muestra como “1.3x”, esto significa que la eficiencia del
almacenamiento con la compresion habilitada es 1.3 veces mas eficiente que sin ella.

La eficiencia total es igual a (espacio maximo utilizado * factor de eficiencia) / 2, donde

@ factor de eficiencia = (factor de aprovisionamiento ligero * factor de deduplicacion *
factor de compresion). Cuando la opcién de aprovisionamiento ligero esta desactivada,
no se incluye en la eficiencia total.

d. Sila capacidad de almacenamiento efectiva se acerca a un umbral de Error o Critico, considere borrar
los datos de su sistema.

3. Para un analisis mas detallado y un contexto histérico, consulte: "Detalles de NetApp SolidFire Active 1Q" .

Rendimiento del almacenamiento de monitorizacion

Puedes consultar cuantas IOPS o rendimiento puedes obtener de un cluster sin superar el rendimiento util de
ese recurso utilizando el panel Rendimiento de almacenamiento. El rendimiento del almacenamiento es el
punto en el que se obtiene la maxima utilizacion antes de que la latencia se convierta en un problema.

El panel Rendimiento de almacenamiento le ayuda a identificar si el rendimiento esta llegando al punto en que
podria degradarse si aumentan las cargas de trabajo.

La informacion de este panel se actualiza cada 10 segundos y muestra un promedio de todos los puntos del
grafico.

Para obtener mas detalles sobre el método de la API de elementos asociado, consulte 1a"Obtener estadisticas
del cluster" método en la documentacion de la API del software Element.

Pasos

1. Consulte el panel Rendimiento de almacenamiento. Para obtener mas detalles, coloque el cursor sobre los
puntos del grafico.

a. Pestana IOPS: Consulte las operaciones por segundo actuales. Busque tendencias o picos en los
datos. Por ejemplo, si ve que el IOPS maximo es de 160K y de ese total, 100K son IOPS libres o
disponibles, podria considerar agregar mas cargas de trabajo a este cluster. Por otro lado, si ve que
solo hay 140K disponibles, podria considerar descargar cargas de trabajo o ampliar su sistema.
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b. Pestafia Rendimiento: Monitoree patrones o picos en el rendimiento. También conviene controlar si se
mantienen altos los valores de rendimiento, ya que esto podria indicar que se esta acercando al
rendimiento maximo util del recurso.
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c. Pestafa Utilizacion: Monitorea la utilizacion de IOPS en relacién con el total de IOPS disponibles
sumadas a nivel de cluster.
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2. Para un analisis mas detallado, examine el rendimiento del almacenamiento utilizando el complemento
NetApp Element para vCenter Server.

"Rendimiento mostrado en el complemento NetApp Element para vCenter Server".

Encuentra mas informacion

* "Plugin de NetApp Element para vCenter Server"

* "Documentacion del software SolidFire y Element"”

Consulta tu inventario en la pagina de Nodos.

Puedes ver tus recursos de almacenamiento en tu sistema y determinar sus direcciones
IP, nombres y versiones de software.

Puede consultar la informacion de almacenamiento de sus sistemas de multiples nodos. Si"dominios de
proteccion personalizados" Una vez asignados, puede ver qué dominios de proteccion estan asignados a
nodos especificos.

Pasos
1. Abra la direccion IP del nodo de administracion en un navegador web. Por ejemplo:

https://[management node IP address]

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento all-flash SolidFire .

3. En el menu de navegacion izquierdo, seleccione Nodos.
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Al iniciar una nueva sesion de NetApp Hybrid Cloud Control por primera vez, puede haber
una demora en la carga de la pagina de nodos de NetApp Hybrid Cloud Control cuando el

@ nodo de administracion esté gestionando muchos clusteres. El tiempo de carga varia
dependiendo del numero de clusteres que estén siendo gestionados activamente por el
nodo de gestidon. En los siguientes lanzamientos, experimentara tiempos de carga mas
rapidos.

4. En la pestafia Almacenamiento de la pagina Nodos, revise la siguiente informacion:

a.

Clusteres de dos nodos: Aparece una etiqueta de “dos nodos” en la pestafia Almacenamiento y se
enumeran los nodos testigo asociados.

Clusteres de tres nodos: Se enumeran los nodos de almacenamiento y los nodos testigo asociados.
Los clusteres de tres nodos tienen un nodo testigo desplegado en espera para mantener una alta
disponibilidad en caso de fallo de un nodo.

Clusters con cuatro nodos o mas: Aparece informacion para clusters con cuatro o mas nodos. Los
nodos testigo no aplican. Si comenzaste con dos o tres nodos de almacenamiento y agregaste mas
nodos, los nodos testigo seguiran apareciendo. De lo contrario, no aparecera la tabla de nodos testigo.

Version del paquete de firmware: A partir de la version 2.14 de los servicios de administracion, si tiene
clusteres que ejecutan Element 12.0 o posterior, puede ver la version del paquete de firmware para
estos clusteres. Si los nodos de un cluster tienen diferentes versiones de firmware, puede ver Multiple
en la columna Version del paquete de firmware.

Dominios de proteccion personalizados: Si se utilizan dominios de proteccion personalizados en el
cluster, puede ver las asignaciones de dominios de proteccion personalizados para cada nodo del
cluster. Si los dominios de proteccion personalizados no estan habilitados, esta columna no aparece.

5. Puedes manipular la informacion de estas paginas de varias maneras:

a

b

C

. Para filtrar la lista de elementos en los resultados, seleccione el icono Filtrar y seleccione los filtros.
También puedes introducir texto para el filtro.

. Para mostrar u ocultar columnas, seleccione el icono Mostrar/Ocultar columnas.

. Para descargar la tabla, seleccione el icono Descargar.



Para ver la cantidad de almacenamiento, consulte el panel de control de NetApp Hybrid Cloud
Control (HCC). Ver"Supervise los recursos de almacenamiento con el panel de control de
HCC.".

Encuentra mas informacion

* "Plugin de NetApp Element para vCenter Server"

* "Documentacion del software SolidFire y Element"

Supervise los volumenes en su cluster de almacenamiento.

El sistema SolidFire aprovisiona almacenamiento mediante volumenes. Los volumenes
son dispositivos de bloque a los que acceden a través de la red los clientes iISCSI o Fibre
Channel. Puede supervisar los detalles sobre los grupos de acceso, las cuentas, los
iniciadores, la capacidad utilizada, el estado de proteccion de datos de Snapshot, el
numero de sesiones iISCSI y la politica de calidad de servicio (QoS) asociada al volumen.

También puedes ver detalles sobre los volumenes activos y eliminados.
Con esta vista, es posible que primero desee supervisar la columna de capacidad utilizada.
Solo puede acceder a esta informacion si tiene privilegios administrativos de NetApp Hybrid Cloud Control.

Pasos

1. Abra la direccién IP del nodo de administracion en un navegador web. Por ejemplo:

https://[management node IP address]

2. Inicie sesién en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento all-flash SolidFire .

3. En el cuadro azul de navegacion izquierdo, seleccione la instalacion de almacenamiento totalmente flash
SolidFire .

4. En el panel de navegacion izquierdo, seleccione el cliuster y luego Almacenamiento > Voliumenes.
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5. En la pagina Volumenes, utilice las siguientes opciones:


task-hcc-dashboard.html
task-hcc-dashboard.html
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a. Filtra los resultados seleccionando el icono Filtrar.

b. Oculte o muestre columnas seleccionando el icono Ocultar/Mostrar.
c. Actualice los datos seleccionando el icono Actualizar.

d. Descarga un archivo CSV seleccionando el icono Descargar.

6. Supervise la columna de capacidad utilizada. Si se alcanzan los umbrales de Advertencia, Error o Critico,
el color representa el estado de la capacidad utilizada:

a. Advertencia - Amarillo
b. Error - Naranja
c. Critico - Rojo
7. Desde la vista Volumenes, seleccione las pestafas para ver detalles adicionales sobre los volumenes:
a. Grupos de acceso: Puede ver los grupos de acceso a volumenes que estan asignados desde los
iniciadores a una coleccion de volumenes para un acceso seguro.

Ver informacion sobre "grupos de acceso por volumen".

b. Cuentas: Aqui puede ver las cuentas de usuario, que permiten a los clientes conectarse a volumenes
en un nodo. Cuando se crea un volumen, este se asigna a una cuenta de usuario especifica.

Ver informacién sobre "cuentas de usuario del sistema de almacenamiento totalmente flash SolidFire".

c. Iniciadores: Puede ver el IQN del iniciador iSCSI o los WWPN de Fibre Channel para el volumen.
Cada IQN afadido a un grupo de acceso puede acceder a cada volumen del grupo sin necesidad de
autenticacion CHAP. Cada WWPN agregado a un grupo de acceso habilita el acceso a la red Fibre
Channel a los volumenes del grupo de acceso.

d. Politicas de QoS: Puede ver la politica de QoS aplicada al volumen. Una politica de QoS aplica
configuraciones estandarizadas para IOPS minimas, IOPS maximas e IOPS de rafaga a multiples
volumenes.

Ver informacion sobre "Politicas de rendimiento y calidad de servicio".

Encuentra mas informacion

* "Documentacion de SolidFire y Element"
* "Plugin de NetApp Element para vCenter Server"

+ "Documentacion del software SolidFire y Element"

Recopilar registros para la resolucion de problemas

Si tiene problemas con la instalacién de su almacenamiento all-flash SolidFire , puede
recopilar registros para enviarlos al soporte de NetApp para ayudar con el diagnostico.
Puede utilizar NetApp Hybrid Cloud Control o la APl REST para recopilar registros en un
sistema Element.

Lo que necesitaras


https://docs.netapp.com/es-es/element-software-128/concepts/concept_solidfire_concepts_volume_access_groups.html
https://docs.netapp.com/es-es/element-software-128/concepts/concept_solidfire_concepts_accounts_and_permissions.html#user-accounts
https://docs.netapp.com/es-es/element-software-128/concepts/concept_data_manage_volumes_solidfire_quality_of_service.html#qos-performance
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html

» Asegurese de que la version de su cluster de almacenamiento esté ejecutando el software NetApp

Element 11.3 o posterior.

* Asegurese de haber implementado un nodo de administracion que ejecute la versién 11.3 o posterior.

Opciones de recopilacién de registros

Elige una de las siguientes opciones:

+ Utilice NetApp Hybrid Cloud Control para recopilar registros.

« Utilice la API REST para recopilar registros.

Utilice NetApp Hybrid Cloud Control para recopilar registros.

Puede acceder al area de recopilacion de registros desde el panel de control de NetApp Hybrid Cloud.

Pasos

1.

Abra la direccién IP del nodo de administracion en un navegador web. Por ejemplo:

https://[management node IP address]

Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento Element.

3. Desde el Panel de control, seleccione el menu en la parte superior derecha.

10

Seleccione Recopilar registros.

Si ya ha recopilado registros anteriormente, puede descargar el paquete de registros existente o iniciar
una nueva recopilacion de registros.

Seleccione un rango de fechas en el menu desplegable Rango de fechas para especificar qué fechas
deben incluir los registros.

Si especifica una fecha de inicio personalizada, puede seleccionar la fecha con la que comenzara el rango
de fechas. Se recopilaran los registros desde esa fecha hasta la actualidad.

En la seccion Recopilaciéon de registros, seleccione los tipos de archivos de registro que debe incluir el
paquete de registros.

Para los registros de almacenamiento, puede expandir la lista de nodos de almacenamiento y seleccionar
nodos individuales de los que recopilar registros (o todos los nodos de la lista).

Seleccione Recopilar registros para iniciar la recopilacion de registros.

La recopilacion de registros se ejecuta en segundo plano y la pagina muestra el progreso.

Dependiendo de los registros que recopiles, la barra de progreso podria permanecer en un
porcentaje determinado durante varios minutos, o avanzar muy lentamente en algunos
puntos.

Seleccione Descargar registros para descargar el paquete de registros.

El paquete de registros esta en formato de archivo .tgz comprimido de UNIX.



Utilice la API REST para recopilar registros.
Puedes utilizar la APl REST para recopilar los registros de Element.

Pasos
1. Localice el ID del clister de almacenamiento:

a. Abra la interfaz de usuario de la APl REST del nodo de administracion en el nodo de administracion:

https://[management node IP]/logs/1/

b. Seleccione Autorizar y complete lo siguiente:
i. Introduzca el nombre de usuario y la contrasefa del cluster.
ii. Introduzca el ID del cliente como mnode-client si el valor no esta ya asignado.
iii. Seleccione Autorizar para iniciar una sesion.
2. Recopilar registros de Element:
a. Seleccione POST /bundle.
b. Seleccione Probarlo.

c. Modifique los valores de los siguientes parametros en el campo Cuerpo de la solicitud segun el tipo
de registros que necesite recopilar y el intervalo de tiempo correspondiente:

Parametro Tipo Descripcion

modifiedSince Cadena de fecha Incluir inicamente los registros
modificados después de esta
fecha y hora. Por ejemplo, el
valor "2020-07-
14T20:19:00.000Z" define una
fecha de inicio del 14 de julio de
2020 a las 20:19 UTC.

mnodeLogs Booleano Establezca este parametro en
true Incluir los registros del
nodo de administracion.

storageCrashDumps Booleano Establezca este parametro en
true Incluir registros de
depuracion de fallos de nodos de
almacenamiento.

storageLogs Booleano Establezca este parametro en
true Incluir los registros de los
nodos de almacenamiento.

11



d.

Parametro Tipo Descripcion

storageNodeIds matriz UUID Si storageLogs esta
configurado para true,
complete este parametro con los
ID de los nodos del cluster de
almacenamiento para limitar la
recopilacion de registros a esos
nodos de almacenamiento
especificos. Utilice el GET
https://[management node
IP]/logs/1/bundle/option
s Punto de acceso para ver
todos los ID de nodo posibles
que puede usar.

Seleccione Ejecutar para comenzar la recopilacion de registros. La respuesta deberia ser similar a la
siguiente:

" links": {
"self": "https://10.1.1.5/1ogs/1/bundle"
by
"taskId": "4157881b-2z889-45ce-adb4-92b1843c53ee",
"taskLink": "https://10.1.1.5/1logs/1/bundle"

3. Comprobar el estado de la tarea de recopilacion de registros:

e.

. Seleccione GET /bundle.

Seleccione Probarlo.

Seleccione Ejecutar para obtener el estado de la tarea de recopilacion.

Desplacese hasta el final del cuerpo de la respuesta.

Deberias ver un percentComplete atributo que detalla el progreso de la coleccion. Si la coleccion

esta completa, downloadLink El atributo contiene el enlace de descarga completo, incluido el
nombre del archivo del paquete de registro.

Copia el nombre del archivo al final del downloadLink atributo.

4. Descargue el paquete de registros recopilados:

12

a.
b.

C.

Seleccione GET /bundle/{filename}.
Seleccione Probarlo.
Pegue el nombre del archivo que copidé anteriormente en el £i1lename Campo de texto del parametro.

Seleccione Ejecutar.
Tras la ejecucion, aparece un enlace de descarga en el cuerpo de la respuesta.

Seleccione Descargar archivo y guarde el archivo resultante en su ordenador.



El paquete de registros esta en formato de archivo .tgz comprimido de UNIX.

Encuentra mas informacion

* "Plugin de NetApp Element para vCenter Server"

* "Documentacion del software SolidFire y Element"
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DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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