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Gestionar el almacenamiento con el software
Element

Gestionar el almacenamiento con el software Element

Utilice el software Element para configurar almacenamiento SolidFire, supervisar la
capacidad y el rendimiento del cluster y gestionar la actividad de almacenamiento en una
infraestructura multi-tenant.

Element es el sistema operativo de almacenamiento como pieza central de un cluster de SolidFire. El software
Element se ejecuta de forma independiente en todos los nodos del cluster y permite que los nodos del cluster
combinen recursos y presenten como un unico sistema de almacenamiento a clientes externos. El software
Element es responsable de toda la coordinacion, escalado y gestion del clister en su conjunto.

La interfaz de software se cred sobre la APl de Element.

* "Acceda a la interfaz de usuario del software Element"

+ "Configure las opciones del sistema SolidFire después de la implementacion”
* "Actualice los componentes del sistema de almacenamiento”

* "Use las opciones basicas en la interfaz de usuario del software Element"

+ "Gestionar cuentas"

» "Gestione su sistema"

« "Gestione volumenes y volumenes virtuales"

* "Proteja sus datos"

* "Solucionar los problemas del sistema"

Obtenga mas informacioén

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Acceda a la interfaz de usuario del software Element

Es posible acceder a la interfaz de usuario de Element mediante la direccion IP virtual de
gestion (MVIP) del nodo de cluster principal.

Debe asegurarse de que se hayan deshabilitado los bloqueadores de ventanas emergentes y la configuracion
de NoScript en el navegador.

Segun la configuracion durante la creacion del cluster, es posible acceder a la interfaz de usuario mediante la
direccion IPv4 o IPv6.

1. Elija una de las siguientes opciones:

o |IPv6: Introduzca la direccion https://[IPv6 MVIP] por ejemplo:


https://docs.netapp.com/es-es/element-software/upgrade/concept_element_upgrade_overview.html
https://docs.netapp.com/es-es/element-software/storage/concept_system_monitoring_and_troubleshooting.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

https://[£fd20:8ble:b256:45a::1234]/
o IPv4: Introduzca la direccion https://[IPv4 MVIP] por ejemplo:
https://10.123.456.789/

2. En el caso de DNS, introduzca el nombre de host.

3. Haga clic en los mensajes de certificados de autenticacion que aparezcan.

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Configure las opciones del sistema SolidFire después de la
implementacion

Configure las opciones del sistema SolidFire después de la implementacion

Después de configurar el sistema SolidFire, quizas desee ejecutar algunas tareas
opcionales.

Si cambia las credenciales en el sistema, se recomienda conocer el impacto sobre otros componentes.

Ademas, es posible configurar la autenticacion multifactor, la gestion de claves externa y la seguridad de
estandar de procesamiento de informacion federal (FIPS). También debe revisar las contrasefias cuando sea
necesario.

Obtenga mas informacion

+ "Cambie las credenciales en NetApp HCI y SolidFire de NetApp"
» "Cambie el certificado SSL predeterminado del software Element"
» "Cambie la contrasefia de IPMI para los nodos"

+ "Habilite la autenticacion multifactor"

+ "Comience con la gestion de claves externas”

* "Cree un cluster que admita unidades FIPS"

Cambie las credenciales en NetApp HCI y SolidFire de NetApp

Segun las politicas de seguridad de la organizaciéon que implementé NetApp HCI o
SolidFire de NetApp, los cambios de credenciales o contrasenas suelen formar parte de
las practicas de seguridad. Antes de cambiar las contrasefias, debe tener en cuenta el
impacto sobre otros componentes de software en la implementacion.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Si cambia las credenciales de un componente de una implementacion de NetApp HCI o SolidFire de NetApp,
la siguiente tabla proporciona directrices sobre el impacto en otros componentes.
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Tipo de
credenci
ale
icono

Credenci
ales de
Element

Administrator uses administrative Element storage credentials to log into Element Ul and Hybrid Cloud Control
Element Plugin for VMware vCenter uses password to communicate with QoS service on mNode

mNode and services use Element certificates to communicate with authoritative storage cluster

mNode and services use Element administrative credentials for additional storage clusters

Administrators use VMware vSphere Single Sign-on credentials to log into vCenter

Uso por administrador Consulte estas instrucciones

Se aplica a: NetApp HCI y SolidFire » "Actualice las contrasefias
de administrador del cluster
Los administradores utilizan estas credenciales para iniciar de almacenamiento."

sesion en: . .
* Actualice las credenciales

de administrador del cluster
de almacenamiento en el
nodo mmediante el "API
 Control del cloud hibrido en el nodo de gestion (mnode) modifyclusteradmin”.

 La interfaz de usuario de Element en el cluster de
almacenamiento de Element

Cuando Hybrid Cloud Control gestiona varios clusteres de
almacenamiento, solo acepta las credenciales de administrador
de los clusteres de almacenamiento, conocidas como el
autoritativo cluster para el que se configur6 mnode inicialmente.
Para los clusteres de almacenamiento que se afadieron mas
adelante al control del cloud hibrido, el nodo mnode almacena
de forma segura las credenciales de administracion. Si se
modifican las credenciales para clusteres de almacenamiento
afadidos posteriormente, también se deben actualizar las
credenciales en mnode con la APl mnode.


https://docs.netapp.com/es-es/element-software/api/reference_element_api_modifyclusteradmin.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_modifyclusteradmin.html

Tipo de
credenci
ale
icono

Credenci
ales de
inicio de
sesion
Unico de
vSphere

Credenci
ales del
controlad
or de
administr
acion de
la placa
base
(BMC)

Uso por administrador Consulte estas instrucciones

Se aplica a: Solo NetApp HCI "Actualice las credenciales de
vCenter y ESXi".

Los administradores utilizan estas credenciales para iniciar

sesion en VMware vSphere Client. Cuando vCenter forma parte

de la instalacion de NetApp HCI, las credenciales se configuran

en el motor de implementacion de NetApp como lo siguiente:

* nombreusuario@vsphere.locloc | con la contrasefia
especificada, y.

» administrator@vsphere.locloc | con la contrasefa
especificada. Cuando se usa una instancia existente de
vCenter para poner en marcha NetApp HCI, los
administradores DE Tl de VMware gestionan las
credenciales de inicio de sesién unico de vSphere.

Se aplica a: Sélo NetApp HCI * "Configure IPMI para cada
nodo en NetApp HCI".

» Para los nodos H410C,
H610C y H615C, "Cambie
la contrasenfa de IPMI
predeterminada".

Los administradores utilizan estas credenciales para iniciar
sesion en el BMC de los nodos de computacion de NetApp en
una implementacion de NetApp HCI. EI BMC proporciona
funcionalidades basicas de supervision de hardware y consola

virtual.
» Para nodos H410S y
Las credenciales de BMC (denominadas en ocasiones IPMI) H610S, "Cambiar la
para cada nodo de computacion de NetApp se almacenan de contrasefia predeterminada
forma segura en el nodo men las puestas en marcha de NetApp de IPM".

HCI. Control de cloud hibrido de NetApp usa las credenciales de
BMC en una capacidad de cuenta de servicio para comunicarse
con el BMC en los nodos de computacion durante las
actualizaciones del firmware de los nodos de computacion.

« "Cambie las credenciales
de BMC en el nodo de
gestion”.

Cuando se cambian las credenciales del BMC, también se
deben actualizar las credenciales de los nodos de computacion
respectivos en el mnode para conservar todas las funciones de
Hybrid Cloud Control.


https://docs.netapp.com/us-en/hci/docs/task_hci_credentials_vcenter_esxi.html#%20update-the-esxi-password-by-using-the-management-node-rest-api
https://docs.netapp.com/us-en/hci/docs/task_hci_credentials_vcenter_esxi.html#%20update-the-esxi-password-by-using-the-management-node-rest-api
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/task_hcc_edit_bmc_info.html
https://docs.netapp.com/us-en/hci/docs/task_hcc_edit_bmc_info.html
https://docs.netapp.com/us-en/hci/docs/task_hcc_edit_bmc_info.html
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ESXi
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integracio
ndela
calidad
de
servicio

-

Uso por administrador

Se aplica a: Solo NetApp HCI

Los administradores pueden iniciar sesion en hosts ESXi
mediante SSH o la DCUI local con una cuenta raiz local. En
implementaciones de NetApp HCI, el nombre de usuario es
"raiz" y la contrasefia se especificd durante la instalacion inicial
de ese nodo de computacion en el motor de puesta en marcha
de NetApp.

Las credenciales raiz de ESXi para cada nodo de computacion

de NetApp se almacenan de forma segura en mnode en puestas

en marcha de NetApp HCI. Hybrid Cloud Control de NetApp
utiliza las credenciales en una capacidad de cuenta de servicio
para comunicarse con hosts ESXi directamente durante las
actualizaciones del firmware de los nodos de computacion y las
comprobaciones del estado.

Cuando un administrador de VMware cambia las credenciales
raiz de ESXi, las credenciales de los nodos de computacién
respectivos deben actualizarse en el mnode para mantener la
funcionalidad de control de cloud hibrido.

Se aplica a: NetApp HCI y opcional en SolidFire

No se utiliza para inicios de sesion interactivos por parte de
administradores.

La integracion de calidad de servicio entre VMware vSphere y el
software Element se habilita mediante:

* Plugin de Element para vCenter Server y.

+ Servicio QoS en el mnode.
Para la autenticacion, el servicio QoS utiliza una contrasena que
se utiliza exclusivamente en este contexto. La contrasefia de
calidad de servicio se especifica durante la instalacion inicial del

plugin de Element para vCenter Server, o bien se genera
automaticamente durante la implementacion de NetApp HCI.

Ningun impacto sobre otros componentes.

Consulte estas instrucciones

"Actualice las credenciales de
para hosts ESXiy vCenter".

"Actualice las credenciales de
QoSSIOC en el plugin de
NetApp Element para vCenter
Server".

La contrasefia de SIOC del
plugin de NetApp Element para
vCenter Server también se
conoce como QoSS/IOC
Password.

Revise el {URL-pico}[plugin de
Element para vCenter Server
KB].


https://docs.netapp.com/us-en/hci/docs/task_hci_credentials_vcenter_esxi.html
https://docs.netapp.com/us-en/hci/docs/task_hci_credentials_vcenter_esxi.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html
https://docs.netapp.com/us-en/vcp/vcp_task_qossioc.html

Tipo de Uso por administrador Consulte estas instrucciones
credenci

ale

icono

Credenci Se aplica a: NetApp HCI solo si configura el motor de puesta en No es necesario realizar
alesde  marcha de NetApp cambios.
vCenter
Service Los administradores pueden iniciar sesion en las maquinas
Applianc virtuales del dispositivo de vCenter Server. En implementaciones
e de NetApp HCI, el nombre de usuario es "raiz" y la contrasefia
se especificd durante la instalacion inicial de ese nodo de
computacion en el motor de puesta en marcha de
a NetApp. Segun la version de VMware vSphere implementada,
algunos administradores del dominio de inicio de sesion unico de
vSphere también pueden iniciar sesion en el dispositivo.

Ningun impacto sobre otros componentes.

Credenci Se aplica a: NetApp HCI y opcional en SolidFire No es necesario realizar
ales de cambios.

administr Los administradores pueden iniciar sesion en las maquinas

ador del virtuales del nodo de gestion de NetApp para obtener una

nodo de configuracidon avanzada y solucionar problemas. Segun la

gestion  version del nodo de gestion puesta en marcha, el inicio de

de sesion a través de SSH no se habilita de forma predeterminada.

NetApp
En implementaciones de NetApp HCI, el usuario y la contrasefia

fueron especificados durante la instalacion inicial de ese nodo de
computacion en el motor de puesta en marcha de NetApp.

Ningun impacto sobre otros componentes.

Obtenga mas informacion

» "Cambie el certificado SSL predeterminado del software Element"
» "Cambie la contrasefna de IPMI para los nodos"

+ "Habilite la autenticacién multifactor"

« "Comience con la gestion de claves externas”

* "Cree un cluster que admita unidades FIPS"

Cambie el certificado SSL predeterminado del software Element

Puede cambiar el certificado SSL predeterminado y la clave privada del nodo de
almacenamiento del cluster mediante la APl de NetApp Element.

Cuando se crea un cluster de software de NetApp Element, el cluster crea un certificado Unico de capa de
sockets seguros (SSL) con firma automatica y una clave privada que se utiliza para todas las comunicaciones
HTTPS a través de la interfaz de usuario de Element, la interfaz de usuario por nodo o las API. El software
Element admite certificados autofirmados, asi como certificados que una entidad de certificacion (CA) de
confianza emite y verifica.



Puede utilizar los siguientes métodos API para obtener mas informacién sobre el certificado SSL
predeterminado y realizar cambios.

» GetSSLCertificate

Puede utilizar el "Méetodo GetSSLCertificate" Para recuperar informacion acerca del certificado SSL
instalado actualmente, incluidos todos los detalles del certificado.

» SetSSLCertificate

Puede utilizar el "Método SetSSLCertificate" Para establecer los certificados SSL por clister y por nodo en
el certificado y la clave privada que suministre. El sistema valida el certificado y la clave privada para evitar
que se aplique un certificado no valido.

* RemoveSSLCertificate

La "Método RemoveSSL Certificate" Quita el certificado SSL y la clave privada instalados actualmente. A
continuacion, el cluster genera un nuevo certificado autofirmado y una clave privada.

El certificado SSL de cluster se aplica automaticamente a todos los nodos nuevos que se

@ afiaden al cluster. Cualquier nodo que se quite del cluster se revierte a un certificado
autofirmado y toda la informacién de claves y certificados definidos por el usuario se elimina del
nodo.

Obtenga mas informacion

» "Cambie el certificado SSL predeterminado del nodo de gestion”
« " Cuales son los requisitos para configurar certificados SSL personalizados en el software Element?"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Cambie la contrasena de IPMI predeterminada para los nodos

En cuanto tenga acceso IPMI remoto al nodo, puede cambiar la contrasefia
predeterminada del administrador de la interfaz de gestién de plataformas inteligentes
(IPMI). Puede que desee hacerlo si se han actualizado alguna instalacion.

Para obtener mas informacién acerca de cémo configurar el acceso IPM para los nodos, consulte "Configure
IPMI para cada nodo".

Puede cambiar la contrasefia de IPM para estos nodos:
* Nodos H410S
* Nodos H610S
Cambie la contraseia de IPMI predeterminada para los nodos H410S

En cuanto configure el puerto de red IPMI, debe cambiar la contrasefia predeterminada de la cuenta de
administrador de IPMI en cada nodo de almacenamiento.

Lo que necesitara


https://docs.netapp.com/es-es/element-software/api/reference_element_api_getsslcertificate.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_setsslcertificate.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_removesslcertificate.html
https://docs.netapp.com/es-es/element-software/mnode/reference_change_mnode_default_ssl_certificate.html
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/What_are_the_requirements_around_setting_custom_SSL_certificates_in_Element_Software%3F
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html
https://docs.netapp.com/us-en/hci/docs/hci_prereqs_final_prep.html

Debe haber configurado la direccion IP de IPMI para cada nodo de almacenamiento.

Pasos

1.

© ® N o o & w N

Abra un explorador web en un equipo que pueda acceder a la red de IPMI y vaya a la direccion IP de IPMI
correspondiente al nodo.

Introduzca el nombre de usuario ADMIN y contrasefia ADMIN en la solicitud de inicio de sesion de.
Después de iniciar sesion, haga clic en la ficha Configuracion.

Haga clic en usuarios.

Seleccione la ADMIN Haga clic en Modificar usuario.

Seleccione la casilla de verificacion Cambiar contrasefa.

Introduzca una nueva contrasefa en los campos Contrasefia y Confirmar contrasena.

Haga clic en Modificar y, a continuacion, haga clic en Aceptar.

Repita este procedimiento para todos los demas nodos H410S con contrasefias IPMI predeterminadas.

Cambie la contraseia de IPMI predeterminada para los nodos H610S

En cuanto configure el puerto de red IPMI, debe cambiar la contrasefia predeterminada de la cuenta de
administrador de IPMI en cada nodo de almacenamiento.

Lo que necesitara

Debe haber configurado la direccion IP de IPMI para cada nodo de almacenamiento.

Pasos

1.

w

© ® N o g &

10.

Abra un explorador web en un equipo que pueda acceder a la red de IPMI y vaya a la direccién IP de IPMI
correspondiente al nodo.

. Introduzca el nombre de usuario root y contrasefia calvin en la solicitud de inicio de sesion de.

. Después de iniciar sesion, haga clic en el icono de navegacion del menu que aparece en la parte superior

izquierda de la pagina para abrir el cajon de la barra lateral.

. Haga clic en Configuracion.

Haga clic en Administraciéon de usuarios.

Seleccione el usuario Administrador de la lista.

Active la casilla de verificacion Cambiar contrasena.

Introduzca una nueva contrasefia segura en los campos Contraseifa y Confirmar contraseia.
Haga clic en Guardar en la parte inferior de la pagina.

Repita este procedimiento para todos los demas nodos H610S con contrasefias de IPMI predeterminadas.

Obtenga mas informacion

"Documentacioén de SolidFire y el software Element"

"Plugin de NetApp Element para vCenter Server"


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html

Use las opciones basicas en la interfaz de usuario del
software Element

Use las opciones basicas en la interfaz de usuario del software Element

La interfaz de usuario web del software NetApp Element (interfaz de usuario de Element)
permite supervisar y realizar tareas comunes en el sistema SolidFire.

Las opciones basicas incluyen ver comandos de API activados por actividad de la interfaz de usuario y
proporcionar comentarios.

* "Ver la actividad de la API"

* "lconos en la interfaz de Element"”

¢ "Enviar comentarios"

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

actividad de la API

Ver la actividad de la API

El sistema Element usa la APl de NetApp Element como base para sus funciones y
funcionalidades. La interfaz de usuario de Element le permite ver diversos tipos de
actividad de la API en tiempo real en el sistema conforme utiliza la interfaz. Con el
registro de la API, puede ver la actividad de la API del sistema en segundo plano y la que
ha iniciado el usuario, asi como las llamadas API que se han hecho en la pagina que
esta viendo en ese momento.

Puede usar el registro de API para identificar qué métodos API se usan en determinadas tareas y cémo se
usan los objetos y los métodos API para crear aplicaciones personalizadas.

Para obtener informacién sobre cada método, consulte "Referencia de API del software Element".

1. En la barra de navegacion de la interfaz de usuario de Element, haga clic en API Log.

2. Realice los siguientes pasos para modificar el tipo de actividad de API que se muestra en la ventana API
Log:

a. Seleccione peticiones para mostrar el trafico de solicitud de API.

b. Seleccione respuestas para mostrar el trafico de respuesta de la API.

c. Filtre los tipos de trafico de API seleccionando una de las siguientes opciones:
= Usuario iniciado: Trafico API por sus actividades durante esta sesion de interfaz de usuario web.
= * Sondeo de fondo*: Trafico de API generado por la actividad del sistema en segundo plano.

= Pagina actual: Trafico de API generado por tareas en la pagina que esta viendo actualmente.


https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/es-es/element-software/api/concept_element_api_about_the_api.html

Obtenga mas informaciéon

+ "Gestionar el almacenamiento con la APl de Element"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Tasa de actualizacion de la interfaz afectada por la carga del cluster

Dependiendo de los tiempos de respuesta de la AP, el cluster podria ajustar
automaticamente el intervalo de actualizacion de los datos para ciertas porciones de la
pagina de software de NetApp Element que esta viendo.

Los valores predeterminados del intervalo de actualizacidn se restablecen cuando la pagina se vuelve a
cargar en el navegador. El intervalo de actualizacién actual se puede ver si hace clic en el nombre del cluster
en la parte superior derecha de la pagina. Hay que tener en cuenta que el intervalo determina la frecuencia
con la que se realizan las solicitudes de API, no la rapidez con la que los datos regresan del servidor.

Cuando la carga del cluster es muy pesada, puede poner en cola las solicitudes de API de la interfaz de
usuario de Element. En las pocas ocasiones, cuando la respuesta del sistema se retrasa significativamente,
como una conexion de red lenta combinada con un cluster ocupado, puede optar por cerrar la sesién de la
interfaz de usuario de Element si el sistema no responde a las solicitudes de API en cola con la suficiente
rapidez. Si se le redirige a la pantalla de cierre de sesion, puede volver a iniciar sesion después de desactivar
cualquier solicitud de autenticacion inicial del navegador. Tras volver a la pagina de introduccién, se le pueden
pedir las credenciales del cluster si no las ha guardado en el navegador.

Iconos en la interfaz de Element

La interfaz del software de NetApp Element muestra iconos para representar las
acciones que puede realizar sobre los recursos del sistema.

La tabla siguiente proporciona una referencia rapida:

Descripcion

Acciones

Backup a.

pﬂ

Clonar o copiar

O

Eliminar o purgar

Editar

S B
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O 0 0 Q & =

Filtro

Emparejar

Actualice

Restaurar

Restaurar desde

Revertir

Snapshot

Enviar comentarios

Es posible mejorar la interfaz de usuario web del software Element y solucionar cualquier
problema con la interfaz de usuario mediante el formulario de comentarios al que se
puede acceder en toda la interfaz de usuario.

1.

. Introduzca la informacion que corresponda en los campos Summary y Description.

o o0 A WD

En cualquier pagina de la interfaz de usuario del elemento, haga clic en el boton Comentarios.

. Adjunte las capturas de pantalla que le ayuden.
. Introduzca un nombre y una direccion de correo electronico.
. Active la casilla para incluir datos sobre su entorno actual.

. Haga clic en Enviar.

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element"

"Plugin de NetApp Element para vCenter Server"

Gestionar cuentas

Gestionar cuentas

En los sistemas de almacenamiento de SolidFire, los inquilinos pueden utilizar las
cuentas para permitir que los clientes se conecten a volumenes en un cluster. Cuando
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crea un volumen, este se asigna a una cuenta especifica. También se pueden gestionar
cuentas de administrador de cluster para un sistema de almacenamiento SolidFire.

* "Trabaje con cuentas que utilicen CHAP"

» "Gestione cuentas de usuario administrador del clister"

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Trabaje con cuentas que utilicen CHAP

En los sistemas de almacenamiento de SolidFire, los inquilinos pueden utilizar las
cuentas para permitir que los clientes se conecten a volumenes en un cluster. Una
cuenta contiene la autenticacion mediante protocolo de autenticacion por desafio mutuo
(CHAP) que se necesita para acceder a los volumenes que tiene asignados. Cuando
crea un volumen, este se asigna a una cuenta especifica.

Una cuenta puede tener hasta 2000 volumenes asignados, pero un volumen solo puede pertenecer a una
cuenta.

Algoritmos CHAP

A partir de Element 12.7, se admiten los algoritmos CHAP SHA1, SHA-256 y SHA3-256 compatibles con
FIPS. Cuando un iniciador de iSCSI de host crea una sesion iSCSI con un destino iISCSI de Element, solicita
una lista de algoritmos CHAP que utilizar. El destino iSCSI de Element elige el primer algoritmo que admite en
la lista solicitada por el iniciador iISCSI del host. Para confirmar que el destino iSCSI de Element elige el
algoritmo mas seguro, debe configurar el iniciador iISCSI del host para que envie una lista de algoritmos
ordenados de la mas segura, por ejemplo, SHA3-256, a la menos segura, por ejemplo, SHA1 o MD5. Cuando
el iniciador iISCSI del host no solicita los algoritmos SHA, el destino iISCSI de Element elige MD5, suponiendo
que la lista de algoritmos propuesta del host contenga MD5. Es posible que necesite actualizar la
configuracion del iniciador iSCSI del host para habilitar la compatibilidad con los algoritmos seguros.

Durante una actualizacién de Element 12,7 o una version posterior, si ya se actualizé la configuracion del
iniciador de iSCSI del host para enviar una solicitud de sesién con una lista que incluye algoritmos SHA, al
reiniciar los nodos de almacenamiento, se activan los nuevos algoritmos seguros y se establecen sesiones
iISCSI nuevas o reconectadas con el protocolo mas seguro. Todas las sesiones iSCSI existentes pasan de
MD5 a SHA durante la actualizacién. Si no se actualiza la configuracion del iniciador iISCSI host para solicitar
SHA, las sesiones iSCSI existentes seguiran utilizando MD5. Posteriormente, después de actualizar los
algoritmos CHAP del iniciador iSCSI del host, las sesiones iSCSI deberian realizar una transicion gradual de
MD5 a SHA a lo largo del tiempo en funcién de las actividades de mantenimiento que den lugar a la
reconexion de sesiones iSCSI.

Por ejemplo, el iniciador de iSCSI del host predeterminado en Red Hat Enterprise Linux (RHEL) 8.3 tiene el
node.session.auth.chap algs = SHA3-256,SHA256, SHAL,MD5 Si se establecen comentarios, los
resultados del iniciador iISCSI solo se obtienen con MD5. Si no se hace comentarios sobre esta configuracion
en el host y se reinicia el iniciador de iSCSI, se activan las sesiones iISCSI desde ese host para comenzar a
utilizar SHA3-256.

Si es necesario, puede utilizar la "ListISCSISessions" Método API para ver los algoritmos CHAP que se
utilizan para cada sesion.
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Crear una cuenta

Es posible crear una cuenta para permitir el acceso a los volumenes.
Cada nombre de cuenta del sistema debe ser exclusivo.

1. Seleccione Administracion > Cuentas.
2. Haga clic en Crear cuenta.
3. Introduzca un Nombre de usuario.

4. En la seccion Configuracion CHAP, introduzca la siguiente informacion:

@ Puede dejar los campos de credenciales vacios para que cualquier contrasefia se genere
automaticamente.

o Secreto de iniciador para la autenticacion de sesion de nodo CHAP.
o Secreto de destino para la autenticacién de sesién de nodo CHAP.

5. Haga clic en Crear cuenta.

Ver los detalles de la cuenta

La actividad de rendimiento de cada cuenta se puede ver como un grafico.

El grafico proporciona informacién de I/o y rendimiento de la cuenta. Los niveles de actividad promedio y pico
se muestran en incrementos de periodos de informe de 10 segundos. Estas estadisticas incluyen la actividad
de todos los volumenes asignados a la cuenta.

1. Seleccione Administraciéon > Cuentas.

2. Haga clic en el icono Actions de una cuenta.

3. Haga clic en Ver detalles.

Estos son algunos de los detalles:

Estado: El estado de la cuenta. Los posibles valores son los siguientes:
o Active: Una cuenta activa.
> Locked: Una cuenta bloqueada.
> Deleted: Una cuenta que se ha eliminado y purgado.
* Volumenes activos: Numero de volumenes activos asignados a la cuenta.

» Compresion: La puntuacion de eficiencia de compresion para los volumenes asignados a la cuenta.

Deduplicacién: La puntuacién de eficiencia de deduplicacion para los volumenes asignados a la cuenta.

* Thin Provisioning: La puntuacién de eficiencia de thin provisioning para los volimenes asignados a la
cuenta.

« Eficiencia general: La puntuacion de eficiencia general para los volumenes asignados a la cuenta.

Editar una cuenta

Una cuenta se puede editar para cambiar el estado, cambiar los secretos de CHAP o modificar el nombre de
la cuenta.
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Si se modifica la configuracion de CHAP en una cuenta o se quitan los iniciadores o los volimenes de un
grupo de acceso, se podria interrumpir el acceso de los iniciadores a los volimenes de forma inesperada.
Para asegurarse de que no se interrumpira el acceso a los volumenes de forma inesperada, siempre debe
cerrar las sesiones iSCSI afectadas por alguno de los cambios en la cuenta o en el grupo de acceso.
Asimismo, compruebe que los iniciadores pueden volver a conectarse con los volumenes una vez que se
hayan realizado los cambios en la configuracion del iniciador y la configuracion del cluster.

Los volumenes persistentes asociados con servicios de gestion se asignan a una cuenta nueva
que se crea durante la instalacién o la actualizacion. Si utiliza volumenes persistentes, no
modifique o elimine su cuenta asociada.

1. Seleccione Administracion > Cuentas.
Haga clic en el icono Actions de una cuenta.
En el menu que se abre, seleccione Editar.

Opcional: edite el Nombre de usuario.

o ~ N

Opcional: haga clic en la lista desplegable Estado y seleccione un estado diferente.

Al cambiar el estado a Locked se cierran todas las conexiones iSCSI a la cuenta y ya no se
puede acceder a ella. Los volimenes asociados con la cuenta se mantienen, pero ya no se
podran detectar los volumenes con iSCSI.

6. Opcional: en Configuracion CHAP, edite las credenciales Secreto de iniciador y Secreto de destino
utilizadas para la autenticacion de sesién de nodo.

@ Si no cambia las credenciales Configuraciéon CHAP, seguiran siendo las mismas. Si deja
vacios los campos de las credenciales, el sistema generara contrasefias nuevas.

7. Haga clic en Guardar cambios.

Eliminar una cuenta

Una cuenta se puede eliminar cuando ya no se necesita.

Debe eliminar y purgar los volimenes asociados con la cuenta antes de eliminarla.

Los volumenes persistentes asociados con servicios de gestion se asignan a una cuenta nueva
que se crea durante la instalacién o la actualizacion. Si utiliza volumenes persistentes, no
modifique o elimine su cuenta asociada.

1. Seleccione Administracion > Cuentas.
2. Haga clic en el icono Actions de la cuenta que quiera eliminar.
3. En el menu que se abre, seleccione Eliminar.

4. Confirme la accion.

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"
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Gestione cuentas de usuario administrador del cluster

Para gestionar las cuentas de administrador de cluster correspondientes a un sistema de
almacenamiento de SolidFire, debe crear, eliminar y editar cuentas de administrador de
cluster, cambiar la contrasefia de administrador de cluster y configurar las opciones de
LDAP para gestionar el acceso a los usuarios al sistema.

Tipos de cuenta de administrador del cluster de almacenamiento

Existen dos tipos de cuentas de administrador que pueden existir en un clister de almacenamiento que
ejecuta el software NetApp Element: La cuenta de administrador de cluster principal y una cuenta de
administrador de cluster.

* Cuenta de administrador del cluster principal

Esta cuenta de administrador se crea cuando se crea el cluster. Es |la cuenta administrativa principal con el
nivel de acceso al cluster mas alto. Esta cuenta es similar a un usuario raiz en un sistema Linux. Puede
cambiar la contrasena de esta cuenta de administrador.

» Cuenta de administrador de cluster

Puede conceder a una cuenta de administrador de cluster una gama limitada de accesos de administrador
para realizar determinadas tareas dentro de un cluster. Las credenciales que se asignan a cada cuenta de
administrador de cluster sirven para autenticar las solicitudes de la APl y la interfaz de usuario de Element
dentro del sistema de almacenamiento.

Se necesita una cuenta de administrador de cluster local (Qque no sea LDAP) para acceder a los
nodos activos en un cluster a través de la interfaz de usuario por nodo. No se necesitan
credenciales de cuenta para acceder a un nodo que aun no forme parte de un cluster.

Ver los detalles de administrador del clister

1. Si desea crear una cuenta de administrador de cluster (que no sea LDAP) para todo el cluster, realice las
siguientes acciones:

a. Haga clic en usuarios > Administradores de cluster.

2. En la pagina Cluster Admins de la pestafia Users, puede ver la siguiente informacion.

> ID: Numero secuencial asignado a la cuenta de administrador del cluster.
o Nombre de usuario: El nombre otorgado a la cuenta de administrador del cluster cuando se creo.

o Acceso: Los permisos de usuario asignados a la cuenta de usuario. Los posibles valores son los
siguientes:

= lea

= creacion de informes
* nodos

= unidades

= volumenes

= cuentas

15



= Administradores de clusteres
= administrador

= SupportAdmin

Todos los permisos estan disponibles para el tipo de acceso del administrador.

@ Existen tipos de acceso disponibles a través de la APl que no estan disponibles en la
interfaz de usuario de Element.

> Tipo: El tipo de administrador de cluster. Los posibles valores son los siguientes:
= Cluster
= LDAP
o Atributos: Si la cuenta de administrador de cluster se cre6 mediante la API de elemento, esta

columna muestra cualquier par nombre-valor que se haya establecido utilizando ese método.

Ver"Referencia de API del software NetApp Element" .

Cree una cuenta de administrador de cluster

Es posible crear nuevas cuentas de administrador de cluster con permisos para conceder o restringir el
acceso a determinadas areas del sistema de almacenamiento. Cuando se configuran los permisos de la
cuenta de administrador del cluster, el sistema otorga derechos de solo lectura a aquellos permisos que no se
asignen al administrador del cluster.

Si desea crear una cuenta de administrador de cluster LDAP, asegurese de que LDAP esté configurado en el
cluster antes de comenzar.

"Habilite la autenticacion de LDAP con la interfaz de usuario de Element"

Mas adelante, los privilegios de la cuenta de administrador de cluster se pueden cambiar para crear informes,
nodos, unidades, volumenes, cuentas y acceso a nivel de cluster. Cuando habilita un permiso, el sistema
asigna acceso de escritura para ese nivel. Para los niveles que no se seleccionan, el sistema concede al
usuario administrador acceso de solo lectura.

También es posible quitar mas adelante cualquier cuenta de usuario administrador de cluster que haya creado
un administrador del sistema. Sin embargo, no es posible quitar la cuenta de administrador de cluster principal
que se generd al crear el cluster.

1. Si desea crear una cuenta de administrador de cluster (que no sea LDAP) para todo el cluster, realice las
siguientes acciones:
a. Haga clic en usuarios > Administradores de cluster.
b. Haga clic en Crear administrador de cluster.
Seleccione el tipo de usuario Cluster.
Introduzca un nombre de usuario y una contrasefa para la cuenta y confirme la contrasefa.

Seleccione los permisos de usuario que se van a aplicar a la cuenta.

-~ ©®© o o

Active la casilla con la que se acepta el contrato de licencia para usuario final de.

Haga clic en Crear administrador de cluster.

@
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2. Para crear una cuenta de administrador de cluster en el directorio LDAP, realice las siguientes acciones:

a. Haga clic en Cluster > LDAP.
b. Asegurese de que la autenticacion LDAP esta habilitada.

c. Haga clic en probar autenticacion de usuario y copie el nombre completo que aparece para el
usuario o uno de los grupos de los que el usuario es miembro para poder pegarlo mas tarde.

d. Haga clic en usuarios > Administradores de cluster.
e. Haga clic en Crear administrador de cluster.

f. Seleccione el tipo de usuario LDAP.

g. En el campo Nombre distintivo, siga el ejemplo del cuadro de texto para introducir un nombre completo

distintivo para el usuario o grupo. Como alternativa, péguela desde el nombre distintivo que copio
anteriormente.

Si el nombre distintivo forma parte de un grupo, cualquier usuario que sea miembro de dicho grupo en

el servidor LDAP tendra permisos de esta cuenta de administrador.

Para agregar usuarios o grupos de administracion de cluster LDAP, el formato general del nombre de

usuario es "'LDAP:<Full Distinguished Name>""

a. Seleccione los permisos de usuario que se van a aplicar a la cuenta.
b. Active la casilla con la que se acepta el contrato de licencia para usuario final de.

¢. Haga clic en Crear administrador de cluster.

Edite los permisos de administrador del cluster

Los privilegios de la cuenta de administrador de cluster se pueden cambiar para crear informes, nodos,
unidades, volumenes y cuentas. y acceso a nivel de cluster. Cuando habilita un permiso, el sistema asigna
acceso de escritura para ese nivel. Para los niveles que no se seleccionan, el sistema concede al usuario
administrador acceso de solo lectura.

1.

Haga clic en usuarios > Administradores de cluster.

2. Haga clic en el icono Actions del administrador de cluster que quiera editar.
3. Haga clic en Editar.

4.
5

Seleccione los permisos de usuario que se van a aplicar a la cuenta.

. Haga clic en Guardar cambios.

Cambiar contrasenas de las cuentas de administrador del cluster

Es posible usar la interfaz de usuario de Element para cambiar las contrasefias de administrador de cluster.

1,
2
3.
4.
5.

Haga clic en usuarios > Administradores de cluster.

Haga clic en el icono Actions del administrador de cluster que quiera editar.
Haga clic en Editar.

En el campo Change Password, introduzca una contrasefia nueva y confirmela.

Haga clic en Guardar cambios.

Informacion relacionada
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"Obtenga mas informacion sobre los tipos de acceso disponibles para las APl de Element"
"Habilite la autenticacién de LDAP con la interfaz de usuario de Element"
"Deshabilite LDAP"

"Plugin de NetApp Element para vCenter Server"

Gestione LDAP

Puede configurar el protocolo ligero de acceso a directorios (LDAP) para habilitar la
funcionalidad de inicio de sesion seguro basado en directorios en el almacenamiento de
SolidFire. Se puede configurar LDAP en el nivel del cluster y autorizar grupos y usuarios
de LDAP.

La gestién de LDAP implica configurar la autenticacion LDAP en un cluster de SolidFire mediante un entorno
de Microsoft Active Directory existente y probar la configuracion.

@ Es posible usar tanto direcciones IPv4 como IPv6.

Habilitar LDAP implica los siguientes pasos de alto nivel, descritos con detalle:

1.

Completar los pasos de preconfiguracion para compatibilidad con LDAP. Valide tener todos los
detalles necesarios para configurar la autenticacion LDAP.

Activar autenticacion LDAP. Use la interfaz de usuario de Element o la AP| de Element.

Validar la configuracion LDAP. De manera opcional, compruebe que el clister se haya configurado con
los valores correctos ejecutando el método API GetLdapConfiguration o comprobando la configuracién
LCAP mediante la interfaz de usuario de Element.

. Pruebe la autenticacion LDAP (con la readonly usuario). Compruebe que la configuracion de LDAP

sea correcta mediante la ejecucion del método API TestLdapAuthentication o mediante la interfaz de
usuario de Element. Para esta prueba inicial, utilice el nombre de usuario «<sAMAccountName» del
readonly usuario. Esto validara que su cluster esté configurado correctamente para la autenticacion
LDAP y también validara que el readonly las credenciales y el acceso son correctos. Si este paso falla,
repita los pasos del 1 al 3.

Pruebe la autenticacion LDAP (con una cuenta de usuario que desea agregar). Repita setp 4 con una
cuenta de usuario que desee agregar como administrador de cluster de Element. Copie el
distinguished Nombre (DN) o usuario (o grupo). Este DN se utilizara en el paso 6.

Agregue el administrador del clister LDAP (copie y pegue el DN del paso probar autenticaciéon LDAP).
Mediante la interfaz de usuario de Element o el método API AddLdapClusterAdmin, cree un nuevo usuario
administrador de cluster con el nivel de acceso adecuado. Para el nombre de usuario, pegue el DN
completo que ha copiado en el paso 5. Esto asegura que el DN esta formateado correctamente.

Pruebe el acceso de administrador del clister. Inicie sesion en el cluster con el usuario administrador
del cluster LDAP recién creado. Si agregé un grupo LDAP, puede iniciar sesidon como cualquier usuario de
ese grupo.

Complete los pasos previos de configuracion para ser compatible con LDAP

Antes de habilitar la compatibilidad con LDAP en Element, debe configurar un servidor de Windows Active
Directory y realizar otras tareas previas a la configuracion.

Pasos
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1. Configure un servidor de Active Directory de Windows.
2. Opcional: Activar soporte LDAPS.
3. Crear usuarios y grupos.

4. Cree una cuenta de servicio de sélo lectura (como «sfreadonly») que se utilizara para buscar en el
directorio LDAP.

Habilite la autenticacion de LDAP con la interfaz de usuario de Element

Puede configurar la integracion del sistema de almacenamiento con un servidor LDAP existente. De este
modo, los administradores de LDAP pueden gestionar de forma centralizada el acceso al sistema de
almacenamiento para los usuarios.

Es posible configurar LDAP con la interfaz de usuario de Element o la AP| de Element. Este procedimiento
describe como configurar LDAP mediante la interfaz de usuario de Element.

Este ejemplo muestra cémo configurar la autenticacion LDAP en SolidFire y utiliza SearchAndBind como
tipo de autenticacion. En el ejemplo se utiliza un solo servidor de Active Directory de Windows Server 2012
R2.

Pasos
1. Haga clic en Cluster > LDAP.

2. Haga clic en Si para activar la autenticacion LDAP.
3. Haga clic en Agregar un servidor.

4. Introduzca Nombre de host/direccion IP.
@ También puede introducir un numero de puerto personalizado opcional.

Por ejemplo, para afiadir un numero de puerto personalizado, introduzca <host name or ip address>:<port
number>

5. Opcional: Seleccione Use LDAPS Protocol.

6. Introduzca la informacidn necesaria en Ajustes generales.
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LDAF Servers

Host Name/IP Address 192.168.9.99
Remove
Use LDAPS Protocol
General Settings
Auth Type Search and Bind v
Search Bind DN msmyth@thesmyths.ca
Search Bind Password e.g. passworg Show password

User Search Base DN OU=Home users,DC=thesmyths,DC=ca
User Search Filter  (&(objectClass=person){|(sAMAccountName=%USER

Group Search Type Active Directory .

Group Search Base DN OU=Home users,DC=thesmyths, DC=ca

Save Changes

7. Haga clic en Activar LDAP.
8. Haga clic en probar autenticaciéon de usuario si desea probar el acceso al servidor para un usuario.

9. Copie la informacion del nombre distintivo y del grupo de usuarios que aparece para usarla mas adelante
cuando se crean administradores de cluster.

10. Haga clic en Guardar cambios para guardar cualquier configuracion nueva.
11. Para crear un usuario en este grupo de modo que cualquiera pueda iniciar sesién, realice lo siguiente:

a. Haga clic en Usuario > Ver.
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Create a New Cluster Admin

Select User Type

Cluster ® LDAP

Enter User Details

Distinguished Name

CN=StorageAdmins,OU=Home
users,DC=thesmyths,DC=ca

Select User Permissions

) Reporting U violumes
L) Nodes L) Accounts
L) Drives L Cluster Admin

Accept the Following End User License
Agreement

b. Para el nuevo usuario, haga clic en LDAP para el tipo de usuario y pegue el grupo que copi6 en el
campo Nombre distintivo.

c. Seleccione los permisos, normalmente todos los permisos.
d. Desplacese hasta el Contrato de licencia para el usuario final y haga clic en Acepto.

e. Haga clic en Crear administrador de cluster.

Ahora tiene un usuario con el valor de un grupo de Active Directory.

Para probarlo, cierre sesién en la interfaz de usuario del elemento y vuelva a iniciarla como usuario en ese
grupo.

Habilite la autenticacion de LDAP con la APl de Element

Puede configurar la integracion del sistema de almacenamiento con un servidor LDAP existente. De este
modo, los administradores de LDAP pueden gestionar de forma centralizada el acceso al sistema de
almacenamiento para los usuarios.

21



Es posible configurar LDAP con la interfaz de usuario de Element o la API| de Element. Este procedimiento
describe como configurar LDAP mediante la API de Element.

Para aprovechar la autenticacion LDAP en un cluster de SolidFire, primero debe habilitar la autenticacion
LDAP en el cluster mediante el EnableLdapAuthentication Método API.

Pasos

1. Habilite la autenticacion LDAP primero en el clister de mediante el EnableLdapAuthentication
Método API.

2. Especifique la informacion obligatoria.

"method" :"EnablelLdapAuthentication",

"params" : {

"authType": "SearchAndBind",
"groupSearchBaseDN": "dc=prodtest,dc=solidfire,dc=net",
"groupSearchType": "ActiveDirectory",
"searchBindDN": "SFReadOnly@prodtest.solidfire.net",
"searchBindPassword": "ReadOnlyPW",
"userSearchBaseDN": "dc=prodtest,dc=solidfire,dc=net ",
"userSearchFilter":

" (& (objectClass=person) (sAMAccountName=%USERNAMES%) )"
"serverURIs": [

"ldap://172.27.1.189",

by
"id" . "l"

3. Cambie los valores de los siguientes parametros:

Parametros utilizados Descripcion

AuthType: SearchAndBind Dicta que el cluster utilizara la cuenta de servicio
readonly para buscar primero el usuario que se va a
autenticar y, a continuacion, enlazar ese usuario si
se encuentra y se autentica.

GroupSearchBaseDN: Especifica la ubicacién en el arbol LDAP para

dc=prodtest,dc=solidfire,dc=net comenzar a buscar grupos. Para este ejemplo,
hemos utilizado la raiz de nuestro arbol. Si su arbol
LDAP es muy grande, quizas desee establecer este
arbol en un subarbol mas granular para reducir los
tiempos de busqueda.
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Parametros utilizados

UserSearchBaseDN:
dc=prodtest,dc=solidfire,dc=net

GroupSearchType: ActiveDirectory

userSearchFilter:
“ (& (objectClass=person) (sAMAccoun
tName=%USERNAMES%) ) 7

Para utilizar userPrincipalName (direccion de correo
electrénico para el inicio de sesion), puede cambiar
userSearchFilter a:

“ (& (objectClass=person) (userPrinc
ipalName=%USERNAMES) ) ”

O bien, para buscar userPrincipalName y
sAMAccountName, puede usar el siguiente
usuarioSearchFilter:

“ (& (objectClass=person) (

Utiliza sAMAccountName como nombre de usuario
para iniciar sesion en el cluster de SolidFire. Esta
configuracion indica a LDAP que busque el nombre
de usuario especificado durante el inicio de sesion
en el atributo sAMAccountName y que también
limite la busqueda a entradas que tengan "'Person
como valor en el atributo objectClass.

Es el nombre completo del usuario readonly que se
utilizara para buscar en el directorio LDAP. Para un
directorio activo suele ser mas facil utilizar
userPrincipalName (formato de direccién de correo
electrénico) para el usuario.

Descripcion

Especifica la ubicacién en el arbol LDAP para
comenzar a buscar usuarios. Para este ejemplo,
hemos utilizado la raiz de nuestro arbol. Si su arbol
LDAP es muy grande, quizas desee establecer este
arbol en un subarbol mas granular para reducir los
tiempos de busqueda.

Utiliza el servidor de Windows Active Directory
como servidor LDAP.

(SAMAccountName=%USERNAME%)(userPrincipa
IName=%USERNAME%))”" ----

SearchBindDN

SearchBindPassword

Para probarlo, cierre sesion en la interfaz de usuario del elemento y vuelva a iniciarla como usuario en ese

grupo.
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Ver los detalles de LDAP

Consulte la informacion de LDAP en la pagina LDAP de la pestana Cluster.

®

Debe habilitar LDAP para ver estas opciones de configuracion de LDAP.

1. Para ver los detalles de LDAP con la interfaz de usuario de Element, haga clic en Cluster > LDAP.

o

o

o

Nombre de host/Direccion IP: Direccion de un servidor de directorio LDAP o LDAPS.

Tipo de autenticacién: El método de autenticacidn de usuario. Los posibles valores son los
siguientes:

= Enlace directo
= Busqueda y vinculacion

Buscar Bind DN: Un DN completo con el que conectarse para realizar una busqueda LDAP del
usuario (necesita acceso de nivel de enlace al directorio LDAP).

Buscar Contrasena de enlace: Contrasefa utilizada para autenticar el acceso al servidor LDAP.

User Search base DN: El DN base del arbol utilizado para iniciar la busqueda del usuario. El sistema
busca el subarbol de la ubicacién especificada.

Filtro de busqueda de usuario: Introduzca lo siguiente utilizando su nombre de dominio:

(& (objectClass=person) (| (sAMAccountName=%USERNAMES%) (userPrincipalName=%USERN
AMES) ) )

Tipo de busqueda de grupo: Tipo de busqueda que controla el filtro de busqueda de grupo
predeterminado utilizado. Los posibles valores son los siguientes:

= Active Directory: Pertenencia anidada de todos los grupos LDAP de un usuario.

= No hay grupos: Ningun soporte de grupo.

= DN de miembro: Grupos de tipo DN de miembro (un nivel).

DN base de busqueda de grupo: El DN base del arbol utilizado para iniciar la busqueda de grupo. El
sistema busca el subarbol de la ubicacion especificada.

Probar autenticacion de usuario: Después de configurar LDAP, utilice esta opcioén para probar la
autenticacién de nombre de usuario y contrasefa para el servidor LDAP. Introduzca una cuenta que ya
existe para probarlo. Se muestra la informacion relacionada con el nombre distintivo y el grupo de
usuarios, que se puede copiar para usarlo mas adelante al crear administradores de cluster.

Pruebe la configuracion de LDAP

Después de configurar LDAP, debe probarla mediante la interfaz de usuario de Element o la API de Element
TestLdapAuthentication método.

Pasos

1. Para probar la configuracion de LDAP con la interfaz de usuario de Element, haga lo siguiente:

a.
b.

C.
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Haga clic en Cluster > LDAP.
Haga clic en probar autenticacion LDAP.

Resuelva cualquier problema utilizando la informacién de la siguiente tabla:



Mensaje de error Descripcion

» El usuario que se esta probando no se
xLDAPUserNotFound encontro en el configurado
userSearchBaseDN subarbol.

* LauserSearchFilter esta configurado
incorrectamente.

* El nombre de usuario que se esta probando
xLDAPBindFailed (Error: Invalid es un usuario LDAP valido, pero la

credentials) contrasefia proporcionada es incorrecta.

* El nombre de usuario que se esta probando
es un usuario LDAP valido, pero la cuenta
esta deshabilitada actualmente.

El URI del servidor LDAP es incorrecto.
xLDAPSearchBindFailed (Error:

Can't contact LDAP server)

El nombre de usuario o la contrasefia de solo
xLDAPSearchBindFailed (Error: lectura estan configurados incorrectamente.

Invalid credentials)

La userSearchBaseDN No es una ubicacion
xLDAPSearchFailed (Error: No valida dentro del arbol LDAP.

such object)

* La userSearchBaseDN No es una ubicaciéon
xLDAPSearchFailed (Error: valida dentro del arbol LDAP.

Referral
) * La userSearchBaseDNYy..

groupSearchBaseDN Estan en una unidad
organizativa anidada. Esto puede provocar
problemas de permisos. La solucién
alternativa es incluir la unidad organizativa en
las entradas DN base de usuario y grupo (por
ejemplo: ou=storage, cn=company,
cn=com)

2. Para probar la configuracién de LDAP con la APl de Element, haga lo siguiente:

a. Llame al método TestLdapAuthentication.
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"method" :"TestLdapAuthentication",
"params": {
"username" :"adminl",
"password":"adminlPASS

I
Ty

b. Revise los resultados. Si la llamada API es correcta, los resultados incluyen el nombre completo del
usuario especificado y una lista de grupos en los que el usuario es miembro.

{
"id": 1
"result": {
"groups": [

"CN=StorageMgmt, OU=PTUsers, DC=prodtest, DC=solidfire, DC=net"
1,
"userDN": "CN=Adminl
Jones, OU=PTUsers, DC=prodtest, DC=solidfire, DC=net"
}

Deshabilite LDAP

Es posible deshabilitar la integracion de LDAP con la interfaz de usuario de Element.

Antes de comenzar, debe tener en cuenta todas las opciones de configuracion, ya que al deshabilitar LDAP se
borran todas las opciones.

Pasos
1. Haga clic en Cluster > LDAP.

2. Haga clic en no.

3. Haga clic en Desactivar LDAP.

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Gestione su sistema
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Gestione su sistema

Puede gestionar el sistema en la interfaz de usuario de Element. Esto incluye habilitar la
autenticacion multifactor, gestionar la configuracién de clusteres, admitir estandares de
procesamiento de informacion federal (FIPS) y el uso de gestidn de claves externa.

"Habilite la autenticacién multifactor"
"Configure las opciones del cluster"
"Cree un cluster que admita unidades FIPS"

"Comience con la gestion de claves externas"

Si quiere mas informacion

"Documentacién de SolidFire y el software Element"

"Plugin de NetApp Element para vCenter Server"

Habilite la autenticacion multifactor

Configure la autenticacion de muiltiples factores

La autenticacion multifactor (MFA) utiliza un proveedor de identidades (IDP) de terceros
a través del lenguaje de marcado de asercidon de seguridad (SAML) para gestionar las
sesiones de usuario. La MFA permite a los administradores configurar factores
adicionales de autenticacion segun sea necesario, como la contraseia y los mensajes de
texto, y la contrasefa y los mensajes de correo electronico.

Es posible usar estos pasos basicos a través de la APl de Element para configurar el cluster con el fin de
utilizar la autenticacion multifactor.

Los detalles de cada método de la API se pueden encontrar en el "Referencia de la API de Element".

1.

4,

Cree una nueva configuracion de un proveedor de identidades (IDP) de terceros para el cluster llamando
al siguiente método de API y pasando los metadatos de IDP en formato JSON:
CreateIdpConfiguration

Los metadatos de IDP, en formato de texto sin formato, se recuperan del IDP de terceros. Estos metadatos
se deben validar para asegurarse de que estan formateados correctamente en JSON. Hay numerosas
aplicaciones de formateador JSON disponibles que puede utilizar, por
ejemplo:https://freeformatter.com/json-escape.html.

Recupere los metadatos del cluster, a través de spMetadataUrl, para copiar al IDP de terceros llamando al
siguiente método API: ListIdpConfigurations

SpMetadataUrl es una URL que se utiliza para recuperar metadatos del proveedor de servicios del cluster
para el IDP con el fin de establecer una relacion de confianza.

Configure las afirmaciones SAML en el IDP de terceros para incluir el atributo "NamelD™ para identificar
de forma exclusiva a un usuario para el registro de auditorias y para que Single Logout funcione
correctamente.

Cree una o varias cuentas de usuario administrador del cluster autenticadas por un IDP de terceros para
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su autorizacion, llamando al siguiente método APl:AddIdpClusterAdmin

El nombre de usuario del administrador del cluster IDP debe coincidir con el mapa de
nombre/valor del atributo SAML del efecto deseado, como se muestra en los siguientes
ejemplos:

o Email=bob@company.com — donde el IDP esta configurado para liberar una direccion de correo

electrénico en los atributos SAML.

o Group=cluster-Administrator: Donde el IDP esta configurado para liberar una propiedad de grupo en la
que todos los usuarios deberian tener acceso. Tenga en cuenta que el emparejamiento nombre/valor
del atributo SAML distingue mayusculas y minusculas por motivos de seguridad.

5. Habilite la MFA para el cluster llamando al siguiente método API: EnableIdpAuthentication

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Informacién adicional para la autenticacion multifactor

Debe conocer las siguientes advertencias en relacion con la autenticacion de multiples
factores.

 Para actualizar los certificados de IDP que ya no son validos, debera usar un usuario administrador no IDP
para llamar al siguiente método API: UpdateIdpConfiguration

» La MFA es incompatible con certificados con una longitud inferior a 2048 bits. De manera predeterminada,
se crea un certificado SSL de 2048 bits en el cluster. Debe evitar establecer un certificado de menor
tamano cuando llame al método de API: SetSSLCertificate

Si el cluster utiliza un certificado que sea inferior a 2048 bits antes de la actualizacion, el
@ certificado del cluster debe actualizarse con un certificado de 2048 bits o superior después
de la actualizacion a Element 12.0 o una version posterior.

* Los usuarios del administrador de IDP no pueden utilizarse para realizar llamadas de API directamente
(por ejemplo, mediante SDK o Postman) o para otras integraciones (por ejemplo, OpenStack Cinder o el
complemento vCenter). Si necesita crear usuarios que tengan estas capacidades, afiada usuarios bien al
administrador del cluster LDAP o usuarios de administrador del cluster local.

Obtenga mas informacion

» "Gestionar el almacenamiento con la AP| de Element"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Configure las opciones del cluster

Habilite y deshabilite el cifrado en reposo para un cliuster

Con los clusteres de SolidFire, puede cifrar todos los datos en reposo almacenados en
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unidades del cluster. Puede habilitar la proteccion en todo el cluster de unidades de
autocifrado (SED) mediante cualquiera de los dos "cifrado basado en hardware o
software en reposo”.

Puede habilitar el cifrado de hardware en reposo mediante la interfaz de usuario o la APl de Element. La
habilitacion de la funcién de cifrado de hardware en reposo no afecta al rendimiento o la eficiencia del cluster.
Puede habilitar el cifrado de software en reposo Unicamente mediante la API de Element.

El cifrado basado en hardware en reposo no esta habilitado de forma predeterminada durante la creacion de
clusteres, y se puede habilitar o deshabilitar desde la interfaz de usuario de Element.

En los clusteres de almacenamiento all-flash de SolidFire, el cifrado del software en reposo
debe habilitarse durante la creacion del cluster y no se puede deshabilitar una vez que se ha
creado el cluster.

Lo que necesitara
* Tiene privilegios de administrador de cluster para habilitar o modificar la configuracion de cifrado.

« Para el cifrado basado en hardware en reposo, se ha asegurado de que el cluster esta en estado correcto
antes de cambiar la configuracién de cifrado.

+ Si va a deshabilitar el cifrado, debe haber dos nodos participando en un cluster para acceder a la clave
para deshabilitar el cifrado en una unidad.

Comprobar el cifrado en estado de reposo

Para ver el estado actual del cifrado en reposo y/o el cifrado de software en reposo en el cluster, use el
"GetClusterInfo" método. Puede utilizar el "GetSoftwareEncryptionAtRestInfo" método para obtener
informacién que utiliza el cluster para cifrar datos en reposo.

@ La consola de interfaz de usuario del software Element en https://<MVIP>/ actualmente,
solo muestra el cifrado en estado de reposo para el cifrado basado en hardware.

Opciones
» Habilite el cifrado basado en hardware en reposo

» Habilite el cifrado basado en software en reposo

« Deshabilite el cifrado basado en hardware en reposo

Habilite el cifrado basado en hardware en reposo
Para habilitar el cifrado en reposo mediante una configuracion de gestion de claves externa,

debe habilitar el cifrado en reposo a través de la "API". Al habilitar el uso del botén existente de
la interfaz de usuario de Element, se revierten al uso de claves generadas internamente.

1. En la interfaz de usuario de Element, seleccione Cluster > Settings.

2. Seleccione Activar cifrado en reposo.
Habilite el cifrado basado en software en reposo

@ El cifrado de software en reposo no se puede deshabilitar una vez que se habilita en el cluster.
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1. Durante la creacion del cluster, ejecute el "cree el método de cluster" con
enableSoftwareEncryptionAtRest establezca en true.

Deshabilite el cifrado basado en hardware en reposo

1. En la interfaz de usuario de Element, seleccione Cluster > Settings.

2. Seleccione Desactivar cifrado en reposo.

Obtenga mas informacion

* "Documentacién de SolidFire y el software Element”

* "Documentacion para versiones anteriores de SolidFire de NetApp y los productos Element"

Establezca el umbral de ocupacién del cluster

Puede cambiar el nivel en el que el sistema genera una advertencia de ocupacion de la
capacidad del cluster de bloques mediante los pasos siguientes. Ademas, puede utilizar
el método API ModifyClusterFullThreshold para cambiar el nivel en el que el sistema
genera una advertencia de bloque o metadatos.

Lo que necesitara
Debe tener privilegios de administrador del cluster.

Pasos
1. Haga clic en Cluster > Settings.

2. En la seccién Cluster Full Settings, introduzca un porcentaje en Raise a warning alert when _% capacity
remains before Helix could not recover from a node failure.

3. Haga clic en Guardar cambios.

Obtenga mas informacion

"Como se calculan los umbrales de blockSpace para el elemento”

Habilite y deshabilite Volume Load Balancing

A partir de Element 12,8, se puede usar la funcidon Volume Load Balancing para
equilibrar los volumenes entre nodos segun el IOPS real de cada volumen en lugar de
las IOPS minimas configuradas en la politica de calidad de servicio. Es posible habilitar y
deshabilitar Volume Load Balancing, que se deshabilita de manera predeterminada,
mediante la interfaz de usuario o la APl de Element.

Pasos
1. Selecciona Cluster > Ajustes.

2. En la seccién Especifico de Cluster, cambie el estado para Volume Load Balancing:
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Habilite equilibrio de carga de volumen
Seleccione Activar equilibrio de carga en IOPS real y confirme su seleccion.

Deshabilitar equilibrio de carga de volumen:
Seleccione Deshabilitar el equilibrio de carga en IOPS real y confirme su seleccion.

3. Opcionalmente, selecciona Informes > Descripcion general para confirmar el cambio de estado del
saldo en IOPS reales. Puede que tenga que desplazarse por la informacion de estado del cluster para ver
el estado.

Obtenga mas informacion

» "Habilite Volume Load Balancing mediante la API"
 "Deshabilite Volume Load Balancing mediante la API"

* "Cree y gestione politicas de calidad de servicio de volumenes"

Habilite y deshabilite el acceso al soporte

Es posible habilitar el acceso de soporte para permitir temporalmente el acceso del
personal de soporte de NetApp a los nodos de almacenamiento a través de SSH para
solucionar problemas.

Para modificar el acceso al soporte, debe tener privilegios de administrador de cluster.

1. Haga clic en Cluster > Settings.

2. En la seccion Habilitar/deshabilitar acceso de soporte, introduzca la duracion (en horas) que desea
permitir que el soporte tenga acceso.

3. Haga clic en Activar acceso de soporte.

4. Opcional: para desactivar el acceso al soporte técnico, haga clic en Desactivar acceso al soporte
técnico.

Gestione el banner de las condiciones de uso
Puede habilitar, editar o configurar un banner que contenga un mensaje para el usuario.

Opciones

Habilite el banner de las condiciones de uso Edite el banner con las condiciones de uso Deshabilite el banner
con las condiciones de uso

Habilite el banner de las condiciones de uso

Si lo desea, se puede habilitar un banner con las condiciones de uso que aparece cuando un usuario inicia
sesion en la interfaz de usuario de Element. Cuando el usuario haga clic en el banner, aparecera un cuadro de
didlogo de texto con el mensaje que haya configurado para el cluster. El banner se puede descartar cuando
desee.

Para poder habilitar la funcionalidad de las condiciones de uso, debe tener privilegios de administrador del
cluster.
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1. Haga clic en usuarios > Términos de uso.

2. En el formulario Términos de uso, introduzca el texto que desea que aparezca en el cuadro de dialogo
Términos de uso.

@ No supere los 4096 caracteres.
3. Haga clic en Activar.

Edite el banner con las condiciones de uso

Se puede editar el texto que ven los usuarios cuando seleccionan el banner de inicio de sesion de las
condiciones de uso.

Lo que necesitara
» Para poder configurar las condiciones de uso, debe tener privilegios de administrador del cluster.

* Asegurese de que la funcién de las condiciones de uso esté habilitada.

Pasos
1. Haga clic en usuarios > Términos de uso.

2. En el cuadro de dialogo Términos de uso, edite el texto que desea que aparezca.
@ No supere los 4096 caracteres.

3. Haga clic en Guardar cambios.

Deshabilite el banner con las condiciones de uso

El banner con las condiciones de uso se puede deshabilitar. Cuando se deshabilita el banner, se deja de
solicitar al usuario que acepte las condiciones de uso cuando se usa la interfaz de usuario de Element.

Lo que necesitara
» Para poder configurar las condiciones de uso, debe tener privilegios de administrador del cluster.

» Asegurese de que las condiciones de uso estén habilitadas.

Pasos
1. Haga clic en usuarios > Términos de uso.

2. Haga clic en Desactivar.

Establezca el protocolo de hora de red

Configure los servidores de protocolo de tiempo de red para que el cluster consulte

Puede indicar a cada nodo de un cluster que consulte un servidor de protocolo de tiempo
de redes (NTP) en busca de actualizaciones. El cluster solo contacta con los servidores
configurados y solicita informacion NTP de ellos.

EI NTP se utiliza para sincronizar los relojes que hay en toda una red. La conexion con un servidor NTP
interno o externo debe formar parte de la configuracion inicial del cluster.

Configure el NTP en el cluster para que apunte a un servidor NTP local. Es posible usar la direccion IP o el
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nombre de host FQDN. El servidor NTP predeterminado en el momento de crear el cluster se establece en
us.pool.ntp.org; sin embargo, no siempre es posible establecer una conexion con este sitio en funcion de la
ubicacion fisica del cluster de SolidFire.

El uso del FQDN depende de si la configuracion de DNS del nodo de almacenamiento individual esta en su
lugar y operativa. Para ello, revise la pagina requisitos de puerto de red para configurar los servidores DNS en
cada nodo de almacenamiento y asegurese de que los puertos estén abiertos.

Es posible introducir hasta cinco servidores NTP distintos.
@ Es posible usar tanto direcciones IPv4 como IPv6.

Lo que necesitara
Para poder configurar esta opcion, debe tener privilegios de administrador del cluster.

Pasos
1. Configure una lista de IP y/o FQDN en la configuracion del servidor.

2. Compruebe que DNS se haya configurado correctamente en los nodos.
3. Haga clic en Cluster > Settings.

4. En Configuracion del protocolo de tiempo de redes, seleccione no, que utiliza la configuracion NTP
estandar.

5. Haga clic en Guardar cambios.

Obtenga mas informacion

» "Configure el cluster para que escuche las transmisiones NTP"
* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Configure el cluster para que escuche las transmisiones NTP

Con el modo de retransmision, puede ordenar a cada nodo de un cluster que escuche en
la red de mensajes de retransmision de protocolo de tiempo de redes (NTP) de un
servidor determinado.

ElI NTP se utiliza para sincronizar los relojes que hay en toda una red. La conexion con un servidor NTP
interno o externo debe formar parte de la configuracién inicial del cluster.

Lo que necesitara

» Para poder configurar esta opcion, debe tener privilegios de administrador del cluster.

* Debe configurar un servidor NTP en la red como servidor de retransmision.

Pasos
1. Haga clic en Cluster > Settings.

2. Introduzca en la lista de servidores el servidor NTP o los servidores que utilizan el modo de retransmision.
3. En Configuracion del protocolo de tiempo de redes, seleccione Si para utilizar un cliente de difusion.

4. Para establecer el cliente de difusion, en el campo servidor, introduzca el servidor NTP configurado en
modo de difusion.
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5. Haga clic en Guardar cambios.

Obtenga mas informacion

+ "Configure los servidores de protocolo de tiempo de red para que el cluster consulte"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Gestionar SNMP

Obtenga mas informacion sobre SNMP

Puede configurar el protocolo simple de gestion de redes (SNMP) en el cluster.

Puede seleccionar un solicitante SNMP, seleccionar la version de SNMP que desea usar, identificar el usuario

de modelo de seguridad basado en usuario de SNMP (USM) y configurar las capturas para supervisar el
cluster de SolidFire. También permite ver y acceder a los archivos de base de informacion de gestion.

@ Es posible usar tanto direcciones IPv4 como IPv6.

Detalles de SNMP
En la pagina SNMP de la pestafia Cluster, puede ver la siguiente informacion.
» MIB SNMP
Los archivos MIB que hay disponibles para que pueda verlos o descargarlos.
» Configuracion general de SNMP

Es posible habilitar o deshabilitar SNMP. Después de habilitar SNMP, puede elegir qué version quiere usar.
Si utiliza la versién 2, puede afnadir solicitantes y, si usa la versién 3, puede configurar usuarios USM.

» Configuracion de la captura SNMP

Puede identificar los retos que quiere recibir. Puede establecer el host, el puerto y la cadena de
comunidad para cada destinatario de reto.

Configure un solicitante SNMP

Cuando se habilita la version 2 de SNMP, puede habilitar o deshabilitar un solicitante, asi
como configurar solicitantes para que reciban solicitudes SNMP autorizadas.

1. Haga clic en MENU:Cluster[SNMP].

2. En Configuracion general de SNMP, haga clic en Si para activar SNMP.
3. En la lista Version, seleccione Version 2.
4

. En la seccion Requestors, introduzca la informacion Community String y Network.

@ De forma predeterminada, la cadena de comunidad es public y la red es localhost. No
obstante, puede cambiar estas opciones predeterminadas si lo necesita.
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5. Opcional: para afadir otro solicitante, haga clic en Anadir un solicitante e introduzca la informacion
cadena de comunidad y Red.

6. Haga clic en Guardar cambios.

Obtenga mas informacion

* Configurar las capturas SNMP

» Se pueden ver los datos de objetos gestionados mediante los archivos de base de informacién de gestion

Configure un usuario USM en SNMP

Al habilitar la version 3 de SNMP, tendra que configurar un usuario USM para que reciba
las solicitudes de SNMP autorizadas.

1. Haga clic en Cluster > SNMP.

2. En Configuracion general de SNMP, haga clic en Si para activar SNMP.

3. En la lista Version, seleccione Version 3.

4. En la secciéon usuarios USM, introduzca el nombre, la contrasefia y la contrasefa.
5

. Opcional: para afiadir otro usuario USM, haga clic en Afadir usuario USM e introduzca el nombre, la
contrasefia y la frase de paso.

6. Haga clic en Guardar cambios.

Configurar las capturas SNMP

Los administradores del sistema pueden utilizar capturas SNMP, también denominadas
notificaciones, para supervisar el estado del cluster de SolidFire.

Cuando se habilitan los retos SNMP, el cluster de SolidFire genera retos asociados con las entradas del
registro de eventos y las alertas del sistema. Para recibir notificaciones SNMP, tiene que elegir los retos que
se tendrian que generar e identificar los destinatarios de la informacion del reto. De forma predeterminada, no
se genera ningun reto.

1. Haga clic en Cluster > SNMP.

2. Seleccione uno o varios tipos de solapamientos en la seccién Configuracion de solapamientos SNMP
que el sistema debe generar:

o Retos de fallo de cluster
o Retos de fallo resueltos del cluster
o Retos de evento de cluster

3. En la seccion destinatarios de la captura, introduzca la informacion de host, puerto y cadena de
comunidad para un destinatario.

4. Opcional: Para agregar otro destinatario de captura, haga clic en Agregar un destinatario de captura e
introduzca la informacion de host, puerto y cadena de comunidad.

5. Haga clic en Guardar cambios.

Se pueden ver los datos de objetos gestionados mediante los archivos de base de informacién de gestion

Es posible ver y descargar los archivos de la base de datos de informacion de
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administracion (MIB) que se usan para definir cada uno de los objetos gestionados. La
funcion SNMP admite el acceso de solo lectura a los objetos que se definen en SolidFire-
StorageCluster-MIB.

Los datos estadisticos que se proporcionan en el archivo MIB muestran la actividad del sistema en relacién a
lo siguiente:

« Estadisticas de cluster

 Estadisticas de volumen

» Estadisticas de volumenes por cuenta
« Estadisticas de nodo

» Otros datos, como informes, errores y eventos del sistema

El sistema también permite acceder al archivo MIB que contenga los puntos de acceso del nivel superior
(OIDS) a los productos SF-Series.

Pasos
1. Haga clic en Cluster > SNMP.

2. En MIB de SNMP, haga clic en el archivo MIB que desee descargar.

3. En la ventana de descarga que aparece, abra o guarde el archivo MIB.

Gestionar unidades

Cada nodo contiene una o varias unidades fisicas que se utilizan para almacenar una
parte de los datos del cluster. El cluster utiliza la capacidad y el rendimiento de la unidad
una vez que esta se ha anadido correctamente a un cluster. Es posible usar la interfaz de
usuario de Element para gestionar las unidades.

Detalles de unidades

En la pagina Drives de la pestafa Cluster, se proporciona una lista de las unidades activas del cluster. La
pagina se puede filtrar si selecciona de las pestanas Active, Available, Removing, Erasing y Failed.

Cuando se inicializa un cluster por primera vez, la lista de unidades activas esta vacia. Puede afiadir unidades
que no estén asignadas a un cluster y que aparezcan en la pestafia Available después de crear un cluster de
SolidFire nuevo.
Los siguientes elementos se muestran en la lista de unidades activas.
* ID de unidad
El numero secuencial asignado a la unidad.
* ID de nodo
El numero de nodo asignado cuando el nodo se afiade al cluster.

* Nombre de nodo

El nombre del nodo que aloja la unidad.
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* Ranura
El numero de ranura en la que la unidad se encuentra fisicamente.

» Capacidad
El tamano de la unidad, en GB.

» Serie
El numero de serie de la unidad.

* Desgaste restante
El indicador del nivel de desgaste.
El sistema de almacenamiento informa de la cantidad aproximada de desgaste disponible en cada unidad
de estado sélido (SSD) para escribir y borrar datos. Una unidad que ha consumido el 5% de los ciclos de
escritura y borrado disefiados informa del 95% de desgaste restante. El sistema no actualiza
automaticamente la informacién de desgaste de la unidad; se puede actualizar o cerrar y volver a cargar la
pagina para actualizar la informacion.

* Tipo

El tipo de unidad. El tipo puede ser de bloque o metadatos.

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Gestione los nodos

Gestione los nodos

Desde la pagina Nodes de la pestara Cluster, se pueden gestionar los nodos de
almacenamiento SolidFire y Fibre Channel.

Si un nodo que se acaba de afiadir supone mas del 50 % de la capacidad total del cluster, parte de la
capacidad de este nodo se vuelve inutilizable ("trenzado"), de modo que cumpla con la regla de capacidad.
Este sigue siendo el caso hasta que se afiada mas almacenamiento. Si se aflade un nodo muy grande que
también desobedece la regla de capacidad, el nodo que antes se habia abandonado ya no se quedara
abandonado, mientras el nodo recién afadido se vuelve abandonado. La capacidad debe afiadirse siempre
por parejas para evitar que esto suceda. Cuando un nodo se queda sin poner en cadena, se produce un error
del cluster adecuado.

Obtenga mas informacion

Afiada un nodo a un cluster

Anada un nodo a un cluster

Es posible afiadir nodos a un cluster cuando se necesita mas almacenamiento o
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después de crear el cluster. Los nodos requieren una configuracion inicial cuando se
conectan por primera vez. Una vez que se configura, aparece en la lista de nodos
pendientes y puede anadirlos a un cluster.

La version de software de cada nodo en un cluster tiene que ser compatible. Cuando afiade un nodo a un
cluster, el cluster instala la version del cluster del software NetApp Element en el nuevo nodo segun sea
necesario.

Es posible afiadir nodos de capacidad inferior o superior a un cluster existente. Es posible afiadir capacidades
de nodos superiores a un cluster para aumentar su capacidad. Cuando se afiaden nodos mas grandes a un
cluster con nodos mas pequenos, debe hacerse en parejas. De este modo se le otorga suficiente espacio para
que Double Helix pueda mover los datos en caso de que uno de los nodos superiores presente errores. Es
posible afadir capacidades de nodos mas pequefios a un cluster de nodos mas grandes para mejorar el
rendimiento.

Si un nodo que se acaba de afiadir supone mas del 50 % de la capacidad total del cluster, parte
de la capacidad de este nodo se vuelve inutilizable ("trenzado"), de modo que cumpla con la
regla de capacidad. Este sigue siendo el caso hasta que se afiada mas almacenamiento. Si se

@ afiade un nodo muy grande que también desobedece la regla de capacidad, el nodo que antes
se habia abandonado ya no se quedara abandonado, mientras el nodo recién afiadido se
vuelve abandonado. La capacidad debe afiadirse siempre por parejas para evitar que esto
suceda. Cuando un nodo se convierte en abandonado, se produce el error del cluster
strandedCapacity.

"Video de NetApp: Escale segun sus necesidades: Ampliar un cluster de SolidFire"
Puede anadir nodos a dispositivos NetApp HCI.

Pasos
1. Seleccione Cluster > Nodes.

2. Haga clic en pendiente para ver la lista de nodos pendientes.

Una vez completado el proceso de adicion de nodos, aparecen en la lista Active Nodes. Hasta entonces,
los nodos pendientes aparecen en la lista Pending Active.

SolidFire instala la version del software Element del clister en los nodos pendientes cuando se afiaden a
un cluster. Esto puede tardar varios minutos.
3. Debe realizar una de las siguientes acciones:
o Para agregar nodos individuales, haga clic en el icono acciones del nodo que desea agregar.

o Para afiadir varios nodos, active la casilla de los nodos que desee agregar y, a continuacion, acciones
masivas. Nota: Si el nodo que esta agregando tiene una version diferente del software Element que la
version que se ejecuta en el cluster, el cluster actualiza de forma asincrona el nodo a la version del
software Element que se ejecuta en el maestro de clusteres. Después de que se actualiza el nodo, se
afiade automaticamente al cluster. Durante este proceso asincrono, el nodo tendra el estado
pendingActive.

4. Haga clic en Agregar.

El nodo aparece en la lista de nodos activos.
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Obtenga mas informacion

Versiones y compatibilidad de nodos

Versiones y compatibilidad de nodos

La compatibilidad del nodo se basa en la versién del software Element instalada en un
nodo. Los clusteres de almacenamiento basados en software Element crean
automaticamente la imagen de un nodo en la versidén de software Element en el cluster
cuando las versiones del nodo y el cluster no son compatibles.

En la siguiente lista, se describen los niveles de importancia de las versiones del software Element que
conforman el nimero de version del software Element:

* Mayor

El primer numero designa una version de software. No es posible afiadir un nodo con un nimero de
componente principal a un cluster que contenga nodos de otro numero de revision principal ni se puede
crear un cluster con nodos de versiones principales mixtas.

¢ Menor

El segundo numero designa mejoras o funciones de software mas pequefias que se aplican en funciones
de software existentes que se han incorporado a una version principal. Este componente aumenta dentro
de un componente de version principal para indicar que esta versién incremental no es compatible con
otras versiones incrementales del software Element con un componente secundario distinto. Por ejemplo,
11.0 no es compatible con 11.1 y 11.1 no es compatible con 11.2.

* Micro

El tercer numero designa una revision compatible (version incremental) con la version de software
Element que representan los componentes principal.secundario. Por ejemplo, 11.0.1 es compatible con
11.0.2 y 11.0 es compatible con 11.0.3.

Los numeros de version principal y secundario deben coincidir para ser compatibles. Los nimeros micro no
tienen que coincidir para ser compatibles.

Capacidad de cluster en un entorno de nodos mixtos

En un cluster se pueden combinar distintos tipos de nodos. SF-Series 2405, 3010, 4805,
6010, 9605 9010, 19210, 38410 y H-Series pueden coexistir en un cluster.

H-Series consta de nodos H610S-1, H610S-2, H610S-4 y H410S. Estos nodos son compatibles tanto con 10
GbE como con 25 GbE.

Es mejor no mezclar nodos no cifrados y no cifrados. En un clister de nodos mixtos, ningiin nodo puede
superar el 33 % de la capacidad total del cluster. Por ejemplo, en un cluster con cuatro nodos SF-Series 4805,
el nodo mas grande que se puede afadir solo es un nodo SF-Series 9605. El umbral de capacidad del cluster
se calcula en funcién de la pérdida potencial del nodo mas grande en esta situacion.

Segun la version del software Element, los siguientes nodos de almacenamiento SF-Series no son
compatibles:
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Empezando por... Nodo de almacenamiento no compatible...
Elemento 12.8 » SF4805

» SF9605

* SF19210

» SF38410

Elemento 12.7 » SF2405
- SF9608

Elemento 12.0 - SF3010
e SF6010
« SF9010

Si intenta actualizar uno de estos nodos a una versién de elemento no compatible, se producira un error que
indica que Element 12.x.

Ver los detalles del nodo

Puede ver detalles de nodos individuales, como etiquetas de servicio, detalles de
unidades y graficos para la utilizacion y estadisticas de unidades. La pagina Nodes de la
pestafa Cluster proporciona la columna Version donde puede ver la version de software
de cada nodo.

Pasos
1. Haga clic en Cluster > Nodes.

2. Para ver los detalles de un nodo especifico, haga clic en el icono acciones de un nodo.
3. Haga clic en Ver detalles.
4. Revise los detalles del nodo:
o ID de nodo: El ID generado por el sistema para el nodo.
> Nombre de nodo: El nombre de host del nodo.
> Funcién de nodo: La funcion que tiene el nodo en el cluster. Los posibles valores son los siguientes:

= Cluster Master: El nodo que realiza tareas administrativas para todo el cluster y contiene la MVIP y
la SVIP.

= Ensemble Node: Un nodo que participa en el cluster. Hay nodos de 3 o 5 conjuntos, segun el
tamano del cluster.

= Fibre Channel: Un nodo del cluster.
> Tipo de nodo: Tipo de modelo del nodo.
o Active Drives: NUmero de unidades activas en el nodo.

o Utilizacion de Nodos: El porcentaje de utilizacién de nodos basado en nodeHeat. El valor mostrado
es recentPrimaryTotalHeat como porcentaje. Disponible a partir del elemento 12,8.

o IP de administracién: La direccion IP de administracion (MIP) asignada al nodo para las tareas de
administracion de red de 1 GbE o 10 GbE.
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o IP de cluster: La direccion IP de cluster (CIP) asignada al nodo utilizado para la comunicacion entre
nodos del mismo cluster.

> IP de almacenamiento: La direccion IP de almacenamiento (SIP) asignada al nodo utilizado para la
deteccion de redes iSCSI y todo el trafico de red de datos.

o ID de VLAN de administracion: ID virtual para la red de area local de administracion.
o Storage VLAN ID: EI ID virtual de la red de area local de almacenamiento.

> Version: La version del software que se ejecuta en cada nodo.

o Puerto de replicacion: El puerto utilizado en los nodos para la replicacion remota.

o Etiqueta de servicio: El nimero de etiqueta de servicio exclusivo asignado al nodo.

- Dominio de proteccion personalizado: El Dominio de proteccion personalizado asignado al nodo.

Ver detalles de los puertos Fibre Channel

Es posible ver detalles de los puertos Fibre Channel, como el estado, el nombre y la
direccion de puerto, desde la pagina puertos FC.

Permite ver informacion sobre los puertos Fibre Channel que estan conectados al cluster.

Pasos
1. Haga clic en Cluster > puertos FC.

2. Para filtrar informacion en esta pagina, haga clic en filtro.
3. Consulte los detalles:
> ID de nodo: El nodo que aloja la sesion de la conexion.
o Nombre de nodo: Nombre de nodo generado por el sistema.
o Slot: Numero de ranura donde se encuentra el puerto Fibre Channel.
o Puerto HBA: Puerto fisico en el adaptador de bus de host (HBA) Fibre Channel.
o WWNN: El nhombre de nodo mundial.
o WWPN: El nombre de puerto de destino para todo el mundo.
o WWN del conmutador: Nombre mundial del conmutador Fibre Channel.
o Estado del puerto: Estado actual del puerto.
> NPort ID: El identificador de puerto del nodo en la estructura Fibre Channel.
> Velocidad: La velocidad negociada del canal de fibra. Los valores posibles son los siguientes:
= 4 Gbps
= 8 Gbps
= 16 Gbps

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"
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Gestionar redes virtuales
Gestionar redes virtuales

Las redes virtuales del almacenamiento de SolidFire permiten que el trafico entre varios
clientes en redes logicas independientes se conecten a un cluster. Las conexiones al
cluster se separan en la pila de redes mediante el etiquetado de VLAN.

Obtenga mas informacion

+ Anadir una red virtual

» Habilite el enrutamiento y el reenvio virtuales
« Editar una red virtual

+ Edite las VLAN de VRF

e Eliminar una red virtual

Anadir una red virtual

Es posible afadir una red virtual nueva a la configuracion de un cluster para habilitar una
conexion de entorno multi-tenant con un cluster donde se ejecuta el software Element.

Lo que necesitara
« Identifique el bloque de direcciones IP que se asignaran a las redes virtuales en los nodos del cluster.

* Identifique una direccion IP de red de almacenamiento (SVIP) que se usara como extremo para todo el
trafico de almacenamiento de NetApp Element.

@ Debe tener en cuenta los siguientes criterios para esta configuracion:

« Las VLAN que no estan habilitadas para VRF requieren que haya iniciadores en la misma subred que la
SVIP.

* Las VLAN que estan habilitadas para VRF no requieren que haya iniciadores en la misma subred que la
SVIP y el que enrutamiento esté admitido.

» La SVIP predeterminada no requiere que haya iniciadores en la misma subred que la SVIP y el que
enrutamiento esté admitido.

Cuando se anade una red virtual, se crea una interfaz para cada nodo y cada una requiere una direccion IP de
red virtual. La cantidad de direcciones IP especificada cuando se crea una red virtual nueva debe ser igual o
mayor que la cantidad de nodos del cluster. Las direcciones de red virtuales se aprovisionan de forma masiva
y se asignan automaticamente a los nodos individuales. No es necesario asignar manualmente direcciones de
red virtual a los nodos del cluster.

Pasos

1. Haga clic en cluster > Red.

2. Haga clic en Crear VLAN.

3. En el cuadro de dialogo Crear una nueva VLAN, introduzca valores en los siguientes campos:
> Nombre de VLAN
o Etiqueta VLAN
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> SVIP
> Netmask
> (Opcional) Descripcion
4. Introduzca la direccion IP inicial para el rango de direcciones IP en IP Address Blocks.

5. Introduzca el Tamaiio del intervalo IP como el nimero de direcciones IP que se incluiran en el bloque.

6. Haga clic en Agregar un bloque para agregar un bloque no continuo de direcciones IP para esta VLAN.

7. Haga clic en Crear VLAN.

Ver detalles de redes virtuales

Pasos
1. Haga clic en cluster > Red.

2. Revise los detalles.
o ID: ID exclusivo de la red VLAN, asignada por el sistema.
o Nombre: Nombre exclusivo asignado por el usuario para la red VLAN.
o Etiqueta VLAN: Etiqueta VLAN asignada cuando se creo la red virtual.
> SVIP: Direccion IP virtual de almacenamiento asignada a la red virtual.
o Netmask: Mascara de red para esta red virtual.
o Gateway: Direccion IP Unica de una puerta de enlace de red virtual. VRF debe estar habilitado.
> VRF Enabled: Indica si el enrutamiento y reenvio virtuales esta activado o no.

o IP utilizadas: El rango de direcciones IP de red virtual que se utiliza para la red virtual.

Habilite el enrutamiento y el reenvio virtuales

Puede habilitar el enrutamiento y el reenvio virtuales (VRF), que permite que varias
instancias de una tabla de enrutamiento existan en un enrutador y funcionen
simultaneamente. Dicha funcionalidad solo esta disponible para redes de
almacenamiento.

Solo puede habilitar VRF en el momento de crear una VLAN. Si desea volver a un estado sin VRF, debe
eliminar y volver a crear la VLAN.
1. Haga clic en cluster > Red.
2. Para habilitar VRF en una VLAN nueva, seleccione Crear VLAN.
a. Introduzca la informacion relevante para la nueva VRF/VLAN. Consulte Afiadir una red virtual.
b. Active la casilla de verificacion Activar VRF.
c. Opcional: Introduzca una puerta de enlace.
3. Haga clic en Crear VLAN.

Obtenga mas informacion

Anadir una red virtual
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Editar una red virtual

Es posible cambiar los atributos de VLAN, como el nombre de la VLAN, la mascara de
red y el tamafo de los bloques de direccion IP. La etiqueta de VLAN y la SVIP no se
pueden modificar para una VLAN. El atributo de la puerta de enlace no es un parametro
valido para una VLAN sin VRF.

Si existe alguna sesion de iSCSI, replicacion remota u otras sesiones de red, se podria producir un error en la
modificacion.

Al administrar el tamafio de los rangos de direcciones IP de VLAN, debe tener en cuenta las siguientes
limitaciones:

» Solo es posible eliminar direcciones IP del rango de direcciones IP iniciales asignado en el momento en
que se creo la VLAN.

* Puede eliminar un bloque de direcciones IP que se agregd después del rango de direcciones IP inicial,
pero no puede cambiar el tamafio de un bloque IP eliminando las direcciones IP.

» Cuando intenta quitar direcciones IP, ya sea del rango de direcciones IP inicial o de un bloque IP, que
estan utilizando los nodos en el cluster, la operacion puede generar un error.

* No se pueden reasignar direcciones IP especificas en uso a otros nodos del cluster.
Puede agregar un bloque de direcciones IP mediante el siguiente procedimiento:

1. Seleccione Cluster > Red.

Seleccione el icono Actions de la VLAN que quiera editar.

Seleccione Editar.

En el cuadro de dialogo Editar VLAN, introduzca los nuevos atributos para la VLAN.

Seleccione Agregar un bloque para agregar un bloque no continuo de direcciones IP para la red virtual.

o o &~ w0 b

Seleccione Guardar cambios.

Enlace a articulos de la base de conocimientos de solucion de problemas

Enlace a los articulos de la base de conocimientos para obtener ayuda sobre la solucion de problemas
relacionados con la gestion de los intervalos de direcciones IP de VLAN.

* "Duplique la advertencia de IP después de afadir un nodo de almacenamiento en VLAN en el cluster de
Element"

* "Como determinar a qué IP de VLAN estan en uso y a qué nodos estan asignados esas IP en Element"

Edite las VLAN de VRF

Puede cambiar los atributos VLAN del VRF, como el nombre de la VLAN, |la mascara de
red, la puerta de enlace y los bloques de direccion IP.

1. Haga clic en cluster > Red.

2. Haga clic en el icono Actions de la VLAN que quiera editar.
3. Haga clic en Editar.
4

. Introduzca los nuevos atributos para la VLAN del VRF en el cuadro de dialogo Editar VLAN.

44


https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/Duplicate_IP_warning_after_adding_a_storage_node_in_VLAN_on_Element_cluster
https://kb.netapp.com/Advice_and_Troubleshooting/Data_Storage_Software/Element_Software/Duplicate_IP_warning_after_adding_a_storage_node_in_VLAN_on_Element_cluster
https://kb.netapp.com/Advice_and_Troubleshooting/Hybrid_Cloud_Infrastructure/NetApp_HCI/How_to_determine_which_VLAN_IP%27s_are_in_use_and_which_nodes_those_IP%27s_are_assigned_to_in_Element

5. Haga clic en Guardar cambios.

Eliminar una red virtual

Puede eliminar un objeto de red virtual. Debe anadir los bloques de direccién a otra red
virtual antes de eliminar una red virtual.

1. Haga clic en cluster > Red.
2. Haga clic en el icono Actions de la VLAN que desea eliminar.
3. Haga clic en Eliminar.

4. Confirme el mensaje.

Obtenga mas informacion

Editar una red virtual

Cree un cluster que admita unidades FIPS

Preparar el cluster Element para la funciéon de unidades FIPS

La seguridad cada vez resulta mas importante para la puesta en marcha de soluciones

en muchos entornos de cliente. Los estandares de procesamiento de informacién federal
(FIPS) son estandares de interoperabilidad y seguridad informatica. El cifrado certificado
FIPS 140-2 para datos en reposo es un componente de la solucion de seguridad general.

Para prepararse para habilitar la funcion de unidades FIPS, debe evitar combinar nodos donde algunos sean
compatibles con unidades FIPS y otros no lo sean.

Un cluster se considera compatible con unidades FIPS segun las siguientes condiciones:

» Todas las unidades estan certificadas como unidades FIPS.
* Todos los nodos son nodos de unidades FIPS.
« El cifrado en reposo (EAR) esta habilitado.

+ Se habilitd la funcidon de unidades FIPS. Todas las unidades y los nodos deben ser compatibles con FIPS,
y el cifrado en reposo debe habilitarse para habilitar la funcion de unidad FIPS.

Habilite el cifrado en reposo

Puede habilitar y deshabilitar el cifrado en todo el cluster en reposo. Esta funcién no esta
habilitada de forma predeterminada. Para admitir las unidades FIPS, debe habilitar el
cifrado en reposo.

1. En la interfaz de usuario del software NetApp Element, haga clic en cluster > Configuracion.

2. Haga clic en Activar cifrado en reposo.

Obtenga mas informacion

+ Habilite y deshabilite el cifrado de un cluster
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* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Identifique si los nodos estan listos para la funcién de unidades FIPS

Debe comprobar si todos los nodos del cluster de almacenamiento estan listos para
admitir unidades FIPS mediante el método API GetFipsReport del software NetApp
Element.

El informe resultante muestra uno de los siguientes Estados:

* None: El nodo no es compatible con la funcién de unidades FIPS.
« Parcial: El nodo es compatible con FIPS, pero no todas las unidades son unidades FIPS.
» Ready: El nodo es compatible con FIPS y todas las unidades son unidades FIPS o no existen unidades.

Pasos

1. Con la API de Element, compruebe si los nodos y las unidades del cluster de almacenamiento pueden ver
las unidades FIPS introduciendo:

GetFipsReport

2. Revise los resultados y consulte los nodos que no muestran el estado de Ready.

3. En el caso de los nodos que no muestren el estado Listo, compruebe si la unidad es compatible con la
funcion de las unidades FIPS:

o Utilice la APl de Element, introduzca: GetHardwarelList

o Observe el valor de DriveEncryptionCapabilityType. Si es "fips", el hardware puede admitir la
funcion de unidades FIPS.

Ver detalles sobre GetFipsReport 0 ListDriveHardware en el "Referencia de la APl de Element".

4. Si la unidad no puede admitir la funcién unidades FIPS, reemplace el hardware con hardware FIPS (nodo
o unidades).

Obtenga mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Habilite la funcion de unidades FIPS

Es posible habilitar la funcidon unidades FIPS mediante el software NetApp Element
EnableFeature Método API.

El cifrado en reposo debe estar habilitado en el cluster, y todos los nodos y unidades deben ser compatibles
con FIPS, tal y como se indica cuando GetFipsReport muestra el estado Ready para todos los nodos.

Paso
1. Mediante la API de Element, habilite FIPS en todas las unidades, introduciendo:
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EnableFeature params: FipsDrives

Obtenga mas informacion

» "Gestione el almacenamiento con la APl de Element"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Compruebe el estado de la unidad FIPS

Puede comprobar si la funcion de las unidades FIPS esta habilitada en el cluster

mediante el software NetApp Element GetFeatureStatus Método API, que muestra si
el estado de las unidades FIPS habilitadas es TRUE o FALSE.

1. Con la API de Element, compruebe la funcién de las unidades FIPS en el cluster introduciendo:

GetFeatureStatus

2. Revise los resultados del GetFeatureStatus Llamada a API. Si el valor de unidades FIPS habilitadas es
True, se habilita la funcién de unidades FIPS.

{"enabled": true,
"feature": "FipsDrives"

}

Obtenga mas informacion

« "Gestione el almacenamiento con la AP| de Element"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Solucione problemas de la funcién de unidad FIPS

Con la interfaz de usuario del software NetApp Element, es posible ver alertas sobre
errores o errores del cluster en el sistema relacionados con la funcion de unidades FIPS.

1. Con la interfaz de usuario de Element, seleccione Informes > Alertas.
2. Busque fallos del cluster, entre los que se incluyen:

o Las unidades FIPS no coinciden

o FIPS no cumple las normativas

3. Para obtener sugerencias de resolucion, consulte la informacion sobre el cédigo de averia del cluster.

Obtenga mas informacion

 codigos de error de cluster

» "Gestione el almacenamiento con la APl de Element"
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* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Establecer una comunicacién segura

Habilite FIPS 140-2 para HTTPS en el cluster

Puede utilizar el método APl EnableFeature para habilitar el modo operativo FIPS 140-2
para las comunicaciones HTTPS.

Con el software NetApp Element, puede optar por habilitar el modo operativo estandar de procesamiento de
informacion federal (FIPS) 140-2 en el cluster. Al habilitar este modo, se activa el moédulo de seguridad
criptografica de NetApp (NCSM) y se utiliza el cifrado certificado FIPS 140-2 de nivel 1 para toda la
comunicacion mediante HTTPS a la interfaz de usuario y la APl de NetApp Element.

Después de habilitar el modo FIPS 140-2-2, no puede deshabilitarse. Cuando se habilita FIPS
140-2-Mode, cada nodo del cluster se reinicia y ejecuta una prueba automatica, lo que

@ garantiza que NCSM se habilite correctamente y funcione en el modo certificado FIPS 140-2-2.
Esto provoca una interrupcion de las conexiones de gestion y almacenamiento en el cluster.
Debe planificar con cuidado y activar este modo unicamente si su entorno necesita el
mecanismo de cifrado que ofrece.

Para obtener mas informacion, consulte la informacion sobre la APl de Element.

A continuacién se muestra un ejemplo de la solicitud de API para habilitar FIPS:

"method": "EnableFeature",
"params": {
"feature" : "fips"
by
"id": 1

Una vez habilitado este modo operativo, todas las comunicaciones HTTPS utilizan los cifrados aprobados
FIPS 140-2.

Obtenga mas informacion

+ Cifrados SSL
+ "Gestione el almacenamiento con la APl de Element"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Cifrados SSL

Los cifrados SSL son algoritmos de cifrado que utilizan los hosts para establecer una
comunicacion segura. Hay cifrados estandar que el software Element admite y no
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estandar cuando esté habilitado el modo FIPS 140-2-2.

Las siguientes listas proporcionan los cifrados estandar de capa de socket seguro (SSL) que admite el
software Element y los cifrados SSL que se admiten cuando el modo FIPS 140-2 esta habilitado:

* FIPS 140-2 desactivado
TLS_DHE_RSA_WITH_AES_128_CBC_SHA256 (DH 2048) - A.
TLS_DHE_RSA_WITH_AES_128_GCM_SHA256 (DH 2048) - A.
TLS_DHE_RSA_WITH_AES_256_CBC_SHA256 (DH 2048) - A.
TLS_DHE_RSA_WITH_AES_256_GCM_SHA384 (DH 2048) - A.
TLS_ECDHE_RSA_ WITH_AES_128_CBC_SHA256 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_128_GCM_SHA256 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECP256R1) - A.
TLS_RSA_WITH_3DES_EDE_CBC_SHA (RSA 2048) - C
TLS_RSA_WITH_AES_128 CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_AES_128 CBC_SHA256 (RSA 2048) - A
TLS_RSA_WITH_AES_128 GCM_SHA256 (RSA 2048) - A
TLS_RSA_WITH_AES_256_CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_AES_256_CBC_SHA256 (RSA 2048) - A
TLS_RSA_WITH_AES_256_GCM_SHA384 (RSA 2048) - A.
TLS_RSA_WITH_CAMELLIA_128_CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_CAMELLIA_256_CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_IDEA_CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_RC4_128_MD5 (RSA 2048) - C.
TLS_RSA_WITH_RC4_128 SHA (RSA 2048) - C.
TLS_RSA_WITH_SEED_CBC_SHA (RSA 2048) - A.

* FIPS 140-2 habilitado
TLS_DHE_RSA_WITH_AES_128_CBC_SHA256 (DH 2048) - A.
TLS_DHE_RSA_WITH_AES_128_GCM_SHA256 (DH 2048) - A.

TLS_DHE_RSA_WITH_AES_256_CBC_SHA256 (DH 2048) - A.
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TLS_DHE_RSA_WITH_AES_256_GCM_SHA384 (DH 2048) - A.
TLS_ECDHE_RSA_WITH_AES_128 CBC_SHA256 (SECT571R1) - A.
TLS_ECDHE_RSA_WITH_AES_128 CBC_SHA256 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_128 _GCM_SHA256 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_128 GCM_SHA256 (SECT571R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECT571R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_CBC_SHA384 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECP256R1) - A.
TLS_ECDHE_RSA_WITH_AES_256_GCM_SHA384 (SECT571R1) - A.
TLS_RSA_WITH_3DES_EDE_CBC_SHA (RSA 2048) - C

TLS_RSA WITH_AES_128 CBC_SHA (RSA 2048) - A.
TLS_RSA_WITH_AES_128 CBC_SHA256 (RSA 2048) - A

TLS_RSA WITH_AES 128 _GCM_SHA256 (RSA 2048) - A

TLS_RSA WITH_AES_256_CBC_SHA (RSA 2048) - A.

TLS_RSA WITH_AES 256_CBC_SHA256 (RSA 2048) - A

TLS_RSA_WITH_AES_256_GCM_SHA384 (RSA 2048) - A.

Obtenga mas informacion

Habilite FIPS 140-2 para HTTPS en el cluster

Comience con la gestion de claves externas

Comience con la gestion de claves externas

La gestion de claves externas (EKM) ofrece gestion de claves de autenticacidn seguras
(AK) en combinacién con un servidor de claves externo (EKS) fuera de cluster. EI AKS se
utiliza para bloquear y desbloquear unidades de cifrado automatico (SED) cuando
“cifrado en reposo"” esta habilitado en el cluster. EI EKS proporciona una generacion y
almacenamiento seguros del AKS. El cluster utiliza el protocolo de interoperabilidad de
gestion de claves (KMIP, en inglés "Key Management Interoperability Protocol"), un
protocolo estandar definido de OASIS para comunicarse con el EKS.

+ "Configurar la administracion externa"
* "Vuelva a obtener el cifrado de software en la clave maestra de REST"

* "Recuperacion de claves de autenticacion no validas o inaccesibles"
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» "Comandos de API de gestidn de claves externas”

Obtenga mas informacion

« "CreateCluster API que se puede usar para habilitar el cifrado de software en reposo”
* "Documentacion de SolidFire y el software Element"

* "Documentacion para versiones anteriores de SolidFire de NetApp y los productos Element"

Configure la gestion de claves externas

Puede seguir estos pasos y usar los métodos AP| de Element que aparecen para
configurar la funcion de gestion de claves externa.

Lo que necesitara

« Si va a configurar la gestion de claves externas en combinacion con el cifrado de software en reposo,
debe habilitar el cifrado de software en reposo con el "CreateCluster" método en un nuevo cluster que no
contiene volumenes.

Pasos
1. Establecer una relacién de confianza con el servidor de claves externo (EKS).

a. Cree un par de claves publico/privado para el cluster de Element que se utilice para establecer una
relacion de confianza con el servidor de claves llamando al siguiente método de API:
"CreatePublicPrivateKeyPair"

b. Obtenga la solicitud de firma de certificado (CSR) que la entidad de certificacion debe firmar. La CSR
permite que el servidor de claves verifique que el cluster de Element que tendra acceso a las claves se
autentique como cluster de Element. Llame al siguiente método API:

"GetClientCertificateSignRequest"

c. Utilice la autoridad EKS/Certificate para firmar la CSR recuperada. Consulte la documentacion de
terceros para obtener mas informacion.

2. Cree un servidor y un proveedor en el cluster para comunicarse con el EKS. Un proveedor de claves
define dénde se debe obtener una clave y un servidor define los atributos especificos del EKS con los que
se comunicara.

a. Cree un proveedor de claves en el que residiran los detalles del servidor de claves llamando al
siguiente método de API: "CreateKeyProviderKmip"

b. Cree un servidor de claves que proporcione el certificado firmado y el certificado de clave publica de la
entidad emisora de certificados llamando a los siguientes métodos API: "CreateKeyServerKmip"
"TestKeyServerKmip"

Si la prueba falla, verifique la configuracion y la conectividad del servidor. A continuacion, repita la
prueba.

c. Para agregar el servidor de claves al contenedor de proveedor de claves, llame a los siguientes
métodos API:"AddKeyServerToProviderKmip" "TestKeyProviderKmip"

Si la prueba falla, verifique la configuracién y la conectividad del servidor. A continuacion, repita la
prueba.

3. Realice una de las siguientes acciones como siguiente paso para el cifrado en reposo:

a. (Para el cifrado de hardware en reposo) Habilitar "cifrado de hardware en reposo” Mediante la
identificacion del proveedor de claves que contiene el servidor de claves utilizado para almacenar las

51


https://docs.netapp.com/es-es/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/sfe-122/topic/com.netapp.ndc.sfe-vers/GUID-B1944B0E-B335-4E0B-B9F1-E960BF32AE56.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_createcluster.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_createpublicprivatekeypair.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_getclientcertificatesignrequest.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_createkeyproviderkmip.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_createkeyserverkmip.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_testkeyserverkmip.html
../api/reference_element_api_addkeyservertoproviderkmip.html
https://docs.netapp.com/es-es/element-software/api/reference_element_api_testkeyproviderkmip.html
https://docs.netapp.com/es-es/element-software/concepts/concept_solidfire_concepts_security.html

claves, llame al "EnableEncryptionAtest" Método API.

Debe habilitar el cifrado en reposo a través del "API". Si se habilita el cifrado en reposo
con el botdn existente de interfaz de usuario de Element, la funcion volvera al uso de
claves generadas internamente.

b. (Para el cifrado de software en reposo) en orden de "cifrado de software en reposo" Para utilizar el
proveedor de claves recién creado, pase el ID de proveedor de claves al
"RekeySoftwareEncryptionAtRestMasterKey" Método API.

Obtenga mas informacion

+ "Habilite y deshabilite el cifrado de un cluster"
* "Documentacion de SolidFire y el software Element”

* "Documentacion para versiones anteriores de SolidFire de NetApp y los productos Element"

Vuelva a obtener el cifrado de software en la clave maestra de REST

Es posible usar la APl de Element para volver a introducir una clave existente. Este
proceso crea una nueva clave maestra de reemplazo para el servidor de gestion de
claves externo. Las claves maestras siempre se sustituyen por claves maestras nuevas y
nunca se duplican ni se sobrescriben.

Es posible que deba volver a introducir la clave como parte de uno de los siguientes procedimientos:

» Cree una nueva clave como parte de un cambio de la gestion de claves interna a la gestion de claves
externas.

* Cree una nueva clave como reaccién o como proteccion ante un evento relacionado con la seguridad.

Este proceso es asincrono y devuelve una respuesta antes de que se complete la operacion de
@ reclave. Puede utilizar el "GetAsyncResult" método para sondear el sistema para ver cuando se
ha completado el proceso.

Lo que necesitara

+ Habilité el cifrado de software en reposo mediante el "CreateCluster" Método en un nuevo cluster que no
contiene volumenes y no tiene 1/0. Utilice el

enlace:../api/reference_element_api_getsoftwareencryptionatrestinfo.html[GetSoftwareEncryptionatR
estInfo] para confirmar que el estado es enabled antes de continuar.

* Ya tienes "establecio una relacion de confianza" Entre el cluster de SolidFire y un servidor de claves
externo (EKS). Ejecute el "TestKeyProviderKmip" método para verificar que se ha establecido una
conexion con el proveedor de claves.

Pasos

1. Ejecute el "ListKeyProviderskmip" Y copie el ID del proveedor de claves (keyProviderID).

2. Ejecute el "RekeySoftwareEncryptionAtRestMasterKey" con la keyManagementType parametro como
external y.. keyProviderID Como el numero de ID del proveedor de claves del paso anterior:
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{

"method": "rekeysoftwareencryptionatrestmasterkey",

"params": {
"keyManagementType": "external",
"keyProviderID": "<ID number>"

3. Copie el asyncHandle valor de RekeySoftwareEncryptionAtRestMasterKey respuesta del
comando.

4. Ejecute el "GetAsyncResult" con el asyncHandle valor del paso anterior para confirmar el cambio en la
configuracion. Desde la respuesta del comando, debe ver que la configuracién de la clave maestra
anterior se ha actualizado con informacién de clave nueva. Copie el nuevo ID del proveedor de claves
para usarlo en un paso posterior.

"id": null,
"result": {
"createTime": "2021-01-01T22:29:182",
"lastUpdateTime": "2021-01-01T22:45:51z2",
"result": {
"keyToDecommission": {
"keyID": "<value>",
"keyManagementType": "internal"
br
"newKey": {
"keyID": "<value>",
"keyManagementType": "external",
"keyProviderID": <value>
br
"operation": "Rekeying Master Key. Master Key management being
transferred from Internal Key Management to External Key Management with
keyProviderID=<value>",

"state": "Ready"
br
"resultType": "RekeySoftwareEncryptionAtRestMasterKey",
"status": "complete"

5. Ejecute el GetSoftwareEncryptionatRestInfo comando para confirmar la informacion de la nueva
clave, incluida la keyProviderID, se han actualizado.
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"id": null,
"result": {
"masterKeyInfo": {
"keyCreatedTime": "2021-01-01T22:29:182",
"keyID": "<updated wvalue>",
"keyManagementType": "external",
"keyProviderID": <value>

s

"rekeyMasterKeyAsyncResultID": <value>
"status": "enabled",

"version": 1

by

Obtenga mas informacion
+ "Gestione el almacenamiento con la API de Element"
* "Documentacion de SolidFire y el software Element"
* "Documentacion para versiones anteriores de SolidFire de NetApp y los productos Element"

Recuperacion de claves de autenticacion no validas o inaccesibles

Ocasionalmente, puede producirse un error que requiere la intervencion del usuario. En
caso de error, se generara un error del cluster (denominado codigo de averia del cluster).
Los dos casos mas probables se describen aqui.

El claster no puede desbloquear las unidades debido a un fallo en el cliuster KmipServerFault.

Esto puede suceder cuando el cluster se inicia por primera vez y no se puede acceder al servidor de claves o
la clave requerida no esta disponible.

1. Siga los pasos de recuperacion indicados en los codigos de fallo del cluster (si los hubiera).

Se puede configurar un error slicServiceUnhealthy porque las unidades de metadatos se han marcado como un error y
se han colocado en el estado "Available".

Pasos para borrar:

1. Vuelva a anadir las unidades.

2. Después de 3 a 4 minutos, verificar que el sliceServiceUnhealthy se borro el error.

Consulte "codigos de error de cluster" si quiere mas informacion.

Comandos de API de gestion de claves externas

Lista de todas las API disponibles para administrar y configurar EKM.
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Se utiliza para establecer una relacion de confianza entre el cluster y los servidores externos propiedad del
cliente:
* CreatePublicPrivateKeyPair

» GetClientCertificateSignRequest
Se utiliza para definir los detalles especificos de los servidores externos propiedad del cliente:

* CreateKeyServerKmip
* ModifyKeyServerKmip
* DeleteKeyServerKmip
» GetKeyServerKmip

* ListKeyServersKmip

» TestKeyServerKmip

Se utiliza para crear y mantener proveedores de claves que gestionan servidores de claves externos:

* CreateKeyProviderKmip

* DeleteKeyProviderKmip

+ AddKeyServerToProviderKmip

* RemoveKeyServerFromProviderKmip

* GetKeyProviderKmip

* ListKeyProvidersKmip

» RekeySoftwareEncryptionAtRestMasterKey
* TestKeyProviderKmip

Para obtener informacién sobre los métodos de la API, consulte "Informacion de referencia de API".

Gestione volumenes y volumenes virtuales

Aprenda sobre la gestidon de volumenes y volumenes virtuales.

Es posible gestionar los datos en un cluster que ejecuta el software Element desde la
pestafia Management de la interfaz de usuario de Element. Las funciones de gestion de
cluster disponibles incluyen la creacion y la gestion de volumenes de datos, grupos de
acceso de volumenes, iniciadores y politicas de calidad de servicio (QoS).

Trabaje con volumenes

El sistema SolidFire aprovisiona el almacenamiento mediante volimenes. Los volumenes son dispositivos de
bloque a los que los clientes iISCSI o Fibre Channel acceden a través de la red. En la pagina Volumes de la
pestafia Management, puede crear, modificar, clonar y eliminar volimenes en un nodo. También puede ver
estadisticas sobre el ancho de banda de los volumenes y el uso de 1/0.

"Aprenda a trabajar con volumenes"
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Trabaje con volumenes virtuales

Es posible ver informacion y realizar tareas en relacion con los volumenes virtuales y sus contenedores de
almacenamiento, extremos de protocolo, vinculaciones y hosts asociados mediante la interfaz de usuario de
Element.

El sistema de almacenamiento del software NetApp Element se envia con la funcion Virtual Volumes (VVol)
deshabilitada. Debe realizar una tarea puntual que realice la habilitacion manual de la funcionalidad VVol de
vSphere a través de la interfaz de usuario de Element.

Después de habilitar la funcionalidad VVol, aparecera una pestafna VVols en la interfaz de usuario de que
ofrece opciones de gestion limitada y supervision relacionadas con VVol. Ademas, un componente de software
del almacenamiento que se conoce como "proveedor VASA" actia como un servicio de reconocimiento de
almacenamiento de vSphere. La mayoria de los comandos de VVol, como la creacion, el clonado y la edicion
de VVol, se inician en un host de vCenter Server o ESXi y se traducen en el proveedor VASA de API de
Element para el sistema de almacenamiento del software Element. Los comandos para crear, eliminar y
gestionar contenedores de almacenamiento y eliminar volumenes virtuales se pueden iniciar mediante la
interfaz de usuario de Element.

La mayoria de las configuraciones que se necesitan para usar la funcionalidad Virtual Volumes con los
sistemas de almacenamiento del software Element se establecen en vSphere. Consulte la guia de
configuracion de Virtual Volumes de VMware vSphere para el almacenamiento SolidFire_ para registrar el
proveedor VASA en vCenter, crear y gestionar almacenes de datos de VVol, y gestionar el almacenamiento en
funcion de politicas.

En Element 12.5 y versiones anteriores, no se deben registrar mas de un proveedor de VASA

@ de NetApp Element en una sola instancia de vCenter. Cuando se afiade un segundo proveedor
de VASA NetApp Element, esto hace que no se pueda acceder a todos los almacenes de datos
DE VVOL.

La compatibilidad CON VASA para varias vCenter esta disponible como revision de
actualizacion si ya se registré un proveedor de VASA en el para vCenter. Para instalar,
descargue el archivo VASA39 .tar.gz de "Descargas de software de NetApp" el sitio y siga las

@ instrucciones en el manifiesto. El proveedor VASA de NetApp Element utiliza un certificado de
NetApp. Con este parche, vCenter utiliza el certificado sin modificar para admitir varias
instancias de vCenter para que usen VASA 'y VVol. No modifique el certificado. VASA no admite
los certificados SSL personalizados.

"Aprenda a trabajar con volumenes virtuales"

Trabajar con iniciadores y grupos de acceso de volimenes

Es posible usar iniciadores iSCSI o iniciadores de Fibre Channel para acceder a los volumenes definidos
dentro de los grupos de acceso de volumenes.

Los grupos de acceso se pueden crear asignando IQN de iniciadores de iSCSI o WWPN de Fibre Channel en
una coleccién de volumenes. Cada IQN que se afiade a un grupo de acceso puede acceder a cada volumen
del grupo sin necesidad de contar con autenticaciéon CHAP.

Existen dos tipos de métodos de autenticacion CHAP:

 Autenticacion CHAP en el nivel de la cuenta: Se puede asignar la autenticacién CHAP para la cuenta.

 Autenticacion CHAP a nivel de iniciador: Puede asignar secretos y destino CHAP Unicos para iniciadores
especificos sin estar enlazados a una Unica cuenta en. Esta autenticacion CHAP a nivel de iniciador
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sustituye las credenciales de nivel de cuenta.
De manera opcional, con CHAP por iniciador, puede aplicar la autorizaciéon de iniciador y la autenticacion
CHAP por iniciador. Estas opciones se pueden definir por iniciador y un grupo de acceso puede contener una
combinacién de iniciadores con diferentes opciones.

Cada WWPN que se aiade a un grupo de acceso habilita el acceso a la red de Fibre Channel a los
volumenes del grupo de acceso.

@ Los grupos de acceso de volumenes presentan los siguientes limites:

» Se permiten hasta 64 IQN o WWPN en un grupo de acceso.
* Un grupo de acceso puede estar formado por un maximo de 2000 volumenes.
* Un IQN o un WWPN solo pueden pertenecer a un grupo de acceso.

* Un volumen puede pertenecer a hasta cuatro grupos de acceso.

"Aprenda a trabajar con grupos de acceso por volumen e iniciadores."

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Trabaje con volumenes

Gestione politicas de calidad de servicio

Una politica de calidad de servicio (QoS) permite crear y guardar un ajuste de calidad de
servicio estandarizado que se puede aplicar a muchos volumenes. Las politicas de
calidad de servicio se pueden crear, editar y eliminar desde la pagina QoS Policies de la
pestafia Management.

Si utiliza politicas de calidad de servicio, no use la calidad de servicio personalizada en un
volumen. La calidad de servicio personalizada anulara y ajustara los valores de las politicas de
calidad de servicio de los volumenes.

"Video de NetApp: Politicas de calidad de servicio de SolidFire"
Consulte "Rendimiento y calidad del servicio".

» Cree una politica de calidad de servicio
« Edite una politica de calidad de servicio

+ Elimine una politica de calidad de servicio

Cree una politica de calidad de servicio

Puede crear politicas de calidad de servicio y aplicarlas cuando se creen los volumenes.

1. Seleccione Administraciéon > politicas QoS.
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2. Haga clic en Crear directiva QoS.
3. Introduzca el Nombre de la directiva.
4. Introduzca los valoresMin IOPS, Max IOPS y Burst IOPS.

5. Haga clic en Crear directiva QoS.

Edite una politica de calidad de servicio

Una politica de calidad de servicio existente se puede cambiar, o bien se pueden editar los valores asociados
con esta. Los cambios que se aplican en una politica de calidad de servicio afectan a todos los volimenes
asociados con la politica.

1. Seleccione Administracion > politicas QoS.
Haga clic en el icono Actions de la politica de calidad de servicio que quiera editar.

En el menu que se abre, seleccioneEdit.

> 0N

En el cuadro de didlogo Editar directiva de QoS, modifique las siguientes propiedades segun sea
necesario:

o Nombre de la directiva
o [OPS min

o Tasa max. De IOPS

> |OPS de rafaga

5. Haga clic en Guardar cambios.

Elimine una politica de calidad de servicio

Puede eliminar una politica de calidad de servicio si ya no es necesaria. Cuando se elimina una politica de
calidad de servicio, todos los volumenes asociados con la politica se conservan en la configuracion de QoS,
pero se desasocian de una politica.

@ Si desea desasociar en lugar de ello un volumen de una politica de calidad de servicio, puede
cambiar la configuracion de calidad de servicio de ese volumen a personalizado.

1. Seleccione Administraciéon > politicas QoS.

2. Haga clic en el icono Actions de la politica de calidad de servicio que quiera eliminar.

3. En el menu que se abre, seleccione Eliminar.

4. Confirme la accion.

Obtenga mas informacion

+ "Quite la asociacion de politicas de calidad de servicio de un volumen"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Gestione los volimenes

El sistema SolidFire aprovisiona el almacenamiento mediante volumenes. Los
volumenes son dispositivos de bloque a los que los clientes iISCSI o Fibre Channel
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acceden a través de la red.

En la pagina Volumes de la pestafia Management, puede crear, modificar, clonar y eliminar volumenes en un
nodo.

Cree un volumen

Es posible crear un volumen y asociarlo con una cuenta determinada. Cada volumen debe estar asociado con
una cuenta. Gracias a esta asociacion, la cuenta podra acceder al volumen a través de iniciadores iSCSI con
las credenciales de CHAP.

Puede especificar la configuracion de calidad de servicio de un volumen mientras lo crea.

1. Seleccione Gestion > volimenes.
Haga clic en Crear volumen.

En el cuadro de didlogo Crear un nuevo volumen, introduzca Nombre de volumen.

> w0 N

Introduzca el tamano total del volumen.

@ El tamano de volumen predeterminado se selecciona en GB. Los volumenes se pueden
crear con tamanos en GB o GIB:

> 1 GB =1 000 000 000 bytes
> 1 GIB=1073 741 824 bytes
5. Seleccione Tamano de bloque para el volumen.
6. Haga clic en la lista desplegable cuenta y seleccione la cuenta que debe tener acceso al volumen.

Si no existe ninguna cuenta, haga clic en el enlace Crear cuenta, escriba un nuevo nombre de cuenta y
haga clic en Crear. La cuenta se creara y se asociara con el volumen nuevo.

@ Si hay mas de 50 cuentas, no aparecera la lista. Comience a escribir y la funcion de
autocompletar mostrara los posibles valores que puede elegir.

7. Para establecer la calidad del servicio, realice una de las siguientes acciones:
a. En Directiva, puede seleccionar una directiva QoS existente, si esta disponible.
b. En Configuracion personalizada, establezca valores minimos, maximos y de rafaga personalizados
para IOPS o utilice los valores de QoS predeterminados.

Los volumenes que tengan un valor de IOPS maximo o de rafaga superior a 20 20,000 IOPS podrian
requerir una profundidad de cola alta o varias sesiones para alcanzar este nivel de IOPS en un unico
volumen.

8. Haga clic en Crear volumen.

Ver los detalles del volumen

1. Seleccione Gestion > volimenes.
2. Revise los detalles.
o ID: El ID generado por el sistema para el volumen.

> Nombre: El nombre otorgado al volumen cuando fue creado.
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> Cuenta: El nombre de la cuenta asignada al volumen.

> Grupos de acceso: El nombre del grupo o los grupos de acceso de volumenes a los que pertenece el
volumen.

> Acceso: Tipo de acceso asignado al volumen cuando se cred. Los posibles valores son los siguientes:
= Read/Write: Se aceptan todas las lecturas y las escrituras.
= Read Only: Se permite toda la actividad de lectura, pero no la de escritura.
= Locked: Solo se permite el acceso de administrador.
= ReplicationTarget: Se designa como un volumen de destino en una pareja de volumenes replicada.
o Utilizado: El porcentaje de espacio utilizado en el volumen.
o Tamafo: El tamafio total (en GB) del volumen.
o ID de nodo primario: El nodo principal de este volumen.

> ID de nodo secundario: La lista de nodos secundarios para este volumen. Pueden ser multiples
valores durante estados transitorios, como el cambio de nodos secundarios, pero normalmente
tendran un unico valor.

> QoS Facelerador: |dentifica si el volumen esta acelerando debido a una alta carga en el nodo de
almacenamiento principal.

> Politica de QoS: Nombre y enlace a la politica de QoS definida por el usuario.
o Min IOPS: El nUmero minimo de IOPS garantizado para el volumen.
o Max IOPS: El nimero maximo de IOPS permitido para el volumen.

o Burst IOPS: El nimero maximo de IOPS permitido durante un breve periodo de tiempo para el
volumen. El valor predeterminado es de 15 15,000.

o Instantaneas: El numero de instantaneas creadas para el volumen.

o

Atributos: Atributos que se han asignado al volumen como par clave/valor mediante un método API.
> 512e: Indica si 512e esta habilitado en un volumen. Los posibles valores son los siguientes:

= Si

= No

o Creado el: Fecha y hora en que se creo6 el volumen.

Ver los detalles de cada volumen

Es posible ver estadisticas de rendimiento de cada volumen.

1. Seleccione Informes > rendimiento de volumen.

2. En la lista de volumenes, haga clic en el icono Actions de un volumen.

3. Haga clic en Ver detalles.

Aparecera una bandeja en la parte inferior de la pagina con informacién general sobre el volumen.

4. Para ver informacion mas detallada sobre el volumen, haga clic en Ver mas detalles.
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Editar los voliumenes activos

Es posible modificar atributos de volumenes, como los valores de calidad de servicio, el tamafio de los
volumenes y la unidad de medida en la que se calculan los valores de bytes. También se puede modificar el
acceso de la cuenta para el uso de la replicacion o para restringir el acceso al volumen.

Puede cambiar el tamafo de un volumen cuando haya espacio suficiente en el cluster en las siguientes
condiciones:

» Condiciones de funcionamiento normales.

» Se informa de los errores de los voliumenes.

* El volumen se clona.

* El volumen se vuelve a sincronizar.

Pasos
1. Seleccione Gestiéon > volimenes.

2. En la ventana activo, haga clic en el icono acciones del volumen que desea editar.
3. Haga clic en Editar.
4. Opcional: cambie el tamano total del volumen.

o Puede aumentar el tamafo del volumen, pero no reducirlo. En cada operacion de ajuste de tamafio,
solo se puede ajustar el tamafio de un volumen. Las operaciones de recopilacion de datos basura'y
las actualizaciones de software no interrumpen la operacién de cambio de tamafio.

o Si desea ajustar el tamafo del volumen para la replicacion, primero debe aumentar el tamafio del
volumen asignado como el destino de replicacion. Posteriormente, puede cambiar el tamario del
volumen de origen. El tamafo del volumen de destino puede ser mayor o igual que el del volumen de
origen, pero no menor.

El tamafio de volumen predeterminado se selecciona en GB. Los volumenes se pueden crear con
tamaros en GB o GIB:
> 1 GB =1 000 000 000 bytes
> 1 GIB=1073 741 824 bytes
5. Opcional: Seleccione un nivel de acceso de cuenta diferente de uno de los siguientes:
> Solo lectura
o Lectura/Escritura
> Blogueado
o Destino de replicacién
6. Opcional: Seleccione la cuenta que deberia tener acceso al volumen.

Si la cuenta no existe, haga clic en el enlace Crear cuenta, escriba un nuevo nombre de cuenta y haga
clic en Crear. La cuenta se creara y se asociara con el volumen.

@ Si hay mas de 50 cuentas, no aparecera la lista. Comience a escribir y la funcion de
autocompletar mostrara los posibles valores que puede elegir.

7. Opcional: para cambiar la seleccion en calidad de servicio, realice una de las siguientes acciones:
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a. En Directiva, puede seleccionar una directiva QoS existente, si esta disponible.

b. En Configuracién personalizada, establezca valores minimos, maximos y de rafaga personalizados
para IOPS o utilice los valores de QoS predeterminados.

Si utiliza politicas de calidad de servicio en un volumen, puede establecer la calidad de

@ servicio personalizada para quitar la asociacion de la politica de calidad de servicio con
el volumen. La calidad de servicio personalizada anulara y ajustara los valores de las
politicas de calidad de servicio de los volumenes.

Cuando cambie los valores de IOPS, debe incrementar sus diez o cien. Los valores de
entrada deben ser niumeros enteros validos.

Configure los volumenes con un valor de rafaga muy alto. De este modo, el sistema podra
procesar grandes cargas de trabajo secuenciales en bloque ocasionales con mayor rapidez,
a la vez que se limitan las IOPS sostenidas de un volumen.

8. Haga clic en Guardar cambios.

Eliminar un volumen

Es posible eliminar uno o varios volumenes de un cluster de almacenamiento de Element.

El sistema no purga de manera inmediata un volumen eliminado, sino que este sigue disponible durante
aproximadamente ocho horas. Si un volumen se restaura antes de que el sistema lo purgue, el volumen
volvera a conectarse y las conexiones iSCSI se restauraran.

Si se elimina el volumen que se utilizé para crear una snapshot, sus snapshots asociadas pasan a estar
inactivas. Cuando se purgan los volumenes de origen eliminados, también se eliminan del sistema las
snapshots inactivas asociadas.

Los volumenes persistentes asociados con servicios de gestion se crean y se asignan a una
nueva cuenta durante la instalacion o la actualizacion. Si utiliza volumenes persistentes, no
modifique o elimine los volimenes o su cuenta asociada.

Pasos
1. Seleccione Gestion > volimenes.

2. Para eliminar un solo volumen, realice los siguientes pasos:

a. Haga clic en el icono Actions del volumen que desea eliminar.
b. En el menu que se abre, haga clic en Eliminar.
c. Confirme la accion.

El sistema mueve el volumen al area borrada de la pagina Volumes.

3. Para eliminar varios volumenes, realice los siguientes pasos:
a. En la lista de volumenes, active la casilla junto a los volumenes que quiera eliminar.
b. Haga clic en acciones masivas.
c. En el menu que se abre, haga clic en Eliminar.

d. Confirme la accién.
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El sistema mueve los volumenes al area Deleted de la pagina Volumes.

Restaurar un volumen eliminado

Un volumen se puede restaurar en el sistema si se elimind, pero aun no se purgé. El sistema purga un
volumen de manera automatica aproximadamente ocho horas después de que fue eliminado. Si el sistema
purgd el volumen, no podra restaurarlo.

1. Seleccione Gestiéon > volumenes.
Haga clic en la ficha eliminado para ver la lista de volimenes eliminados.
Haga clic en el icono Actions del volumen que desea restaurar.

En el menu que se abre, haga clic en Restaurar.

o~ N

Confirme la accion.

El volumen se coloca en la lista volumenes activos y se restauran las conexiones iSCSI con el volumen.

Purgar un volumen

Cuando se purga un volumen, este se quita de forma permanente del sistema y Se pierden todos los datos del
volumen.

El sistema purga de manera automatica un volumen eliminado ocho horas después de su eliminacion. Sin
embargo, si desea purgar un volumen antes de la hora programada, puede hacerlo.

1. Seleccione Gestién > voliumenes.

2. Haga clic en el bot6n eliminado.

3. Ejecute los pasos para purgar un unico volumen o varios volumenes.

Opcidn Pasos
Purgar un unico volumen a. Haga clic en el icono Actions del volumen que desea purgar.
b. Haga clic en Purgar.

c. Confirme la accion.

Purgar varios volimenes Seleccione los volumenes que desea purgar.

T 9o

Haga clic en acciones masivas.

3]

En el menu que se abre, seleccione Purge.

d. Confirme la accion.

Clonar un volumen

Un clon se puede crear de un solo volumen o de varios volumenes para hacer una copia de los datos en un
momento especifico. Cuando se clona un volumen, el sistema crea una copia de Snapshot del volumen y, a
continuacion, crea una copia de los datos que se indican en la copia de Snapshot. Este es un proceso
asincrono, y la cantidad de tiempo que requiere el proceso depende del tamafio del volumen que se clona y
de la carga del cluster actual.
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El cluster admite hasta dos solicitudes de clones en ejecucién por volumen a la vez y hasta ocho operaciones
de clones de volumenes activos a la vez. Las solicitudes que superen este limite se pondran en cola para
procesarlas mas adelante.

Los sistemas operativos difieren en la forma en que tratan los volumenes clonados. VMware
ESXi tratara un volumen clonado como una copia de volumen o un volumen Snapshot. El

@ volumen sera un dispositivo disponible para usar para crear un nuevo almacén de datos. Para
obtener mas informacion sobre el montaje de volimenes de clones y el tratamiento de LUN de
copias Snapshot, consulte la documentacion de VMware en "Montar una copia de almacén de
datos VMFS" y.. "Gestion de almacenes de datos VMFS duplicados".

@ Antes de truncar un volumen clonado mediante el clonado en un tamafio mas pequeno,
asegurese de preparar las particiones de manera que se adapten al volumen inferior.

Pasos
1. Seleccione Gestion > volimenes.

2. Para clonar un solo volumen, realice los siguientes pasos:

a. En la lista de volumenes de la pagina activo, haga clic en el icono acciones del volumen que desea
clonar.

b. En el menu que se abre, haga clic en Clonar.
c. En la ventana Clone Volume, introduzca un nombre de volumen para el volumen recién clonado.

d. Seleccione un tamafo y una medida para el volumen utilizando el cuadro de nimero Tamano de
volumen y la lista.

@ El tamafio de volumen predeterminado se selecciona en GB. Los volumenes se pueden
crear con tamafos en GB o GIB:

= 1 GB =1 000 000 000 bytes
= 1 GIB =1 073 741 824 bytes
e. Seleccione el tipo de acceso para el volumen que se acaba de clonar.

f. Seleccione una cuenta para asociarla con el volumen recién clonado en la lista cuenta.

Puede crear una cuenta durante este paso si hace clic en el enlace Crear cuenta,
escribe un nombre de cuenta y hace clic en Crear. El sistema agrega automaticamente
la cuenta a la lista cuenta después de crearla.

3. Para clonar varios volumenes, realice los siguientes pasos:

a. En la lista de volumenes de la pagina Active, marque la casilla junto a los volumenes que desee
clonar.

b. Haga clic en acciones masivas.
c. En el menu que se abre, seleccione Clonar.

d. En el cuadro de dialogo Clonar varios volumenes, introduzca un prefijo para los volimenes clonados
en el campo prefijo de nombre de volumen nuevo.

e. Seleccione una cuenta para asociarla con los volimenes clonados en la lista cuenta.

f. Seleccione el tipo de acceso de los volumenes clonados.
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4. Haga clic en Iniciar clonacién.

Al aumentar el tamafio del volumen de un clon, se genera un volumen nuevo con espacio
libre adicional al final del volumen. Segun como use el volumen, podria necesitar ampliar
las particiones o crear otras nuevas en el espacio libre para utilizarlo.

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Asigne LUN a volumenes Fibre Channel

Puede cambiar la asignacion de LUN para un volumen Fibre Channel en un grupo de
acceso de volumenes. También puede hacer asignaciones de LUN de volumenes de
Fibre Channel cuando se crea un grupo de acceso de volumenes.

La asignacion de nuevos LUN de Fibre Channel es una funcién avanzada y podria tener consecuencias

desconocidas en el host de conexion. Por ejemplo, el ID del nuevo LUN podria no detectarse

automaticamente en el host y este podria requerir un nuevo analisis para detectar el nuevo ID de LUN.
1. Seleccione Administraciéon > grupos de acceso.

. Haga clic en el icono Actions del grupo de acceso que quiera editar.

. En el menu que se abre, seleccioneEdit.

A W DN

. En asignar ID de LUN en el cuadro de dialogo Editar grupo de acceso de volumen, haga clic en la
flecha de la lista asignaciones de LUN.

5. Para cada volumen de la lista a la que desea asignar un LUN, introduzca un nuevo valor en el campo LUN
correspondiente.

6. Haga clic en Guardar cambios.

Aplique una politica de calidad de servicio en los volumenes

Puede aplicar de forma masiva una politica de calidad de servicio existente a uno o
varios volumenes.

Debe existir la politica de calidad de servicio que desea aplicar de forma masiva.

1. Seleccione Gestion > volimenes.

2. En la lista de volumenes, active la casilla junto a los volumenes a los que quiera aplicar la politica de
calidad de servicio.

Haga clic en acciones masivas.
En el menu que aparece, haga clic en aplicar directiva QoS.

Seleccione la politica de calidad de servicio de la lista desplegable.

o ok~ w

Haga clic en aplicar.
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Obtenga mas informaciéon

Politicas de calidad de servicio

Quite la asociacion de politicas de calidad de servicio de un volumen

Si desea quitar la asociacion de una politica de calidad de servicio de un volumen,
seleccione una configuracion de calidad de servicio personalizada.

El volumen que desea modificar debe estar asociado a una politica de calidad de servicio.

1. Seleccione Gestion > volimenes.

2. Haga clic en el icono Actions de un volumen que contiene una politica de calidad de servicio que desea
modificar.

. Haga clic en Editar.

3

4. En el menu que aparece en calidad de servicio, haga clic en Configuracion personalizada.
5. Modifique Min IOPS, Max IOPS y Burst IOPS, o mantenga la configuracion predeterminada.
6

. Haga clic en Guardar cambios.

Obtenga mas informacion

Elimine una politica de calidad de servicio

Trabaje con volumenes virtuales

Habilite Virtual Volumes

Debe habilitar manualmente la funcionalidad vSphere Virtual Volumes (VVol) de a través
del software NetApp Element. El sistema de software Element viene con la funcionalidad
VVol deshabilitada de forma predeterminada y no se habilita automaticamente como
parte de una nueva instalacion o actualizacion. Habilitar la funcion VVol es una tarea de
configuracién que solo debe hacer una vez.

Lo que necesitara
 El cluster debe ejecutar Element 9.0 o una version posterior.
« El cluster de debe estar conectado a un entorno ESXi 6.0 o posterior que sea compatible con VVol.

« Si se utiliza Element 11.3 o una versién posterior, el cluster debe estar conectado a un entorno de ESXi
6.0 Update 3 o posterior.

Al habilitar la funcionalidad vSphere Virtual Volumes, la configuracion del software Element se
modifica irreversiblemente. Solo debe habilitar la funcionalidad VVol si el cluster esta conectado

@ a un entorno de VMware ESXi compatible con VVol. Puede deshabilitar la funcion VVol y
restaurar la configuracion predeterminada solo si devuelve el cluster a la imagen de fabrica, lo
que elimina todos los datos del sistema.

Pasos
1. Seleccione Clusters > Ajustes.

2. Busque la configuracion especifica del cluster para Virtual Volumes.
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3. Haga clic en Activar volumenes virtuales.

4. Haga clic en Si para confirmar el cambio de configuracion de Virtual Volumes.

La pestafna VVols aparece en la interfaz de usuario de Element.

Cuando se habilita la funcionalidad VVol, el cluster de SolidFire inicia el proveedor VASA,

abre el puerto 8444 para el trafico VASA y crea extremos de protocolo que vCenter y todos

los hosts ESXi puedan detectar.

5. Copie la URL del proveedor VASA de la configuracion de Virtual Volumes (VVols) en Clusters > Settings.

Esta URL se usara para registrar el proveedor VASA en vCenter.

6. Cree un contenedor de almacenamiento en VVols > contenedores de almacenamiento.

@ Debe crear al menos un contenedor de almacenamiento para que se puedan aprovisionar

las maquinas virtuales en un almacén de datos de VVol.

7. Seleccione VVols > Protocol Endpoints.

8. Compruebe que se ha creado un extremo de protocolo para cada nodo del cluster.

Se requieren tareas adicionales de configuracion en vSphere. Consulte la guia de

@ configuracion de Virtual Volumes de VMware vSphere para el almacenamiento SolidFire
para registrar el proveedor VASA en vCenter, crear y gestionar almacenes de datos de
VVol, y gestionar el almacenamiento en funcion de politicas.

Obtenga mas informacion

"Guia de configuracion de VMware vSphere Virtual Volumes para SolidFire Storage"

Ver los detalles de los voliumenes virtuales

En la interfaz de usuario de Element, se puede revisar la informacién relacionada con los
volumenes virtuales activos del cluster. También se puede ver la actividad de rendimiento

de cada volumen virtual, como la entrada, la salida, el rendimiento y la latencia,
profundidad de cola e informacion de volumen.

Lo que necesitara
* Debe haber habilitado la funcionalidad VVol en la interfaz de usuario de Element para el cluster.

* Debe haber creado un contenedor de almacenamiento asociado.
» Debe haber configurado el cluster de vSphere para usar la funcionalidad Vol del software Element.

» Debe haber creado al menos una maquina virtual en vSphere.

Pasos
1. Haga clic en VVols > Virtual Volumes.

Se muestra la informacién de todos los voliumenes virtuales activos.

2. Haga clic en el icono acciones del volumen virtual que desee revisar.

3. En el menu que se abre, seleccione Ver detalles.
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Detalles

La pagina Virtual Volumes de la pestaia VVols proporciona informacién sobre cada volumen virtual activo en
el cluster, como el ID de volumen, el ID de snapshot, el ID de volumen virtual primario y el ID de volumen
virtual.

* ID de volumen: El ID del volumen subyacente.

* ID de instantanea: El ID de la instantanea de volumen subyacente. El valor es 0 si el volumen virtual no
representa una snapshot de SolidFire.

* Id. De volumen virtual principal: El ID de volumen virtual del volumen virtual principal. Si el ID solo esta
formado por ceros, indica que el volumen virtual es independiente y no tiene ningun enlace a un volumen
principal.

* Virtual Volume ID: EI UUID del volumen virtual.

* Nombre: Nombre asignado al volumen virtual.

» Contenedor de almacenamiento: El contenedor de almacenamiento que posee el volumen virtual.
» Tipo de SO invitado: Sistema operativo asociado al volumen virtual.

* Tipo de volumen virtual: Tipo de volumen virtual: Config, datos, memoria, intercambio u otro.

* Access: Los permisos de lectura y escritura asignados al volumen virtual.

» Tamano: El tamafio del volumen virtual en GB o GIB.

* Instantaneas: El nimero de instantaneas asociadas. Haga clic en el nimero para vincular a detalles de
instantanea.

» Min IOPS: El valor minimo de QoS de IOPS del volumen virtual.

* Max IOPS: El valor maximo de QoS para IOPS del volumen virtual.

» Burst IOPS: El valor maximo de QoS de rafaga del volumen virtual.

+ VMW_VMID: VMware define la informacién de los campos que van precedidos por "VMW_".

» Crear tiempo: La hora en que se completé la tarea de creacion de volumen virtual.

Detalles de cada volumen virtual

La pagina Virtual Volumes de la pestafia VVols proporciona la siguiente informacion sobre volumenes virtuales
cuando selecciona un volumen virtual y desea ver sus detalles.
* VMW _XXX: VMware define la informacién de los campos que van precedidos por "VMW _".

* Id. De volumen virtual principal: El ID de volumen virtual del volumen virtual principal. Si el ID solo esta
formado por ceros, indica que el volumen virtual es independiente y no tiene ningun enlace a un volumen
principal.

¢ Virtual Volume ID: El UUID del volumen virtual.

* Tipo de volumen virtual: Tipo de volumen virtual: Config, datos, memoria, intercambio u otro.
* ID de volumen: EI ID del volumen subyacente.

* Access: Los permisos de lectura y escritura asignados al volumen virtual.

* Nombre de cuenta: Nombre de la cuenta que contiene el volumen.

* Grupos de acceso: Grupos de acceso de volumenes asociados.

+ Tamaiio total del volumen: Capacidad total aprovisionada en bytes.

» * Bloques no cero*: Numero total de bloques de 4 KiB con datos después de haber completado la ultima
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operacion de recopilacién de basura.

» * Cero bloques*: Numero total de bloques de 4 KiB sin datos después de haber completado la ultima ronda
de recoleccién de basura.

* Instantaneas: El nimero de instantaneas asociadas. Haga clic en el nUmero para vincular a detalles de
instantanea.

* Min IOPS: El valor minimo de QoS de IOPS del volumen virtual.
* Max IOPS: El valor maximo de QoS para IOPS del volumen virtual.
» Burst IOPS: El valor maximo de QoS de rafaga del volumen virtual.

» Activar 512: Debido a que los volumenes virtuales siempre utilizan emulacién de tamafio de bloque de
512 bytes, el valor es siempre yes.

* Volimenes emparejados: Indica si un volumen esta emparejado.
» Crear tiempo: La hora en que se completo la tarea de creacion de volumen virtual.
» Tamano de los bloques: Tamafio de los bloques en el volumen.

» Escrituras no alineadas: Para volumenes 512e, el numero de operaciones de escritura que no estaban
en un ambito de sector 4k. Si el nUmero de escrituras no alineadas es grande, puede indicar que la
alineacion de las particiones no es la adecuada.

* Lecturas no alineadas: Para los volumenes 512e, el nUmero de operaciones de lectura que no estaban
en un ambito del sector 4k. Si el numero de lecturas no alineadas es grande, puede indicar que la
alineacion de las particiones no es la adecuada.

» SsiEUIDevicelD: Identificador Unico global de dispositivo SCSI para el volumen en formato de 16 bytes
basado en EUI-64.

» SscsiNAADevicelD: Identificador de dispositivo SCSI exclusivo global para el volumen en el formato
extendido registrado de NAA segun IEEE.

* Atributos: Lista de pares nombre-valor en formato de objeto JSON.

Eliminar un volumen virtual

Si bien los volumenes virtuales se deben eliminar siempre en el nivel de gestién de
VMware, la funcionalidad que le permite eliminar volumenes virtuales se habilita en la
interfaz de usuario de Element. Solo debe eliminar un volumen virtual en la interfaz de
usuario de Element cuando sea absolutamente necesario, como cuando vSphere no
logra limpiar los volumenes virtuales en el almacenamiento de SolidFire.

1. Seleccione VVols > Virtual Volumes.
2. Haga clic en el icono Actions del volumen virtual que desee eliminar.

3. En el menu que se abre, seleccione Eliminar.

Debe eliminar un volumen virtual en el nivel de gestion de VMware para garantizar que el
volumen virtual esté correctamente desvinculado antes de su eliminacion. Solo debe

@ eliminar un volumen virtual en la interfaz de usuario de Element cuando sea absolutamente
necesario, como cuando vSphere no logra limpiar los volimenes virtuales en el
almacenamiento de SolidFire. Si elimina un volumen virtual en la interfaz de usuario de
Element, el volumen se depurara inmediatamente.

4. Confirme la accion.
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5. Actualice la lista de volumenes virtuales para confirmar que el volumen virtual se ha eliminado.

6. Opcional: Seleccione Informe > Registro de sucesos para confirmar que la purga se ha realizado
correctamente.

Gestione los contenedores de almacenamiento

Un contenedor de almacenamiento es una representacién de almacén de datos de
vSphere creada en un cluster donde se ejecuta el software Element.

Los contenedores de almacenamiento se crean y estan ligados a cuentas de NetApp Element. Un contenedor
de almacenamiento que se crea en el almacenamiento Element se muestra como un almacén de datos de
vSphere en vCenter y ESXi. Los contenedores de almacenamiento no asignan espacio en el almacenamiento
de Element. Simplemente se utilizan para asociar volumenes virtuales de forma logica.

Se permite un maximo de cuatro contenedores de almacenamiento por cluster. Se requiere un minimo de un
contenedor de almacenamiento para habilitar la funcionalidad de VVol.

Cree un contenedor de almacenamiento

Los contenedores de almacenamiento se pueden crear en la interfaz de usuario de Element y se pueden
detectar en vCenter. Es necesario crear al menos un contenedor de almacenamiento para comenzar a
aprovisionar maquinas virtuales respaldadas por VVol.

Antes de comenzar, habilite la funcionalidad de VVol en la interfaz de usuario de Element para el cluster.

Pasos
1. Seleccione VVols > contenedores de almacenamiento.

2. Haga clic en el botén Crear contenedores de almacenamiento.

3. Introduzca la informacion del contenedor de almacenamiento en el cuadro de didlogo Crear un
contenedor de almacenamiento nuevo:

a. Escriba un nombre para el contenedor de almacenamiento.

b. Configure el iniciador y los secretos de destino para CHAP.

Deje los campos CHAP Settings vacios para que los secretos se generen
automaticamente.

c. Haga clic en el boton Crear contenedor de almacenamiento.

4. Compruebe que el nuevo contenedor de almacenamiento aparece en la lista de la subpestafa
contenedores de almacenamiento.

@ Dado que el ID de cuenta de NetApp Element se crea automaticamente y se asigna al
contenedor de almacenamiento, no es necesario crear una cuenta de forma manual.

Ver los detalles del contenedor de almacenamiento

En la pagina Storage Containers de la pestafia VVols, puede ver informacion relativa a todos los contenedores
de almacenamiento activos del cluster.

* ID de cuenta: El ID de la cuenta NetApp Element asociada con el contenedor de almacenamiento.
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Nombre: El nombre del contenedor de almacenamiento.
Estado: El estado del contenedor de almacenamiento. Los posibles valores son los siguientes:
> Active: El contenedor de almacenamiento esta en uso.
> Locked: El contenedor de almacenamiento esta bloqueado.
Tipo PE: Tipo de extremo de protocolo (SCSI es el unico protocolo disponible para el software Element).
ID del contenedor de almacenamiento: El UUID del contenedor de almacenamiento del volumen virtual.

Active Virtual Volumes: El niumero de voliUmenes virtuales activos asociados con el contenedor de
almacenamiento.

Ver los detalles de cada contenedor de almacenamiento

Si desea ver la informacién de un contenedor de almacenamiento especifico, seleccionelo en la pagina
Storage Containers de la pestafia VVols.

ID de cuenta: El ID de la cuenta NetApp Element asociada con el contenedor de almacenamiento.
Nombre: El nombre del contenedor de almacenamiento.
Estado: El estado del contenedor de almacenamiento. Los posibles valores son los siguientes:
> Active: El contenedor de almacenamiento esta en uso.
o Locked: El contenedor de almacenamiento esta bloqueado.
Secreto CHAP del iniciador: El secreto CHAP unico para el iniciador.
Secreto objetivo CHAP: El secreto CHAP Unico para el destino.
ID del contenedor de almacenamiento: El UUID del contenedor de almacenamiento del volumen virtual.

Tipo de extremo de protocolo: Indica el tipo de extremo de protocolo (SCSI es el Unico protocolo
disponible).

Editar un contenedor de almacenamiento

La autenticacion CHAP del contenedor de almacenamiento se puede modificar en la interfaz de usuario de
Element.

> w N

5.

. Seleccione VVols > contenedores de almacenamiento.

Haga clic en el icono acciones del contenedor de almacenamiento que desee editar.
En el menu que se abre, seleccione Editar.

En CHAP Settings, edite las credenciales de Initiator Secret y Target Secret que se han usado para la
autenticacion.

Si no se modifican las credenciales en CHAP Settings, seguiran siendo las mismas. Si deja
vacios los campos de las credenciales, el sistema generara automaticamente secretos
nuevos.

Haga clic en Guardar cambios.

Eliminar un contenedor de almacenamiento

Los contenedores de almacenamiento se pueden eliminar de la interfaz de usuario de Element.

Lo que necesitara
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Asegurese de que todas las maquinas virtuales se hayan eliminado del almacén de datos de VVol.

Pasos
1. Seleccione VVols > contenedores de almacenamiento.

2. Haga clic en el icono acciones del contenedor de almacenamiento que desea eliminar.
3. En el menu que se abre, seleccione Eliminar.

4. Confirme la accion.
5

. Actualice la lista de contenedores de almacenamiento en la subpestafia contenedores de
almacenamiento para confirmar que se ha eliminado el contenedor de almacenamiento.

Extremos de protocolo

Aprenda sobre los puntos finales del protocolo

Los extremos de protocolo son puntos de acceso que utiliza un host para abordar el
almacenamiento de un cluster que ejecuta el software NetApp Element. Los usuarios no
pueden eliminar ni modificar los extremos de protocolo. Tampoco se pueden asociar con

una cuenta ni se pueden afadir a un grupo de acceso de volumenes.

Un cluster que ejecuta el software Element crea automaticamente un extremo de protocolo por nodo de
almacenamiento en el cluster. Por ejemplo, un cluster de almacenamiento de seis nodos tiene seis extremos
de protocolo que se asignan a cada host ESXi. Los extremos de protocolo se gestionan dinamicamente con el
software Element y se crean, mueven o eliminan segun sea necesario sin intervencion. Los extremos de
protocolo son el objetivo para las rutas multiples y actian como proxy l/o para las LUN subsidiarias. Cada
extremo de protocolo consume una direccion SCSI disponible, al igual que un destino iISCSI estandar. Los
extremos de protocolo aparecen como un dispositivo de almacenamiento de bloque unico (512 bytes) en el
cliente vSphere, pero este dispositivo de almacenamiento no esta disponible para formatearse o usarse como
almacenamiento.

ISCSI es el Unico protocolo compatible. No se admite el protocolo Fibre Channel.

Detalles de los extremos de protocolo

La pagina Protocol Endpoints en la pestafia VVols proporciona informacién sobre
extremos de protocolo.

* ID de proveedor primario

El ID del proveedor de extremo de protocolo principal.
 ID de proveedor secundario

El ID del proveedor de extremo de protocolo secundario.
* ID de extremo de protocolo

El UUID del extremo de protocolo.
» Estado del extremo de protocolo

El estado del extremo de protocolo. Los valores posibles son los siguientes:
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o Active: El extremo de protocolo esta en uso.

o Start: El extremo de protocolo se esta iniciando.

o Failover: El extremo de protocolo se conmuto al nodo de respaldo.
o Reserved: El extremo de protocolo esta reservado.

* Tipo de proveedor
El tipo de proveedor del extremo de protocolo. Los valores posibles son los siguientes:

o Primario
o Secundario
+ SCSI NAA DEVICE ID

El identificador exclusivo de dispositivo SCSI para el extremo de protocolo a nivel global en el formato
extendido registrado de NAA segun la norma IEEE.

Vinculaciones

Aprende sobre encuadernaciones

Para realizar operaciones de I/o con un volumen virtual, el volumen virtual se debe
vincular primero a un host ESXi.

El cluster de SolidFire elige un extremo de protocolo adecuado, crea una vinculacion que asocia el host ESXi

y el volumen virtual con el extremo del protocolo, y devuelve la vinculacion al host ESXi. Una vez enlazados,
el host ESXi puede llevar a cabo operaciones de I/o con el volumen virtual vinculado.

Detalles de vinculaciones

La pagina Bindings de la pestafia VVVols proporciona informacion relacionada con la
vinculacion de cada volumen virtual.

Se muestra la siguiente informacion:
* ID de host
El UUID del host ESXi que aloja los volumenes virtuales y es conocido para el cluster.
* ID de extremo de protocolo
Los ID de extremo de protocolo que corresponden a cada nodo del cluster de SolidFire.
* Protocol Endpoint in Band ID
El ID de dispositivo SCSI de NAA segun el extremo de protocolo.
* Tipo de extremo de protocolo
El tipo de extremo de protocolo.

* ID de enlace de VVol
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El UUID de vinculacién del volumen virtual.
* ID de VVol

El identificador unico universal (UUID) del volumen virtual.
* ID secundario de VVol

El ID secundario del volumen virtual que es un ID de LUN de segundo nivel para SCSI.

Detalles del host

La pagina hosts de la pestafia VVols proporciona informacion sobre los hosts VMware
ESXi que alojan los volumenes virtuales.

Se muestra la siguiente informacion:
* ID de host
El UUID del host ESXi que aloja los volumenes virtuales y es conocido para el cluster.
* Direccion de host
La direccion IP o el nombre DNS del host ESXi.
* Enlaces
Los ID de vinculacion de todos los volumenes virtuales que estan vinculados por el host ESXi.
* ID de cluster ESX
El ID del cluster host de vSphere o GUID de vCenter.
* IQN del iniciador
Los IQN de iniciador para el host de volumenes virtuales.
* ID de extremo de protocolo de SolidFire

Los extremos del protocolo que el host ESXi puede ver en ese momento.

Trabajar con iniciadores y grupos de acceso de volumenes

Cree un grupo de acceso de volumenes

Los grupos de acceso de volumenes se pueden crear asignando iniciadores a una
coleccion de volumenes para garantizar el acceso seguro. A continuacion, podra otorgar
acceso a los volumenes del grupo con un secreto de iniciador CHAP de cuenta y un
secreto de destino.

Si utiliza CHAP basado en iniciador, puede afiadir credenciales de CHAP para un unico iniciador en un grupo

de acceso de volumenes, lo que proporciona mas seguridad. Esto permite aplicar esta opcion a los grupos de
acceso de volumenes que ya existen.
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Pasos
1. Haga clic en Administracién > grupos de acceso.

2. Haga clic en Crear grupo de acceso.
3. Escriba un nombre para el grupo de acceso de volumenes en el campo Nombre.

4. Anada un iniciador al grupo de acceso de volumenes de una de las siguientes maneras:

Opcion Descripcion

Se afade un iniciador de a. En Add Initiators, seleccione un iniciador de Fibre Channel existente en la
Fibre Channel lista Unbound Fibre Channel Initiators.

b. Haga clic en Agregar iniciador FC.

Puede crear un iniciador durante este paso si hace clic en el

@ enlace Crear iniciador, escribe un nombre de iniciador y
hace clic en Crear. El sistema afiade automaticamente el
iniciador a la lista Initiators después de crearlo.

A continuacion, se ofrece un ejemplo de formato:

5f:47:ac:c0:5¢c:74:d4:02

Adicién de un iniciador En Add Initiators, seleccione un iniciador de existente en la lista Initiators.

de iSCSI Nota: puede crear un iniciador durante este paso si hace clic en el enlace
Crear iniciador, introduce un nombre de iniciador y haz clic en Crear. El
sistema afiade automaticamente el iniciador a la lista Initiators después de
crearlo.

A continuacion, se ofrece un ejemplo de formato:

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09%bb8b

Puede encontrar el IQN del iniciador para cada volumen
seleccionando Ver detalles en el menu acciones del volumen
en la lista Gestion > volimenes > activo.

Al modificar un iniciador, puede cambiar el atributo requiredCHAP a True, lo
que permite configurar el secreto de iniciador de destino. Para obtener mas
informacion, consulte la informacion de APl acerca del método API
Modifylnitiator.

"Gestione el almacenamiento con la AP| de Element"

5. Opcional: Agregue mas iniciadores segun sea necesario.

6. En Agregar volumenes, seleccione un volumen de la lista volimenes.

El volumen aparece en la lista volumenes adjuntos.
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7. Opcional: Agregue mas volumenes segun sea necesario.
8. Haga clic en Crear grupo de acceso.
Obtenga mas informacion

Afada volumenes a un grupo de acceso

Ver detalles de cada grupo de acceso

Es posible ver los detalles de un grupo de acceso individual, como iniciadores y
volumenes conectados, en formato grafico.

1. Haga clic en Administraciéon > grupos de acceso.
2. Haga clic en el icono Actions de un grupo de acceso.

3. Haga clic en Ver detalles.

Detalles del grupo de acceso de volimenes

En la pagina Access Groups de la pestafia Management, se proporciona informacion sobre los grupos de
acceso de volumenes.

Se muestra la siguiente informacion:

ID: EI ID generado por el sistema para el grupo de acceso.

Nombre: El nombre otorgado al grupo de acceso cuando se creo.

* Volumenes activos: Numero de volumenes activos en el grupo de acceso.

« Compresion: La puntuacién de eficiencia de compresion del grupo de acceso.

» Deduplicacion: La puntuacion de eficiencia de deduplicacion del grupo de acceso.

* Thin Provisioning: Puntuacion de eficiencia de thin provisioning para el grupo de acceso.

« Eficiencia general: La puntuacion de eficiencia general del grupo de acceso.

Initiators: El nimero de iniciadores conectados al grupo de acceso.

Anada voliumenes a un grupo de acceso

Es posible afadir volumenes a un grupo de acceso de volumenes. Cada volumen puede
pertenecer a mas de un grupo de acceso de volumenes. Puede ver los grupos a los que
pertenece cada volumen en la pagina volimenes activos.

También puede usar este procedimiento para afiadir volimenes a un grupo de acceso de volumenes de Fibre
Channel.

1. Haga clic en Administraciéon > grupos de acceso.
Haga clic en el icono Actions del grupo de acceso al que desea anadir volumenes.

Haga clic en el boton Editar.

> 0N

En Agregar volumenes, seleccione un volumen de la lista volimenes.

Puede anadir mas volumenes repitiendo este paso.
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5. Haga clic en Guardar cambios.

Quite volumenes de un grupo de acceso

Cuando se quita un volumen de un grupo de acceso, el grupo ya no puede acceder a
dicho volumen.

Si se modifica la configuracion de CHAP en una cuenta o se quitan los iniciadores o los volimenes de un
grupo de acceso, se podria interrumpir el acceso de los iniciadores a los volimenes de forma inesperada.
Para asegurarse de que no se interrumpira el acceso a los volumenes de forma inesperada, siempre debe
cerrar las sesiones iSCSI afectadas por alguno de los cambios en la cuenta o en el grupo de acceso.
Asimismo, compruebe que los iniciadores pueden volver a conectarse con los volumenes una vez que se
hayan realizado los cambios en la configuracion del iniciador y la configuracion del cluster.

1. Haga clic en Administracion > grupos de acceso.
Haga clic en el icono Actions del grupo de acceso del que desea quitar volumenes.

Haga clic en Editar.

> w N

En Agregar volumenes en el cuadro de didlogo Editar grupo de acceso de volumen, haga clic en la
flecha de la lista voliumenes adjuntos.

5. Seleccione el volumen que desea eliminar de la lista y haga clic en el icono x para eliminar el volumen de
la lista.

Puede eliminar mas volumenes repitiendo este paso.

6. Haga clic en Guardar cambios.

Cree un iniciador
Es posible crear iniciadores iISCSI o Fibre Channel y, opcionalmente, asignarles alias.

También puede asignar atributos CHAP basados en iniciadores mediante una llamada API. Para aiadir un
nombre de cuenta CHAP y credenciales por iniciador, debe usar CreateInitiator Llamada API para
eliminar y afadir acceso y atributos CHAP. El acceso del iniciador se puede restringir a una o varias VLAN
especificando uno o varios virtualNetworkID a través del CreateInitiatorsy.. ModifyInitiators
Llamadas API. Si no se especifica ninguna red virtual, el iniciador puede acceder a todas las redes.

Para obtener mas detalles, consulte la informacién de referencia de la API. "Gestione el almacenamiento con
la APl de Element"

Pasos

1. Haga clic en Administracion > iniciadores.
2. Haga clic en Crear iniciador.

3. Siga los pasos para crear un solo iniciador o varios iniciadores:
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Opcidn Pasos
Cree un solo iniciador . Haga clic en Crear un unico iniciador.

a
b. Introduzca el IQN o el WWPN del iniciador en el campo IQN/WWPN.

o

Introduzca un nombre descriptivo para el iniciador en el campo Alias.

o

Haga clic en Crear iniciador.

Cree varios iniciadores Haga clic en Bulk Create Initiators.

T 9

Introduzca una lista de varios IQN o WWPN en el cuadro de texto.

3

Haga clic en Add Initiators.

d. Elija uniniciador de la lista resultante y haga clic en el icono Agregar
correspondiente en la columna Alias para afiadir un alias para el iniciador.

e. Haga clic en la Marca de verificacion para confirmar el nuevo alias.

f. Haga clic en Crear iniciadores.

Edite un iniciador

Es posible cambiar el alias de un iniciador existente o afiadir un alias si aun no hay
ninguno.

Para afiadir un nombre de cuenta CHAP y credenciales por iniciador, debe usar ModifyInitiator Llamada
API para eliminar y afiadir acceso y atributos CHAP.

Ver"Gestione el almacenamiento con la APl de Element" .

Pasos
1. Haga clic en Administracion > iniciadores.

2. Haga clic en el icono Actions del iniciador que quiera editar.

3. Haga clic en Editar.

4. Introduzca un nuevo alias para el iniciador en el campo Alias.
5

. Haga clic en Guardar cambios.

Anada un unico iniciador a un grupo de acceso de volimenes
Es posible anadir un iniciador a un grupo de acceso de volumenes existente.

Cuando se anade un iniciador a un grupo de acceso de volumenes, el iniciador tiene acceso a todos los
volumenes en ese grupo de acceso de volumenes.

Para buscar el iniciador de cada volumen, haga clic en el icono Actions y seleccione View
Details para el volumen en la lista de volumenes activos.

Si utiliza CHAP basado en iniciador, puede afiadir credenciales de CHAP para un Unico iniciador en un grupo
de acceso de volumenes, lo que proporciona mas seguridad. Esto permite aplicar esta opcion a los grupos de
acceso de volumenes que ya existen.
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Pasos
1. Haga clic en Administracion > grupos de acceso.

2. Haga clic en el icono acciones del grupo de acceso que desea editar.
3. Haga clic en Editar.

4. Para afadir un iniciador de Fibre Channel al grupo de acceso de volumenes, realice los pasos siguientes:

a. En Add Initiators, seleccione un iniciador de Fibre Channel existente en la lista Unbound Fibre
Channel Initiators.

b. Haga clic en Agregar iniciador FC.

Puede crear un iniciador durante este paso si hace clic en el enlace Crear iniciador,
escribe un nombre de iniciador y hace clic en Crear. El sistema agrega
automaticamente el iniciador a la lista Initiators después de crearlo.

A continuacion, se ofrece un ejemplo de formato:

5f:47:ac:c0:5¢c:74:d4:02

5. Para anadir un iniciador iSCSI al grupo de acceso de volumenes, en Add Initiators, seleccione un iniciador
existente en la lista Initiators.

Puede crear un iniciador durante este paso si hace clic en el enlace Crear iniciador,
escribe un nombre de iniciador y hace clic en Crear. El sistema agrega automaticamente el
iniciador a la lista Initiators después de crearlo.

El formato aceptado de un IQN de iniciador es el siguiente: ign.aaaa-mm, en el cual a y m son digitos,
seguidos de texto que solo puede contener digitos, caracteres alfabéticos en minuscula, un punto (.), dos
puntos (:) o un guion (-).

A continuacién, se ofrece un ejemplo de formato:

ign.2010-01.com.solidfire:c2r9.£c0.2100000ele09bb8b

Puede encontrar el IQN del iniciador para cada volumen desde la pagina Management >
Volumes Active Volumes haciendo clic en el icono Actions y, a continuacion, seleccionando
View Details para el volumen.

6. Haga clic en Guardar cambios.

Anada varios iniciadores a un grupo de acceso de volumenes

Es posible afadir varios iniciadores a un grupo de acceso de volumenes existente para
permitir el acceso a volumenes en el grupo de acceso de volumenes con o sin necesidad
de contar con autenticacion CHAP.

Cuando se anaden un iniciador a un grupo de acceso de volumenes, los iniciadores tienen acceso a todos los
volumenes en ese grupo de acceso de volumenes.
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Para buscar el iniciador de cada volumen, haga clic en el icono Actions y, a continuacion, en
View Details para el volumen en la lista de volumenes activos.

Es posible afiadir varios iniciadores a un grupo de acceso de volumenes existente para habilitar el acceso a
volumenes y asignar credenciales CHAP Unicas para cada iniciador de ese grupo de acceso de volumenes.
Esto permite aplicar esta opcion a los grupos de acceso de volumenes que ya existen.

Puede asignar atributos CHAP basados en iniciadores mediante una llamada API. Para afadir un nombre de
cuenta CHAP y credenciales por iniciador, debe utilizar la llamada APl Modifylnitiator para quitar y agregar
acceso y atributos de CHAP.

Para mas detalles, consulte"Gestione el almacenamiento con la APl de Element" .

Pasos
1. Haga clic en Administracion > iniciadores.

2. Seleccione los iniciadores que desea anadir a un grupo de acceso.
3. Haga clic en el botén acciones masivas.

4. Haga clic en Agregar a grupo de acceso de volumen.

5

. En el cuadro de dialogo Add to Volume Access Group, seleccione un grupo de acceso en la lista Volume
Access Group.

6. Haga clic en Agregar.

Quite los iniciadores de un grupo de acceso

Cuando se quita un iniciador de un grupo de acceso, este ya no puede acceder a los
volumenes de ese grupo de acceso de volumenes. El acceso normal de cuenta al
volumen no se interrumpe.

Si se modifica la configuracion de CHAP en una cuenta o se quitan los iniciadores o los volimenes de un
grupo de acceso, se podria interrumpir el acceso de los iniciadores a los volumenes de forma inesperada.
Para asegurarse de que no se interrumpira el acceso a los volumenes de forma inesperada, siempre debe
cerrar las sesiones iSCSI afectadas por alguno de los cambios en la cuenta o en el grupo de acceso.
Asimismo, compruebe que los iniciadores pueden volver a conectarse con los volumenes una vez que se
hayan realizado los cambios en la configuracion del iniciador y la configuracion del cluster.

Pasos

1. Haga clic en Administraciéon > grupos de acceso.
2. Haga clic en el icono acciones del grupo de acceso que desea quitar.
3. En el menu que se abre, seleccione Editar.

4. En Add Initiators en el cuadro de dialogo Edit Volume Access Group, haga clic en la flecha de la lista
Initiators.

5. Seleccione el icono de x para cada iniciador que desea quitar del grupo de acceso.

6. Haga clic en Guardar cambios.

Eliminar un grupo de acceso

Puede eliminar un grupo de acceso cuando ya no sea necesario. No hace falta que
elimine los ID de iniciador ni los ID de volumen del grupo de acceso de volumenes antes
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de eliminar el grupo. Una vez que se elimine el grupo de acceso, se interrumpira el
acceso del grupo al volumen.

1. Haga clic en Administracion > grupos de acceso.
Haga clic en el icono acciones del grupo de acceso que desea eliminar.

En el menu que se abre, haga clic en Eliminar.

> 0N

Para eliminar también los iniciadores asociados con este grupo de acceso, active la casilla de verificacion
Eliminar iniciadores de este grupo de acceso .

5. Confirme la accion.

Eliminar un iniciador

Es posible eliminar un iniciador cuando ya no se necesita. Cuando se elimina un
iniciador, el sistema la quita de los grupos de acceso de volumenes asociados. Las
conexiones que usan el iniciador siguen siendo validas hasta que se restablece la
conexion.

Pasos
1. Haga clic en Administracion > iniciadores.

2. Siga los pasos para eliminar un solo iniciador o varios iniciadores:

Opcioén Pasos
Elimine un solo iniciador = a. Haga clic en el icono acciones del iniciador que desea eliminar.
b. Haga clic en Eliminar.

c. Confirme la accion.

Elimine varios
iniciadores

Seleccione las casillas junto a los iniciadores que desea eliminar.

T o

Haga clic en el boton acciones masivas.

o

En el menu que se abre, seleccione Eliminar.

d. Confirme la accién.

Proteja sus datos

Proteja sus datos

El software NetApp Element permite proteger los datos de diversos modos con
funcionalidades como copias de Snapshot de volumenes o grupos de volumenes
individuales, replicacidon entre clusteres y volumenes que se ejecutan en Element y
replicacion en sistemas ONTAP.

* Instantaneas

La proteccién de datos con Snapshot replica los datos modificados en momentos especificos a un cluster
remoto. Solo se replican las copias de Snapshot que se crean en el cluster de origen. No se producen las
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escrituras activas del volumen de origen.
Use copias Snapshot de volumen para la proteccién de datos

* Replicacion remota entre clusteres y volumenes que se ejecutan en Element
Es posible replicar datos de volumenes de forma sincrona o asincrona desde un clister de una pareja de
clusteres, tanto en ejecucién en Element para los escenarios de conmutacion por error y conmutacion tras
recuperacion.
Llevar a cabo la replicacion remota entre los clusteres que ejecutan el software NetApp Element

* Replicacion entre clusteres de Element y ONTAP mediante tecnologia SnapMirror
Con la tecnologia SnapMirror de NetApp, puede replicar copias de Snapshot que se hayan realizado
utilizando Element en ONTAP con fines de recuperacion ante desastres. En una relacién de SnapMirror,
Element es un extremo y ONTAP es el otro.
Use la replicacion de SnapMirror entre clisteres de Element y ONTAP

* Copia de seguridad y restauracion de volumenes desde almacenes de objetos SolidFire, S3 o Swift

Es posible realizar backups y restaurar volumenes en otro almacenamiento de SolidFire, asi como en
almacenes de objetos secundarios que sean compatibles con OpenStack Swift o Amazon S3.

Realizar backups y restaurar volimenes en almacenes de objetos SolidFire, S3 o Swift

Si quiere mas informacion

* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Use copias Snapshot de volumen para la proteccion de datos

Use copias Snapshot de volumen para la protecciéon de datos

Una copia de Snapshot de volumen es una copia de un momento especifico de un
volumen. Puede realizar una copia de Snapshot de un volumen y usarla mas adelante si
se tiene que revertir un volumen al estado que tenia en el momento de creacioén de la
copia de Snapshot.

Las copias Snapshot son similares a los clones de volumenes. No obstante, las copias de Snapshot son
réplicas de los metadatos del volumen, por lo que no es posible montarlas ni escribir en ellas. Ademas, para
crear una copia de Snapshot de volumen, solo se requiere una pequefia cantidad de espacio y recursos del
sistema, lo cual es mas rapido crear una copia de Snapshot que clonar.

Es posible realizar una copia de Snapshot de un volumen individual o un conjunto de volumenes.
Opcionalmente, replique las snapshots en un clister de remoto y utilicelos como copia de backup del
volumen. Gracias a ello, es posible revertir un volumen a un momento especifico mediante la copia de

Snapshot replicada. Como alternativa, es posible crear un clon de un volumen a partir de una copia de
Snapshot replicada.
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Obtenga mas informaciéon

» Use copias de Snapshot de volumen individuales para la proteccion de datos
* El uso de copias de Snapshot de grupo para la tarea de proteccion de datos

* Programar una copia de Snapshot

Use copias de Snapshot de volumen individuales para la protecciéon de datos

Use copias de Snapshot de volumen individuales para la proteccion de datos

Una copia de Snapshot de volumen es una copia de un momento especifico de un
volumen. Se puede usar un volumen individual en lugar de un grupo de volumenes para
la copia de Snapshot.

Obtenga mas informacion

» Cree una copia de Snapshot de volumen

« Editar la retencion de snapshot

+ Eliminar una copia de Snapshot

* Clonar un volumen a partir de una copia de Snapshot

* Revertir un volumen a una copia de Snapshot

* Realizar backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3

* Realizar backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift

* Realizar backups de una copia de Snapshot de volumen en un cluster de SolidFire

Cree una copia de Snapshot de volumen

Se puede crear una copia de Snapshot de un volumen activo para conservar la imagen
del volumen en un momento determinado. Es posible crear hasta 32 copias de Snapshot
de un solo volumen.

1. Haga clic en Administracion > volumenes.
Haga clic en el icono acciones del volumen que desea utilizar para la instantanea.
En el menu que se abre, seleccione Snapshot.

En el cuadro de dialogo Crear instantanea del volumen, introduzca el nuevo nombre de instantanea.

o > 0D

Opcional: Active la casilla de verificacion incluir instantanea en la replicacion cuando se empareja
para asegurarse de que la instantanea se captura en la replicaciéon cuando el volumen principal esta
emparejado.

6. Para configurar la retencion de la copia de Snapshot, seleccione una de las siguientes opciones:
o Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

> Haga clic en establecer periodo de retencion y utilice los cuadros de numero de fecha para elegir un
periodo de tiempo durante el cual el sistema retendra la instantanea.

7. Para crear una sola snapshot de forma inmediata, realice los siguientes pasos:

a. Haga clic en tomar instantanea ahora.
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b. Haga clic en Crear Snapshot.
8. Para programar que la copia de Snapshot se ejecute en el futuro, realice los siguientes pasos:
a. Haga clic en Crear programacion Snapshot.
b. Introduzca un Nuevo nombre de programa.
c. Seleccione un Tipo de programacion de la lista.

d. Opcional: Active la casilla de verificacion Programacion periodica para repetir periodicamente la
instantanea programada.

e. Haga clic en Crear programacion.

Obtenga mas informacion

Programar una copia de Snapshot

Editar la retencion de snapshot

Puede cambiar el periodo de retencion de una snapshot y determinar si el sistema
elimina las snapshots y cuando. El periodo de retencion que se especifica comienza
cuando se introduce el nuevo intervalo. Cuando se establece un periodo de retencion, se
puede seleccionar un periodo que comience en ese mismo momento (la retencién no se
calcula a partir del momento de creacion de la copia de Snapshot). Los intervalos se
pueden especificar en minutos, horas y dias.

Pasos
1. Haga clic en Proteccion de datos > instantaneas.

2. Haga clic en el icono acciones de la instantanea que desea editar.
3. En el menu que se abre, haga clic en Editar.

4. Opcional: Active la casilla de verificacion incluir instantanea en la replicacion cuando se empareje
para asegurarse de que la instantanea se capture en la replicacion cuando el volumen primario se
empareje.

5. Opcional: Seleccione una opcién de retencién para la instantanea:
> Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

> Haga clic en establecer periodo de retencion y utilice los cuadros de nimero de fecha para
seleccionar un periodo de tiempo durante el cual el sistema retendra la instantanea.

6. Haga clic en Guardar cambios.

Eliminar una copia de Snapshot

Es posible eliminar una copia de Snapshot de volumen de un cluster de almacenamiento
donde se ejecuta el software Element. Cuando se elimina una copia de Snapshot, el
sistema la quita de forma inmediata.

Es posible eliminar del cluster de origen copias de Snapshot que se estan replicando. Si una snapshot se esta
sincronizando en el cluster de destino cuando se la elimina, se completa la replicacién sincronica y la

snapshot se elimina del cluster de origen. La copia de Snapshot no se elimina del cluster de destino.

También es posible eliminar del cluster de destino las copias de Snapshot que se hayan replicado en el
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destino. La copia de Snapshot eliminada se guarda en una lista de copias de Snapshot eliminadas en el
destino hasta que el sistema detecta que se ha eliminado la copia de Snapshot en el cluster de origen.
Cuando el destino detecta que se ha eliminado la copia de Snapshot de origen, el destino detiene la
replicacion de la copia de Snapshot.

Cuando se elimina una snapshot del cluster de origen, la snapshot del clister de destino no se ve afectada (lo
contrario también aplica).

1. Haga clic en Proteccion de datos > instantaneas.

2. Haga clic en el icono acciones de la instantanea que desea eliminar.

3. En el menu que se abre, seleccione Eliminar.

4. Confirme la accion.

Clonar un volumen a partir de una copia de Snapshot

Es posible crear un nuevo volumen a partir de una copia de Snapshot de un volumen. En
ese caso, el sistema utiliza la informacion de la copia de Snapshot para clonar un
volumen nuevo con los datos que contenia el volumen en el momento en el que se cred
la copia de Snapshot. En este proceso se almacena informacidn sobre otras copias de
Snapshot del volumen en el volumen que se acaba de crear.

1. Haga clic en Proteccion de datos > instantaneas.

Haga clic en el icono acciones de la instantanea que desee utilizar para la clonacion de volumen.
En el menu que se abre, haga clic en Clone Volume from Snapshot.

Introduzca un Nombre de volumen en el cuadro de dialogo Clonar volumen desde Snapshot.
Seleccione una Tamano total y unidades de tamafo para el nuevo volumen.

Seleccione un tipo Access para el volumen.

Seleccione una cuenta de la lista para asociarla con el nuevo volumen.

© N o g &~ WD

Haga clic en Iniciar clonacion.

Revertir un volumen a una copia de Snapshot

Siempre que lo desee, es posible revertir un volumen a una snapshot anterior. De este
modo se revierten los cambios que se hayan hecho al volumen desde el momento de la
creacion de la snapshot.

Pasos

1. Haga clic en Proteccion de datos > instantaneas.

2. Haga clic en el icono acciones de la instantanea que desee utilizar para la reversion de volumen.
3. En el menu que se abre, seleccione revertir volumen a instantanea.

4. Opcional: para guardar el estado actual del volumen antes de retroceder a la instantanea:

a. En el cuadro de dialogo revertir a instantanea, seleccione Guardar estado actual del volumen
como instantanea.

b. Escriba un nombre para la snapshot nueva.

5. Haga clic en revertir Snapshot.
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Realice un backup de una copia de Snapshot de volumen

Realice un backup de una copia de Snapshot de volumen

La funcidn integrada de backup se puede usar para realizar un backup de una copia de
Snapshot de volumen. Es posible realizar backups de snapshots de un cluster de
SolidFire en un almacén de objetos externo o en otro cluster de SolidFire. Cuando se
crea un backup de una copia de Snapshot en un almacén de objetos externo, debe
haber una conexion con el almacén de objetos que permita realizar operaciones de
lectura y escritura.

+ "Realice backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3"
» "Realice backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift"

+ "Realice backups de una copia de Snapshot de volumen en un cluster de SolidFire"

Realice backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3

Es posible realizar backups de snapshots de SolidFire en almacenes de objetos externos
gue sean compatibles con Amazon S3.

1. Haga clic enProteccion de datos > Snapshots.

2. Haga clic en el icono acciones de la instantanea de la que desea realizar la copia de seguridad.

3. En el menu que se abre, haga clic en copia de seguridad en.

4. En el cuadro de dialogo copia de seguridad integrada en copia de seguridad a, seleccione S3.

5. Seleccione una opcién en Formato de datos:
> Original: Formato comprimido que sélo pueden leer los sistemas de almacenamiento SolidFire.
o Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.

7. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.

8. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.

9. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.

10. Opcional: Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo etiqueta de nombre.

11. Haga clic en Iniciar lectura.

Realice backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift

Es posible realizar backups de snapshots de SolidFire en almacenes de objetos
secundarios que sean compatibles con OpenStack Swift.

1. Haga clic en Proteccién de datos > instantaneas.

2. Haga clic en el icono acciones de la instantanea de la que desea realizar la copia de seguridad.
3. En el menu que se abre, haga clic en copia de seguridad en.

4. En el cuadro de didlogo Backup integrado, en Backup to, seleccione Swift.

5

. Seleccione una opcién en Formato de datos:
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10.
1.

> Original: Formato comprimido que soélo pueden leer los sistemas de almacenamiento SolidFire.

> Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca una URL para acceder al almacén de objetos.
7.
8
9

Introduzca un Nombre de usuario para la cuenta.

. Introduzca clave de autenticacién para la cuenta.

. Introduzca el contenedor en el que desea almacenar la copia de seguridad.

Opcional: Introduzca una etiqueta de nombre.

Haga clic en Iniciar lectura.

Realice backups de una copia de Snapshot de volumen en un cluster de SolidFire

Puede realizar backups de snapshots de volumen que residen en un cluster de SolidFire
en un cluster de SolidFire remoto.

Debe confirmar que los clusteres de origen y destino estan emparejados.

Cuando se crea un backup o se restaura de un cluster a otro, el sistema genera una clave que se debe usar
como autenticacion entre los clusteres. Con esta clave de escritura masiva de volumenes, el cluster de origen
puede autenticarse con el cluster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
en el volumen de destino. Como parte del proceso de backup o restauracion, debe generar una clave de
escritura masiva de volumenes desde el volumen de destino antes de iniciar la operacion.

1.

© © N o

10.
1.
12.

13.

14.
15.
16.

En el cluster de destino, haga clic en Administraciéon > voliumenes.

2. Haga clic en el icono acciones del volumen de destino.
3. En el menu que se abre, haga clic en Restaurar de.

4.
5

En el cuadro de dialogo Restauracion integrada, en Restaurar de, seleccione SolidFire.

. Seleccione un formato de datos en Formato de datos:

> Original: Formato comprimido que sélo pueden leer los sistemas de almacenamiento SolidFire.
o Sin comprimir: Formato sin comprimir compatible con otros sistemas.
Haga clic en generar clave.
Copie la clave del cuadro Bulk Volume Write Key en el portapapeles.
En el cluster de origen, haga clic en Proteccion de datos > instantaneas.
Haga clic en el icono Actions de la snapshot que quiera usar para el backup.
En el menu que se abre, haga clic en copia de seguridad en.
En el cuadro de didlogocopia de seguridad integrada, en copia de seguridad en, seleccione SolidFire.

Seleccione el mismo formato de datos que haya seleccionado anteriormente en el campo Formato de
datos.

Introduzca la direccion IP virtual de administracion del cluster del volumen de destino en el campo Remote
Cluster MVIP.

Introduzca el nombre de usuario del cluster remoto en el campo Nombre de usuario del cliuster remoto.
Introduzca la contrasena del cluster remoto en el campo Remote Cluster Password.

En el campo Bulk Volume Write Key, pegue la clave que ha generado en el cluster de destino
anteriormente.
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17. Haga clic en Iniciar lectura.

Utilice copias Snapshot de grupo para la proteccion de datos

El uso de copias de Snapshot de grupo para la tarea de proteccion de datos

Se puede crear una copia de Snapshot de grupo de un conjunto relacionado de

volumenes para conservar una copia de un momento especifico de los metadatos de
cada volumen. La snapshot de grupo se puede usar mas adelante como un backup o
una reversion para restaurar el estado del grupo de volumenes en un estado anterior.

Obtenga mas informacion

+ Crear una copia de Snapshot de grupo

+ Editar copias de Snapshot de grupo

* Editar los miembros de la copia de Snapshot de grupo
+ Eliminar una copia de Snapshot de grupo

* Revertir volumenes a una copia de Snapshot de grupo
+ Clone varios volumenes

* Clone varios volumenes a partir de una copia de Snapshot de grupo

Detalles de la copia de Snapshot de grupo

En la pagina Group Snapshots de la pestafia Data Protection, se proporciona
informacion sobre las snapshots de grupo.

- ID
El ID que genera el sistema para la copia de Snapshot de grupo.
+ UUID
El'ID unico de la copia de Snapshot de grupo.
* Nombre
El nombre definido por el usuario para la snapshot de grupo.
» Crear tiempo
La hora en la que se ha creado la snapshot de grupo.
» Estado
El estado actual de la copia de Snapshot de grupo. Los posibles valores son los siguientes:

> Preparing: La copia de Snapshot se esta preparando para poder usarla y aun no se puede escribir en
ella.
o Done: Esta snapshot se ha terminado de preparar y se puede usar.

o Active: La snapshot es la rama activa.
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e # volimenes

El numero de volumenes en el grupo.

¢ Mantener hasta

La fecha y la hora en las que se elimind la copia de Snapshot.

* Replicaciéon remota

Indica si la snapshot se habilita para la replicacion en un cluster de SolidFire remoto. Los posibles valores
son los siguientes:

o Enabled: La snapshot esta habilitada para la replicacion remota.

> Disabled: La snapshot no esta habilitada para la replicacion remota.

Crear una copia de Snapshot de grupo

Puede crear una snapshot de un grupo de volumenes, asi como planificar snapshots de
grupo para automatizarlas. Una copia de Snapshot de grupo puede realizar copias de
forma constante de hasta 32 volumenes a la vez.

Pasos

1.

Haga clic en Administracion > volimenes.

2. Use las casillas para seleccionar varios volumenes de un grupo de volumenes.
3. Haga clic en acciones masivas.

4.
5

. Introduzca un nombre de snapshot de grupo nuevo en el cuadro de dialogo Create Group Snapshot of

Haga clic en instantanea de grupo.

Volumes.

. Opcional: Active la casilla de verificacion incluir cada miembro de instantanea de grupo en

replicacion cuando se empareja para asegurarse de que cada instantanea se captura en la replicacion
cuando el volumen principal esta emparejado.

. Seleccione una opcion de retencion para la copia de Snapshot de grupo:

> Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

> Haga clic en establecer periodo de retencion y utilice los cuadros de numero de fecha para elegir un
periodo de tiempo durante el cual el sistema retendra la instantanea.

. Para crear una sola snapshot de forma inmediata, realice los siguientes pasos:

a. Haga clic en tomar instantanea de grupo ahora.

b. Haga clic en Crear instantanea de grupo.

. Para programar que la copia de Snapshot se ejecute en el futuro, realice los siguientes pasos:

a. Haga clic en Crear programacion Snapshot de grupo.
b. Introduzca un Nuevo nombre de programa.
c. Seleccione un Tipo de programacion de la lista.

d. Opcional: Active la casilla de verificacion Programacion periédica para repetir periodicamente la
instantanea programada.
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e. Haga clic en Crear programacion.

Editar copias de Snapshot de grupo

La configuracion de la replicacion y la retencidn se puede editar para las snapshots de
grupos existentes.

1.

A 0N

6.

Haga clic en Proteccién de datos > instantaneas de grupo.

Haga clic en el icono Actions de la snapshot de grupo que quiera editar.

En el menu que se abre, seleccione Editar.

Opcional: para cambiar la configuracion de replicacion de la instantanea de grupo:
a. Haga clic en Editar junto a replicaciéon actual.

b. Active la casilla de verificacion incluir cada miembro de Snapshot de grupo en replicacion cuando
se empareja para asegurarse de que cada instantanea se capture en la replicacion cuando el
volumen primario esté emparejado.

Opcional: para cambiar la configuracion de retencion de la instantanea de grupo, seleccione una de las
siguientes opciones:

a. Haga clic en Editar junto a retencion actual.
b. Seleccione una opcion de retencién para la copia de Snapshot de grupo:
= Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

= Haga clic en establecer periodo de retencion y utilice los cuadros de nimero de fecha para
elegir un periodo de tiempo durante el cual el sistema retendra la instantanea.

Haga clic en Guardar cambios.

Eliminar una copia de Snapshot de grupo

Es posible eliminar una copia de Snapshot de grupo del sistema. Cuando se elimina la
copia de Snapshot de grupo, se puede elegir si se eliminaran todas las copias de
Snapshot asociadas al grupo o si se retendran como copias de Snapshot individuales.

Si elimina un volumen o una copia de Snapshot que forma parte de una copia de Snapshot de grupo, no se
puede revertir a la copia de Snapshot de grupo. Sin embargo, se puede revertir a cada volumen de forma
individual.

1.

A 0N
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Haga clic en Proteccioén de datos > instantaneas de grupo.

Haga clic en el icono Actions de la snapshot que quiera eliminar.

En el menu que se abre, haga clic en Eliminar.

Seleccione una de las siguientes opciones en el cuadro de dialogo de confirmacion:

> Haga clic en Eliminar instantanea de grupo Y todos los miembros de instantanea de grupo para
eliminar la instantédnea de grupo y todas las instantaneas de miembro.

> Haga clic en retener miembros de instantanea de grupo como instantaneas individuales para
eliminar la instantanea de grupo pero conservar todas las instantaneas de miembro.

. Confirme la accion.



Revertir volimenes a una copia de Snapshot de grupo
Siempre que lo desee, puede revertir un grupo de volumenes a una snapshot de grupo.

Cuando se restaura un grupo de volumenes, todos los volumenes del grupo se restauran con el estado que
tenian en el momento en que se creod la snapshot de grupo. La reversion también restaura el tamafo
registrado en la snapshot original de los volumenes. Si el sistema ha purgado un volumen, todas las copias de
Snapshot de dicho volumen se eliminan durante la purga. Por ello, el sistema no restaura ninguna de las
copias de Snapshot de volumen eliminadas.

1. Haga clic en Proteccion de datos > instantaneas de grupo.

2. Haga clic en el icono Actions de la snapshot de grupo que desee usar para revertir el volumen.

3. En el menu que se abre, seleccione revertir volumenes a Group Snapshot.

4. Opcional: Para guardar el estado actual de los volumenes antes de revertir a la instantanea:

a. En el cuadro de dialogo revertir a instantanea, seleccione Guardar volimenes' Estado actual
como una instantanea de grupo.

b. Escriba un nombre para la snapshot nueva.

5. Haga clic en revertir Snapshot de grupo.

Editar miembros de la copia de Snapshot de grupo

La configuracidn de retencion se puede editar para los miembros de una copia de
Snapshot de grupo existente.

1. Haga clic en Proteccién de datos > instantaneas.

2. Haga clic en la ficha Miembros.

3. Haga clic en el icono Actions del miembro de la snapshot de grupo que desea editar.

4. En el menu que se abre, seleccione Editar.

5. Para cambiar la configuracion de replicacion de la snapshot, seleccione una de las siguientes opciones:
> Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

> Haga clic en establecer periodo de retencion y utilice los cuadros de nimero de fecha para elegir un
periodo de tiempo durante el cual el sistema retendra la instantanea.

6. Haga clic en Guardar cambios.

Clone varios volumenes

Es posible crear varios clones de volumenes en una unica operacién para crear una
copia de los datos de un momento especifico en un grupo de volumenes.

Cuando se clona un volumen, el sistema crea una copia Snapshot del volumen y, a continuacion, crea un
nuevo volumen a partir de los datos de la copia. Es posible montar el nuevo clon de volumen y escribir en él.

El clonado de varios volumenes es un proceso asincrono cuya duracion puede variar en funcion del tamano y
el numero de volumenes que se van a clonar.

El tamafio del volumen y la carga del cluster actual influiran en el tiempo que se necesite para completar una
operacion de clonado.

Pasos
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Haga clic en Administracion > volimenes.

Haga clic en la ficha activo.

Use las casillas para seleccionar varios volumenes con el fin de crear un grupo de volimenes.
Haga clic en acciones masivas.

Haga clic en Clonar en el menu que aparece.

Introduzca un * prefijo de nombre de nuevo volumen* en el cuadro de didlogo Clonar varios volumenes.
El prefijo se aplica a todos los volumenes del grupo.
Opcional: Seleccione otra cuenta a la que pertenecera el clon.

Si no selecciona ninguna cuenta, el sistema asignara los nuevos voliumenes a la cuenta de volumen
actual.

. Opcional: Seleccione un método de acceso diferente para los volumenes del clon.

Si no selecciona ninguno, el sistema usara el acceso de volumen actual.

Haga clic en Iniciar clonacién.

Clonar varios volumenes a partir de una copia de Snapshot de grupo

Es posible clonar un grupo de volumenes desde una copia de Snapshot de grupo
especifica. Esta operacion requiere la existencia de una snapshot de grupo de los
volumenes, puesto que la snapshot de grupo sirve como base para crear los volumenes.
Después de crear los volumenes, es posible usarlos como cualquier otro volumen del
sistema.

El tamafio del volumen y la carga del cluster actual influiran en el tiempo que se necesite para completar una
operacion de clonado.

1.
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92

Haga clic en Proteccidn de datos > instantaneas de grupo.
Haga clic en el icono Actions de la snapshot de grupo que desee usar para los clones de volumenes.
En el menu que se abre, seleccione Clonar volimenes desde Group Snapshot.

Introduzca un * prefijo de nombre de nuevo volumen* en el cuadro de dialogo Clonar volimenes desde
Snapshot de grupo.

El prefijo se aplica a todos los volumenes que se creen a partir de la copia de Snapshot de grupo.
Opcional: Seleccione otra cuenta a la que pertenecera el clon.

Si no selecciona ninguna cuenta, el sistema asignara los nuevos voliumenes a la cuenta de volumen
actual.

Opcional: Seleccione un método de acceso diferente para los volumenes del clon.
Si no selecciona ninguno, el sistema usara el acceso de volumen actual.

Haga clic en Iniciar clonacion.



Programar una copia de Snapshot

Programar una copia de Snapshot

Se pueden proteger datos en un volumen o un grupo de volumenes mediante la
programacion de copias de Snapshot de volumen para que se produzcan en intervalos
concretos. Se pueden programar las copias de Snapshot de un solo volumen o las
copias de Snapshot de grupo para que se ejecuten automaticamente.

Cuando se configura una programacion de Snapshot, se puede elegir entre intervalos de tiempo basados en
los dias de la semana o los dias del mes. También es posible especificar los dias, las horas y los minutos

antes de que se produzca la siguiente copia de Snapshot. Las snapshots resultantes se pueden almacenar en
un sistema de almacenamiento de remoto si el volumen se esta replicando.

Obtenga mas informacion

« Crear una programacion de Snapshot
« Editar una programacion de Snapshot
+ Eliminar una programacion de Snapshot

» Copiar una programacion de Snapshot

Detalles de la programacion de Snapshot

En la pagina Data Protection > Schedules, puede ver la siguiente informacion en la lista
de programaciones de snapshots.

- ID

El ID que genera el sistema para la copia de Snapshot.
* Tipo

El tipo de programacion. Actualmente, Snapshot es el unico tipo admitido.
* Nombre

El nombre que se le dio a la programacion cuando se cred. Los nombres de las programaciones de
snapshots pueden tener hasta 223 caracteres y contener a-z, 9 y guion (-).

* Frecuencia

La frecuencia con la que se ejecuta la programacion. La frecuencia se puede establecer en horas y
minutos, semanas o meses.

* Recurrente

Indicacion de si el programa se ejecutara sélo una vez o a intervalos regulares.
* Pausado manualmente

Indica si la programacion se pausé manualmente o no.

* ID de volumen
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El ID del volumen que usara la programacion cuando se ejecute.
+ Ultima ejecucién
La ultima vez que se ejecutd la programacion.
» Estado de la ultima ejecucion
El resultado de la ultima ejecucién de la programacion. Los posibles valores son los siguientes:

o Correcto

o Fallo

Crear una programacion de Snapshot

Se puede programar la ejecucion automatica de una copia de Snapshot de un volumen o
de varios volumenes en intervalos concretos.

Cuando se configura una programacion de Snapshot, se puede elegir entre intervalos de tiempo basados en
los dias de la semana o los dias del mes. Igualmente, se puede crear una programacion recurrente y
especificar los dias, las horas y los minutos antes de que se ejecute la siguiente snapshot.

Si se programa la ejecucion de una copia de Snapshot en un periodo que no sea divisible entre 5 minutos, la
copia de Snapshot se ejecutara en el siguiente periodo que lo sea 5. Por ejemplo, si se programa la ejecucion
de una copia de Snapshot a las 12:42:00 UTC, se realizara a las 12:45:00 UTC. No se podra programar la
ejecucion de una copia de Snapshot en intervalos inferiores a 5 minutos.

A partir de Element 12.5, puede habilitar la creacién de serie y seleccionar si desea conservar las
instantaneas en la interfaz de usuario del primero en primero en salir (FIFO).

» La opcién Activar creacion de serie especifica que soélo se replica una instantanea a la vez. Se produce
un error al crear una nueva snapshot cuando aun hay una replicacion de snapshot anterior en curso. Si no
se selecciona la casilla de comprobacioén, se permite la creacion de una snapshot cuando aun hay otra
replicacion de snapshot en curso.

» La opcion FIFO afiade la capacidad de retener un niumero consistente de las ultimas instantaneas.
Cuando se selecciona la casilla de verificacion, las instantaneas se conservan en base a FIFO. Una vez
que la cola de instantaneas FIFO alcanza su profundidad maxima, la instantanea FIFO mas antigua se
descarta cuando se inserta una nueva instantanea FIFO.

Pasos

1. Seleccione Protecciéon de datos > programas.
2. Seleccione Crear programacion.

3. En el campo ID de volumen CSV, introduzca un ID de volumen Unico o una lista separada por comas con
los ID de volumen que desea incluir en la operacion de instantanea.

4. Introduzca un nombre de programacion nuevo.
5. Seleccione un tipo de programacion y establezca la programacion entre las opciones proporcionadas.

6. Opcional: Seleccione Recurring Schedule para repetir la programacion de la instantanea de forma
indefinida.

7. Opcional: Escriba un nombre para la nueva instantanea en el campo Nuevo nombre de instantanea.

Si se deja el campo vacio, el sistema usara como nombre la hora y la fecha de la creacion de la copia de
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Snapshot.

8. Opcional: Active la casilla de verificacion incluir instantaneas en replicacion cuando se empareja para
asegurarse de que las instantaneas se capturan en la replicacion cuando el volumen principal esta
emparejado.

9. Opcional: Active la casilla de verificacion Activar creacion de serie para asegurarse de que sélo se
replica una instantanea a la vez.

10. Para configurar la retencion de la snapshot, seleccione una de las siguientes opciones:

> Opcional: Active la casilla de verificacion FIFO (primero en salir) para conservar un nimero
coherente de las ultimas instantaneas.

o Seleccione mantener siempre para conservar la instantanea en el sistema indefinidamente.

o Seleccione establecer periodo de retencion y utilice los cuadros de numero de fecha para elegir un
periodo de tiempo durante el cual el sistema retendra la instantanea.

11. Seleccione Crear programacion.

Editar una programacion de Snapshot

Puede modificar las programaciones de Snapshot que ya tenga. Después de
modificarlas, la proxima vez que se ejecute la programacion, se utilizaran los atributos
actualizados. Las copias de Snapshot que se crean con la programacion original siguen
en el sistema de almacenamiento.

Pasos
1. Haga clic en Proteccién de datos > programas.

2. Haga clic en el icono acciones de la programacion que desea cambiar.
3. En el menu que se abre, haga clic en Editar.

4. En el campo ID de volumen CSV, modifique el ID de volumen unico o la lista separada por comas de los
ID de volumen actualmente incluidos en la operacion de instantanea.

5. Para pausar o reanudar la programacion, seleccione una de las siguientes opciones:
o Para pausar una programacion activa, seleccione Si en la lista Pausa manual.
o Para reanudar una programacion pausada, seleccione no en la lista Pausa Manual.
6. Introduzca otro nombre para la programacion en el campo Nombre de programacion nuevo si lo desea.

7. Para cambiar la programacion para que se ejecute en distintos dias de la semana o del mes, seleccione
Tipo de programacion y cambie la programacion de las opciones proporcionadas.

8. Opcional: Seleccione Recurring Schedule para repetir la programacion de la instantanea de forma
indefinida.

9. Opcional: Introduzca o modifique el nombre de la nueva instantanea en el campo Nuevo nombre de
instantanea.

Si se deja el campo vacio, el sistema usara como nombre la hora y la fecha de la creacién de la copia de
Snapshot.

10. Opcional: Active la casilla de verificacion incluir instantaneas en replicaciéon cuando se empareja para
asegurarse de que las instantaneas se capturan en la replicacion cuando el volumen principal esta
emparejado.

11. Para cambiar la configuracion de retencion, seleccione una de las siguientes opciones:
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> Haga clic en mantener siempre para conservar la instantanea en el sistema indefinidamente.

> Haga clic en establecer periodo de retencién y utilice los cuadros de nimero de fecha para
seleccionar un periodo de tiempo durante el cual el sistema retendra la instantanea.

12. Haga clic en Guardar cambios.

Copiar una programacion de Snapshot
Puede copiar una programacion y mantener sus atributos actuales.

1. Haga clic en Proteccion de datos > programas.
2. Haga clic en el icono Actions de |la programacion que quiera copiar.

3. En el menu que se abre, haga clic en hacer una copia.
Aparece el cuadro de didlogo Crear programacion, con los atributos actuales de la programacion.

4. Opcional: Introduzca un nombre y atributos actualizados para la nueva programacion.

5. Haga clic en Crear programacion.

Eliminar una programacion de Snapshot

Es posible eliminar programaciones de Snapshot. Después de eliminar una
programacion, no se ejecutan las siguientes copias de Snapshot programadas. Las
copias de Snapshot creadas con la programacion permanecen en el sistema de
almacenamiento.

1. Haga clic en Proteccion de datos > programas.
2. Haga clic en el icono acciones de la programacion que desea eliminar.
3. En el menu que se abre, haga clic en Eliminar.

4. Confirme la accion.

Llevar a cabo la replicacion remota entre los clusteres que ejecutan el software
NetApp Element

Llevar a cabo la replicacion remota entre los clisteres que ejecutan el software NetApp Element

Para los clusteres que ejecutan el software Element, la replicacion en tiempo real permite
la creacién rapida de copias remotas de datos de volumen. Un cluster de
almacenamiento se puede emparejar con hasta otros cuatro clusteres de
almacenamiento. Es posible replicar datos de volumenes de forma sincrona o asincrona
desde un cluster de una pareja de clusteres para escenarios de conmutacién por error y
conmutacion tras recuperacion.

El proceso de replicacion incluye los siguientes pasos:
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Replicating volume data on clusters
running Element software

!

* Planfor replication

# Pair clusters.

* Pair volumes

+ Validatethereplication

* Remove the replication pair

 "Planifique el emparejamiento de clusteres y volumenes para la replicacién en tiempo real”
* "Emparejar clusteres para la replicacion"

* "Emparejar volimenes"

+ "Validar la replicacion de volumenes"

* "Eliminar una relacion de volumen después de la replicacion”

» "Gestionar relaciones de volumen"

Planifique el emparejamiento de clusteres y volumenes para la replicaciéon en tiempo real

La replicacion remota en tiempo real requiere emparejar dos clusteres de
almacenamiento que ejecutan el software Element, emparejar volumenes en cada cluster
y validar la replicacion. Una vez que se completa la replicacion, se debe eliminar la
relacion de volumen.

Lo que necesitara

* Debe tener privilegios de administrador del cluster en uno de los clusteres que se esta emparejando, o en
ambos.

» Todas las direcciones IP de nodos en las redes de gestion y almacenamiento para los clusteres
emparejados se deben enrutar entre si.

* La MTU de todos los nodos emparejados debe ser la misma y debe ser compatible entre clisteres de un
extremo a otro.

* Ambos clusteres de almacenamiento deben tener nombres de cluster Unicos, MVIP, SVIP y todas las
direcciones IP de los nodos.

+ La diferencia entre las versiones del software Element en los clusteres no debe ser superior a la versién
principal. Si la diferencia es superior, se debe actualizar uno de los clusteres para ejecutar la replicaciéon
de datos.

NetApp no ha autorizado los dispositivos aceleradores WAN para usarlos al replicar datos.
Estos dispositivos pueden interferir con la compresion y la deduplicacion si se implementan

@ entre dos clusteres que estan replicando datos. Asegurese de autorizar por completo los
efectos de cualquier dispositivo acelerador WAN antes de implementarlo en un entorno de
produccién.

Obtenga mas informacion

« Emparejar clusteres para la replicacion
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* Emparejar volumenes

» Asigne un origen y un destino de replicacion a los volumenes emparejados

Emparejar clisteres para la replicacion

Emparejar clusteres para la replicacion

Debe emparejar dos clusteres como primer paso para utilizar la funcionalidad de
replicacion en tiempo real. Después de emparejar y conectar dos clusteres, es posible
configurar volumenes activos en un cluster para que se repliquen continuamente en un
segundo cluster; esto proporciona proteccidon de datos continua (CDP).

Lo que necesitara

* Debe tener privilegios de administrador del cluster en uno de los clusteres que se esta emparejando, o en
ambos.

» Todos los MIPs y SIPs de nodos estan enrutados entre si.
* Debe haber menos de 2000 ms de latencia de ida y vuelta entre clusteres.

* Ambos clusteres de almacenamiento deben tener nombres de cluster Unicos, MVIP, SVIP y todas las
direcciones IP de los nodos.

 La diferencia entre las versiones del software Element en los clusteres no debe ser superior a la version
principal. Si la diferencia es superior, se debe actualizar uno de los clusteres para ejecutar la replicacion
de datos.

El emparejamiento de clusteres requiere una conectividad completa entre los nodos en la red
de gestion. La replicacion requiere conectividad entre los nodos individuales en la red de
clusteres de almacenamiento.

Un cluster se puede emparejar con hasta otros cuatro clusteres para replicar volimenes. De igual manera, los
clusteres que pertenecen a un grupo de clusteres se pueden emparejar entre si.

Emparejar clusteres con la MVIP o una clave de emparejamiento

Es posible emparejar un cluster de origen y de destino mediante la direccion MVIP de un cluster de destino si
ambos clusteres ofrece acceso de administrador de cluster. Si solo un cluster en una pareja de clusteres
ofrece acceso de administrador del cluster, se puede usar una clave de emparejamiento en el cliuster de
destino para completar el emparejamiento de clusteres.

1. Seleccione uno de los siguientes métodos para emparejar clusteres:

o "Emparejar clusteres con la MVIP"Utilice este método si existe acceso de administrador de cluster a
ambos clusteres. Este método utiliza el MVIP del cluster remoto para emparejar dos clusteres.

o "Emparejar clusteres con una clave de emparejamiento"Utilice este método si solo uno de los clusteres
tiene acceso de administrador. Este método genera una clave de emparejamiento que se puede
utilizar en el cluster de destino para completar el emparejamiento del cluster.

Obtenga mas informacion

Requisitos de puerto de red
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Emparejar clusteres con la MVIP

Es posible emparejar dos clusteres para la replicacion en tiempo real mediante la
direccion MVIP de un cluster para establecer una conexion con el otro cluster. Para usar
este método, debe tener acceso de administrador de cluster en ambos clisteres. La
contrasefia y el nombre de usuario del administrador de cluster se usan para autenticar
el acceso a los clusteres antes de que estos se puedan emparejar.

1. En el cluster local, seleccione Data Protection > Cluster Pairs.

2. Haga clic en Pair Cluster.

3. Haga clic en Iniciar emparejamiento y haga clic en Si para indicar que tiene acceso al cluster remoto.
4. Introduzca la direccion de MVIP del cluster remoto.

5. Haga clic en emparejamiento completo en cluster remoto.

En la ventana autenticacion requerida, introduzca el nombre de usuario y la contrasefia del
administrador del cluster remoto.

En el cluster remoto, seleccione Proteccion de datos > pares de clusteres.

Haga clic en Pair Cluster.

Haga clic en Complete Pairing.

© © N o

Haga clic en el boton Complete Pairing.

Obtenga mas informacion

« Emparejar clusteres con una clave de emparejamiento

* "Emparejar clusteres con la MVIP (video)"

Emparejar clisteres con una clave de emparejamiento

Si tiene acceso de administrador del cluster a un cluster local, pero no al cluster remoto,
puede emparejar los clusteres mediante una clave de emparejamiento. Una clave de
emparejamiento se genera en un cluster local y se envia de forma segura a un
administrador de cluster en un sitio remoto a fin de establecer una conexién y completar
el emparejamiento de clusteres para la replicacion en tiempo real.

1. En el cluster local, seleccione Data Protection > Cluster Pairs.
Haga clic en Pair Cluster.

Haga clic en Iniciar emparejamiento y haga clic en no para indicar que no tiene acceso al cluster remoto.

> 0N

Haga clic en generar clave.

Esta accion genera una clave de texto para el emparejamiento y crea una pareja de
clusteres sin configurar en el cluster local. Si no completa el procedimiento, debera eliminar
manualmente la pareja de clusteres.

5. Copie la clave de emparejamiento del cluster en el portapapeles.

6. Ponga la clave de emparejamiento a disposicion del administrador de cluster en el sitio del cluster remoto.
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La clave de emparejamiento de clusteres contiene una version de la direcciéon MVIP, el
nombre de usuario, la contrasefa y la informacion de la base de datos para permitir las

@ conexiones de volumenes para la replicacion remota. Esta clave se debe tratar de una
forma segura y no se debe almacenar de manera que se pueda acceder de forma
accidental o insegura al nombre de usuario o a la contrasefia.

@ No modifique ningun caracter de la clave de emparejamiento. La clave pierde su validez si
se modifica.

7. En el cluster remoto, seleccione Proteccion de datos > pares de clisteres.
8. Haga clic en Pair Cluster.

9. Haga clic en Complete Pairing e introduzca la clave de emparejamiento en el campo Pairing Key (pegue
es el método recomendado).

10. Haga clic en Complete Pairing.

Obtenga mas informacion

* Emparejar clusteres con la MVIP

* "Emparejamiento de clusteres con una clave de emparejamiento de cluster (video)"

Valide la conexion de la pareja de clusteres

Una vez que se ha completado el emparejamiento de clusteres, es posible que desee
verificar la conexion de la pareja de clusteres para garantizar que la replicacion se haya
realizado correctamente.

1. En el cluster local, seleccione Data Protection > Cluster Pairs.
2. En la ventana Cluster Pairs, compruebe que el par de clusteres esté conectado.

3. Opcional: vuelva al cluster local y a la ventana Cluster Pairs y compruebe que el par de clusteres esté
conectado.

Emparejar volimenes

Emparejar volimenes

Después de establecer una conexién entre los clusteres de una pareja de clusteres, es
posible emparejar un volumen de un cluster con un volumen en el otro cluster de la
pareja. Cuando se establece una relaciéon de emparejamiento de volumenes, es
necesario identificar qué volumen es el destino de replicacion.

Es posible emparejar dos volumenes para replicacion en tiempo real si estan almacenados en clisteres de
almacenamiento diferentes en una pareja de clusteres conectados. Después de emparejar dos clusteres, es
posible configurar volimenes activos en un cluster para que se repliquen continuamente en un segundo
cluster; esto proporciona proteccion de datos continua (CDP). También es posible asignar cada volumen como
origen o destino de la replicacion.

Los emparejamientos de volumenes se realizan siempre de uno a uno. Una vez que un volumen forma parte
de un emparejamiento con un volumen de otro cluster, no se puede volver a emparejar con otro volumen.
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Lo que necesitara

» Establecié una conexion entre los clusteres de una pareja de clusteres.

« Tiene privilegios de administrador del cluster en uno de los clisteres que se esta emparejando, o en
ambos.

Pasos

1. Cree un volumen objetivo con acceso de lectura o escritura
2. Emparejar volumenes con un ID de volumen o una clave de emparejamiento

3. Asigne un origen y un destino de replicacion a los volumenes emparejados

Cree un volumen objetivo con acceso de lectura o escritura

El proceso de replicacidn implica dos extremos: El volumen de origen y el de destino.
Cuando se crea el volumen objetivo, el volumen se establece automaticamente en el
modo de lectura/escritura para aceptar los datos durante la replicacion.

1. Seleccione Gestiéon > volimenes.
Haga clic en Crear volumen.

En el cuadro de dialogo Create a New Volume, introduzca el nombre del volumen en Volume Name.

> 0N

Introduzca el tamanio total del volumen, seleccione un tamafo de bloque para el volumen y seleccione la
cuenta que debe tener acceso al volumen.

Haga clic en Crear volumen.
En la ventana Active, haga clic en el icono Actions del volumen.
Haga clic en Editar.

Cambie el nivel de acceso de cuenta a destino de replicacion.

© © N o o

Haga clic en Guardar cambios.
Emparejar volimenes con un ID de volumen o una clave de emparejamiento

Emparejar volimenes con un ID de volumen

Puede emparejar un volumen con otro volumen en un cluster remoto si tiene acceso de
administrador de cluster a ambos clusteres en los que se van a emparejar los
volumenes. Este método utiliza el ID del volumen en el cluster remoto para iniciar una
conexion.

Lo que necesitara

» Confirme que los clusteres que contienen los volumenes estan emparejados.

* Cree un nuevo volumen en el cluster remoto.
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Puede asignar un origen y un destino de replicacion después del proceso de
emparejamiento. Un origen u objetivo de replicacién pueden ser un volumen de una pareja
de volumenes. Debe crear un volumen de destino que no contenga datos y que tenga las

@ mismas caracteristicas que el volumen de origen, como el tamafio, la configuracion de
tamano de bloque para los volumenes (512¢ o 4k) y la configuracién de calidad de servicio.
Si asigna un volumen existente como objetivo de replicacion, los datos de ese volumen se
sobrescriben. El tamafio del volumen de destino puede ser mayor o igual que el del
volumen de origen, pero no menor.

e Determine el ID del volumen de destino.

Pasos
1. Seleccione Gestion > volimenes.

Haga clic en el icono acciones del volumen que desea emparejar.
Haga clic en par.
En el cuadro de didlogo volumen de par, seleccione Iniciar emparejamiento.

Seleccione i do para indicar que tiene acceso al cluster remoto.

o o k~ w0 BN

Seleccione un modo de replicacion de la lista:

> Tiempo real (asincrono): Las escrituras se reconocen en el cliente después de que se aplican en el
cluster de origen.

- Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto

en los clusteres de origen como de destino.

> Solo instantaneas: Solo se replican las instantaneas creadas en el cluster de origen. No se replican
las escrituras activas del volumen de origen.

7. Seleccione un cluster remoto de la lista Remote Cluster.
8. Seleccione un ID de volumen remoto.
9. Haga clic en Iniciar emparejamiento.
El sistema abre una pestafia del navegador web que se conecta a la interfaz de usuario de Element del
cluster remoto. Es posible que se le pida iniciar sesion en el cluster remoto con las credenciales de
administrador de cluster.
10. En la interfaz de usuario de Element del cluster remoto, seleccione Complete Pairing.
11. Confirme los detalles en Confirmar emparejamiento de volimenes.
12. Haga clic en Complete Pairing.
Después de confirmar el emparejamiento, los dos clusteres comienzan el proceso de conexion de los
volumenes para el emparejamiento. Durante el proceso de emparejamiento, puede ver mensajes en la

columna Estado del volumen de la ventana pares de volimenes. Se muestra la pareja de volumenes
PausedMisconfigured hasta que se asignan el origen y el destino de la pareja de volumenes.

Después de completar correctamente el emparejamiento, se recomienda actualizar la tabla Volumes para
eliminar la opcion Pair de la lista Actions del volumen emparejado. Si no actualiza la tabla, la opcion par
permanece disponible para su seleccion. Si vuelve a seleccionar la opcidn par, se abre una nueva
pestafa y, dado que el volumen ya esta emparejado, el sistema informa un StartvVolumePairing
Failed: xVolumeAlreadyPaired Mensaje de error en la ventana Pair Volume de la pagina Ul de
Element.
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Obtenga mas informacion

* Mensajes sobre el emparejamiento de volumenes
» Advertencias sobre el emparejamiento de volumenes

+ Asigne un origen y un destino de replicacion a los volumenes emparejados

Emparejar volimenes con una clave de emparejamiento

Si solo tiene acceso de administrador de cluster al cluster de origen (no tiene
credenciales de administrador de cluster para un cluster remoto), puede emparejar un
volumen con otro volumen en un cluster remoto mediante una clave de emparejamiento.

Lo que necesitara
» Confirme que los clusteres que contienen los volumenes estan emparejados.

« Compruebe que haya un volumen en el cluster remoto que utilice para el emparejamiento.

Puede asignar un origen y un destino de replicacion después del proceso de
emparejamiento. Un origen u objetivo de replicacién pueden ser un volumen de una pareja
de volumenes. Debe crear un volumen de destino que no contenga datos y que tenga las

@ mismas caracteristicas que el volumen de origen, como el tamafio, la configuracién de
tamafio de bloque para los volumenes (512e o 4k) y la configuracion de calidad de servicio.
Si asigna un volumen existente como objetivo de replicacion, los datos de ese volumen se
sobrescriben. El tamafo del volumen de destino puede ser mayor o igual que el del
volumen de origen, pero no menor.

Pasos
1. Seleccione Gestion > volimenes.

Haga clic en el icono acciones del volumen que desea emparejar.
Haga clic en par.
En el cuadro de didlogo volumen de par, seleccione Iniciar emparejamiento.

Seleccione no para indicar que no tiene acceso al cluster remoto.

o o k~ w0 BN

Seleccione un modo de replicacion de la lista:

> Tiempo real (asincrono): Las escrituras se reconocen en el cliente después de que se aplican en el
cluster de origen.

- Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto
en los clusteres de origen como de destino.

> Solo instantaneas: Solo se replican las instantaneas creadas en el cluster de origen. No se replican
las escrituras activas del volumen de origen.

7. Haga clic en generar clave.

Esta accion genera una clave de texto para el emparejamiento y crea una pareja de
volumenes sin configurar en el cluster local. Si no completa el procedimiento, debera
eliminar manualmente la pareja de volumenes.

8. Copie la clave de emparejamiento en el portapapeles de su equipo.

9. Ponga la clave de emparejamiento a disposicion del administrador del cluster en el sitio del cluster remoto.
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@ La clave de emparejamiento se debe tratar de una forma segura y no se debe utilizar de
manera que se pueda acceder de forma accidental o insegura a ella.

@ No modifique ningun caracter de la clave de emparejamiento. La clave pierde su validez si
se modifica.

10. En la interfaz de usuario de elemento de cluster remoto, seleccione Administracion > volimenes.

11. Haga clic en el icono Actions del volumen que quiere emparejar.

12. Haga clic en par.

13. En el cuadro de didlogo volumen de par, seleccione emparejamiento completo.

14. Pegue la clave de emparejamiento del otro cluster en el cuadro clave de emparejamiento.

15. Haga clic en Complete Pairing.
Después de confirmar el emparejamiento, los dos clisteres comienzan el proceso de conexién de los
volumenes para el emparejamiento. Durante el proceso de emparejamiento, puede ver mensajes en la

columna Estado del volumen de la ventana pares de volumenes. Se muestra la pareja de volumenes
PausedMisconfigured hasta que se asignan el origen y el destino de la pareja de volumenes.

Después de completar correctamente el emparejamiento, se recomienda actualizar la tabla Volumes para
eliminar la opcion Pair de la lista Actions del volumen emparejado. Si no actualiza la tabla, la opcién par
permanece disponible para su seleccion. Si vuelve a seleccionar la opcién par, se abre una nueva
pestafa y, dado que el volumen ya esta emparejado, el sistema informa un StartvolumePairing
Failed: xVolumeAlreadyPaired Mensaje de error en la ventana Pair Volume de la pagina Ul de
Element.

Obtenga mas informacion

* Mensajes sobre el emparejamiento de volumenes
» Advertencias sobre el emparejamiento de volumenes

» Asigne un origen y un destino de replicacion a los volumenes emparejados

Asigne un origen y un destino de replicacion a los volimenes emparejados

Después de emparejar los volumenes, debe asignar un volumen de origen y su volumen
de destino de replicacién. Un origen u objetivo de replicacién pueden ser un volumen de
una pareja de volumenes. Este procedimiento también se puede usar para redirigir los
datos enviados a un volumen de origen hacia un volumen de destino remoto en caso de
que no esté disponible el volumen de origen.

Lo que necesitara

Debe tener acceso a los clusteres que contienen los volumenes de origen y de destino.

Pasos
1. Prepare el volumen de origen:

a. En el cluster que contiene el volumen que desea asignar como origen, seleccione Administracion >
voliumenes.
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b. Haga clic en el icono acciones del volumen que desea asignar como origen y haga clic en Editar.

c. En lalista desplegable Access, seleccione Read/Write.

Si va a revertir la asignacion de origen y objetivo, esta accion hara que la pareja de
volumenes muestre el siguiente mensaje hasta que se asigne un nuevo objetivo de
replicacion: PausedMisconfigured

Cambiar el acceso pone en pausa la replicacion de volumen y provoca el cese de la transmision de datos.
Asegurese de haber coordinado estos cambios en ambos sitios.

a. Haga clic en Guardar cambios.
2. Prepare el volumen objetivo:

a. Desde el cluster que contiene el volumen que desea asignar como destino, seleccione Gestion >
voliumenes.

b. Haga clic en el icono Actions del volumen que desea asignar como destino y haga clic en Editar.

c. En lalista desplegable Access, seleccione destino de replicacion.

Si asigna un volumen existente como objetivo de replicacion, los datos de ese volumen
se sobrescriben. Debe usar un nuevo volumen de destino que no contiene datos y que

@ tenga las mismas caracteristicas que el volumen de origen, como el tamafio, la
configuracion 512e y la configuracién de calidad de servicio. El tamafio del volumen de
destino puede ser mayor o igual que el del volumen de origen, pero no menor.

d. Haga clic en Guardar cambios.

Obtenga mas informacion

* Emparejar volumenes con un ID de volumen

* Emparejar volumenes con una clave de emparejamiento

Validar la replicaciéon de volumenes

Una vez que se replica un volumen, los volumenes de origen y objetivo deben estar
activos. Cuando en un estado activo, los volumenes se emparejan, los datos se envian
del volumen de origen al de destino y los datos estan sincronizados.

1. En ambos clusteres, seleccione Proteccion de datos > pares de volumenes.

2. Compruebe que el estado del volumen sea Active.

Obtenga mas informacion
Advertencias sobre el emparejamiento de volimenes
Eliminar una relaciéon de volumen después de la replicacion

Una vez que se completa la replicacion y ya no se necesita la relacion de pareja de
volumenes, es posible eliminar la relacion de volumen.

1. Seleccione Proteccién de datos > pares de volumenes.
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2. Haga clic en el icono acciones del par de volumenes que desee eliminar.
3. Haga clic en Eliminar.

4. Confirme el mensaje.

Gestionar relaciones de volumen

Detenga la replicacion

Puede pausar manualmente la replicacién si necesita detener el procesamiento de /o
durante un breve periodo de tiempo. Puede que desee pausar la replicacion si hay un
aumento en el procesamiento de |/0 y desea reducir la carga de procesamiento.

1. Seleccione Proteccion de datos > pares de volumenes.
2. Haga clic en el icono Actions de la pareja de volumenes.
3. Haga clic en Editar.

4. En el panel Editar par de volumenes, detenga manualmente el proceso de replicacion.

Cuando se pausa o se reanuda manualmente una replicaciéon de volumen, se detiene o se
reanuda la transmisién de datos. Asegurese de haber coordinado estos cambios en ambos
sitios.

5. Haga clic en Guardar cambios.

Cambie el modo de replicacion

Es posible editar las propiedades de una pareja de volumenes para cambiar el modo de
replicacion de la relacion de pareja de volumenes.

1. Seleccione Proteccion de datos > pares de volumenes.

2. Haga clic en el icono Actions de la pareja de volumenes.

3. Haga clic en Editar.

4. En el panel Editar par de volimenes, seleccione un nuevo modo de replicacion:

o Tiempo real (asincrono): Las escrituras se reconocen en el cliente después de que se aplican en el
cluster de origen.

> Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto
en los clusteres de origen como de destino.

> Sélo instantaneas: Solo se replican las instantaneas creadas en el cluster de origen. No se replican
las escrituras activas del volumen de origen. Atencién: al cambiar el modo de replicacion, se cambia
el modo inmediatamente. Asegurese de haber coordinado estos cambios en ambos sitios.

5. Haga clic en Guardar cambios.

Eliminar parejas de volimenes

Es posible eliminar una pareja de volumenes si se desea quitar una asociacion de pareja
entre dos volumenes.

1. Seleccione Proteccion de datos > pares de volumenes.
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2.
3.
4.

Haga clic en el icono Actions de la pareja de volumenes que desea eliminar.
Haga clic en Eliminar.

Confirme el mensaje.

Elimine una pareja de clusteres

Es posible eliminar una pareja de clusteres desde la interfaz de usuario de Element de
cualquiera de los clusteres que componen la pareja.

1.

2
3
4.
5

Haga clic en Proteccién de datos > pares de clusteres.

. Haga clic en el icono Actions de una pareja de clusteres.

. En el menu que se abre, haga clic en Eliminar.

Confirme la accion.

. Repita los pasos desde el segundo cluster de la pareja de clusteres.

Detalles de parejas de clusteres

La pagina Cluster Pairs de la pestafa Data Protection proporciona informacion sobre los
clusteres que se hayan emparejado o que estén en proceso de emparejarse. El sistema
muestra mensajes de emparejamiento y progreso en la columna Status.

ID

Un ID generado por el sistema que se otorga a cada pareja de clusteres.
Nombre de cluster remoto

El nombre del otro cluster de la pareja.

MVIP remoto

La direccion IP virtual de gestion del otro cluster en la pareja.

Estado

El estado de replicacion del cluster remoto

Replicacion de volimenes

La cantidad de volumenes que contiene el cluster emparejados para la replicacion.
uuiD

Un ID unico que se otorga a cada cluster en la pareja.

pares de volumen

Detalles de parejas de volimenes

La pagina Volume Pairs de la pestaia Data Protection proporciona informacion sobre los
volumenes que se hayan emparejado o que estén en proceso de emparejarse. El
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sistema muestra los mensajes de emparejamiento y progreso en la columna Volume
Status.

- ID
El ID que genera el sistema para el volumen.
* Nombre

El nombre que se le dio al volumen cuando se cred. Los nombres de volumen pueden tener hasta 223
caracteres y contener a-z, 9 y guion (-).

* Cuenta
El nombre de la cuenta asignada al volumen.
« Estado del volumen
El estado de replicacion del volumen
- Estado de instantanea
El estado del volumen de snapshot.
* Modo
El método de replicacion de escritura del cliente. Los valores posibles son los siguientes:

o Asincronica
> Solo Snapshot
o Sincr

* Direccion
La direccion de los datos del volumen:

o Icono de volumen de origen (#) indica que los datos se escriben en un objetivo fuera del cluster.

> Icono de volumen de destino (€ ) indica que los datos se escriben en el volumen local desde un origen
externo.

* Retraso asincrono

El tiempo transcurrido desde que el volumen se sincronizé por ultima vez con el cluster remoto. Si el
volumen no se empareja, el valor es nulo.

 Cluster remoto

El nombre del cluster remoto en el que reside el volumen.
* ID de volumen remoto

El ID de volumen del volumen en el cluster remoto.

* Nombre del volumen remoto
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El nombre que se le dio al volumen remoto cuando se creo.

Mensajes sobre el emparejamiento de volumenes

Es posible ver mensajes de emparejamiento de volumenes durante el proceso inicial de
emparejamiento desde la pagina Volume Pairs de la pestana Data Protection. Estos
mensajes pueden aparecer tanto en los extremos de origen como de destino de la pareja
en la vista de lista Replicating Volumes.

» PausedDisconnected

Se agoto el tiempo de ejecucion de la replicacion de origen o los RPC de sincronizacion. Se perdio la
conexion con el cluster remoto. Compruebe las conexiones de red con el cluster.

* ResumingConnected

La sincronizacion de replicacion remota esta activa. Se inicia el proceso de sincronizacion y se esperan
los datos.

* ResumingRRSync
Se hace una copia sencilla de Helix de los metadatos del volumen en el cluster emparejado.
* ResumingLocalSync
Se hace una copia doble de Helix de los metadatos del volumen en el cluster emparejado.
* ReumingDataTransfer
Se reanud? la transferencia de datos.
 Activo

Los volumenes estan emparejados y los datos se envian del volumen de origen al de destino; los datos
estan sincronizados.

 Inactivo

No se produce ninguna actividad de replicacion.

Advertencias sobre el emparejamiento de volimenes

Lapagina Volume Pairs en la pestaia Data Protection proporciona estos mensajes
después de emparejar volumenes. Estos mensajes pueden aparecer tanto en los
extremos de origen como de destino de la pareja (a menos que se indique lo contrario)
en la vista de lista Replicating Volumes.

* PausedaClusterFull

Dado que el cluster de destino esta lleno, la replicacion de origen y la transferencia de datos masivos no
pueden continuar. El mensaje aparece solamente en el extremo de origen de la pareja.

* PausedExceedededededMaxSnapshotCount

109



El volumen de destino ya cuenta con el numero maximo de copias de Snapshot y no puede replicar copias
de Snapshot adicionales.

PausedManual

El volumen local se pausé manualmente. La pausa se debe cancelar antes de que se reanude la
replicacion.

PausedManualRemote

El volumen remoto se pausé manualmente. Se requiere intervenciéon manual para cancelar la pausa del
volumen remoto antes de que se reanude la replicacion.

PausedMisconfigured
Se esperan un origen y un destino activos. Se requiere intervencion manual para reanudar la replicacion.
PausedQoS

La calidad de servicio de destino no pudo sostener el I/o de entrada. La replicacion se reanuda
automaticamente. El mensaje aparece solamente en el extremo de origen de la pareja.

PausedSlowLink

Se detectd un enlace lento y se detuvo la replicacion. La replicacion se reanuda automaticamente. El
mensaje aparece solamente en el extremo de origen de la pareja.

PausedVolumeSizediscordancia
El volumen de destino no tiene el mismo tamafio que el volumen de origen.
PausedXCopy

Se envia un comando SCSI| XCOPY a un volumen de origen. El comando debe completarse antes de que
la replicaciéon se pueda reanudar. El mensaje aparece solamente en el extremo de origen de la pareja.

StoppedMisconfigured

Se detectd un error de configuracion permanente. El volumen remoto se purgé o se desemparejé. No se
puede realizar ninguna accion correctiva y se debe establecer un nuevo emparejamiento.

Usar replicacion SnapMirror entre clusteres de Element y ONTAP (IU de Element)

Usar replicacion SnapMirror entre clusteres de Element y ONTAP (IU de Element)

Las relaciones de SnapMirror se pueden crear en la pestafia Data Protection de la
interfaz de usuario de NetApp Element. La funcionalidad de SnapMirror debe estar
habilitada para poder verla en la interfaz de usuario de.

IPv6 no es compatible con la replicacion de SnapMirror entre el software NetApp Element y los clisteres de
ONTAP.

"Video de NetApp: SnapMirror para software NetApp HCI y Element"


https://www.youtube.com/embed/kerGI1ZtnZQ?rel=0

Los sistemas que ejecutan el software NetApp Element admiten la funcionalidad SnapMirror para copiar y
restaurar copias Snapshot con sistemas ONTAP de NetApp. El principal motivo para usar esta tecnologia es la
recuperacion ante desastres de NetApp HCl a ONTAP. Los extremos incluyen ONTAP, ONTAP Select y Cloud
Volumes ONTAP. Consulte TR-4641 Proteccion de datos de NetApp HCI.

"Informe técnico de NetApp 4641: Proteccion de datos de NetApp HCI"

Obtenga mas informacion

+ "Crear una estructura de datos con NetApp HCI, ONTAP e infraestructura convergente"
» "Replicacion entre software NetApp Element y ONTAP (CLI de ONTAP)"

Informacién general de SnapMirror

Los sistemas que ejecutan el software NetApp Element admiten la funcionalidad
SnapMirror para copiar y restaurar copias Snapshot con los sistemas ONTAP de NetApp.

Los sistemas que ejecutan Element pueden comunicarse directamente con SnapMirror en los sistemas
ONTAP 9.3 o posteriores. La APl de NetApp Element proporciona métodos para habilitar la funcionalidad de
SnapMirror en clusteres, volimenes y snapshots. Ademas, la interfaz de usuario de Element incluye toda la
funcionalidad necesaria para gestionar las relaciones de SnapMirror entre el software Element y los sistemas
ONTAP.

Es posible replicar volumenes originados de ONTAP en volumenes de Element en casos de uso especificos
con funcionalidad limitada. Para obtener mas informacion, consulte "Replicacion entre software Element y
ONTAP (CLI de ONTAP)".

Habilite SnapMirror en el cluster

Debe habilitar manualmente la funcionalidad de SnapMirror en el nivel del cluster a
través de la interfaz de usuario de NetApp Element. El sistema viene con la funcionalidad
de SnapMirror deshabilitada de forma predeterminada y no se habilita automaticamente
como parte de una nueva instalacion o actualizacién. Habilitar la funcién SnapMirror es
una tarea de configuracion que solo debe hacer una vez.

SnapMirror solo se puede habilitar en clusteres que ejecutan el software Element que se usa junto con
volumenes de un sistema ONTAP de NetApp. Solo debe habilitar la funcionalidad SnapMirror si el cluster esta
conectado para usarlo con volumenes de ONTAP de NetApp.

Lo que necesitara
El cluster de almacenamiento debe ejecutar el software NetApp Element.

Pasos
1. Haga clic en Clusters > Configuracion.

2. Busque la configuracion especifica del cluster para SnapMirror.

3. Haga clic en Activar SnapMirror.

Al habilitar la funcionalidad SnapMirror, se modifica la configuracion del software Element
de forma permanente. Puede deshabilitar la funcion SnapMirror y restaurar la configuracion
predeterminada solo si devuelve el cluster a la imagen de fabrica.
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4. Haga clic en Si para confirmar el cambio de configuracion de SnapMirror.

Habilite SnapMirror en el volumen

Debe habilitar SnapMirror en el volumen en la interfaz de usuario de Element. Esto
permite la replicacion de datos en volumenes de ONTAP especificados. Se trata de un
permiso del administrador del cluster donde se ejecuta el software NetApp Element para
que SnapMirror controle un volumen.

Lo que necesitara
» Debe habilitar SnapMirror en la interfaz de usuario de Element para el cluster.

+ Existe un extremo de SnapMirror disponible.
» El volumen debe ser el tamafo de bloque 512e.
» El volumen no participa en la replicacién remota.

 El tipo de acceso de volumen no es destino de replicacion.
@ También puede establecer esta propiedad al crear o clonar un volumen.

Pasos
1. Haga clic en Administracion > volimenes.

2. Haga clic en el icono acciones del volumen para el que desea activar SnapMirror.

3. En el menu que se abre, seleccione Editar.

4. En el cuadro de didlogo Editar volumen, active la casilla de verificacion Activar SnapMirror.
5

. Haga clic en Guardar cambios.

Cree un extremo de SnapMirror

Debe crear un extremo de SnapMirror en la interfaz de usuario de NetApp Element para
poder crear una relacion.

Un extremo de SnapMirror es un cluster de ONTAP que funciona como destino de replicacion para un cluster
que ejecuta el software Element. Antes de crear una relacion de SnapMirror, primero se debe crear un
extremo de SnapMirror.

Es posible crear y gestionar hasta cuatro extremos de SnapMirror en un clister de almacenamiento que
ejecuta el software Element.

Si originalmente se cred un extremo existente mediante la APl y no se guardaron las

@ credenciales, puede ver el extremo en la interfaz de usuario de Element y verificar su
existencia, pero no se puede gestionar mediante la interfaz de usuario de Element. Este
extremo solo puede gestionarse mediante la APl de Element.

Para obtener mas detalles sobre los métodos de la API, consulte "Gestione el almacenamiento con la API de
Element".

Lo que necesitara
* Debe haber habilitado SnapMirror en la interfaz de usuario de Element para el clister de almacenamiento.
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» Conoce las credenciales de ONTAP para el extremo.

Pasos
1. Haga clic en Proteccion de datos > terminales de SnapMirror.

2. Haga clic en Crear extremo.

3. En el cuadro de dialogo Crear un nuevo extremo, introduzca la direcciéon IP de administracion del cluster
del sistema ONTAP.

4. Introduzca las credenciales de administrador de ONTAP asociadas con el extremo.
5. Consulte informacion adicional:

o LIF: Enumera las interfaces logicas de interconexién de clusteres de ONTAP que se utilizan para
comunicarse con Element.

o Status: Muestra el estado actual del extremo de SnapMirror. Los valores posibles son: Conectado,
desconectado y no administrado.

6. Haga clic en Crear extremo.

Crear una relaciéon de SnapMirror

Debe crear una relacion de SnapMirror en la interfaz de usuario de NetApp Element.

Cuando aun no se habilita un volumen para SnapMirror y seleccione para crear una relacion
desde la interfaz de usuario de Element, se habilita automaticamente SnapMirror en ese
volumen.

Lo que necesitara
Esta habilitado SnapMirror en el volumen.

Pasos
1. Haga clic en Administracion > volimenes.

2. Haga clic en el icono acciones del volumen que va a formar parte de la relacion.

3. Haga clic en Crear una relaciéon de SnapMirror.

4. En el cuadro de dialogo Crear una relacién de SnapMirror, seleccione un extremo de la lista Endpoint.
5

. Seleccione si la relacion se creara con un volumen de ONTAP nuevo o con un volumen de ONTAP
existente.

»

. Para crear un nuevo volumen ONTAP en la interfaz de usuario de Element, haga clic en Crear nuevo
volumen.

a. Seleccione Storage Virtual Machine para esta relacion.
b. Seleccione aggregate en la lista desplegable.

¢. En el campo sufijo de nombre de volumen, introduzca un sufijo.

@ El sistema detecta el nombre del volumen de origen y lo copia en el campo Nombre de
volumen. El sufijo que introduzca anexa el nombre.

d. Haga clic en Crear volumen de destino.

7. Para utilizar un volumen de ONTAP existente, haga clic en utilizar volumen existente.
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a. Seleccione Storage Virtual Machine para esta relacion.
b. Seleccione el volumen que sera el destino de esta nueva relacion.

8. En la seccion Detalles de la relacion, seleccione una directiva. Si la directiva seleccionada tiene reglas de
mantenimiento, la tabla Reglas muestra las reglas y las etiquetas asociadas.

9. Opcional: Selecciona un horario.
Esto determina la frecuencia con la que la relacion crea copias.
10. Opcional: En el campo limitar ancho de banda a, introduzca la cantidad maxima de ancho de banda que
pueden consumir las transferencias de datos asociadas con esta relacion.
11. Consulte informacion adicional:
o Estado: Estado actual de la relacion del volumen de destino. Los valores posibles son:
= Inicializado: El volumen de destino no se ha inicializado.

= snapmirror: El volumen de destino se ha inicializado y esta listo para recibir actualizaciones de
SnapMirror.

= Roto-off: El volumen de destino es de lectura/escritura y existen snapshots.

o Estado: Estado actual de la relacion. Los valores posibles son ralenti, transferencia, comprobacion,
desactivacion, inactivo, puesta en cola, preparacion, finalizaciéon, anulacién y ruptura.

> Tiempo de retardo: La cantidad de tiempo en segundos que el sistema de destino esta retrasado con
respecto al sistema de origen. El tiempo de desfase no debe superar el intervalo de programacion de
transferencia.

o Limite de ancho de banda: La cantidad maxima de ancho de banda que pueden consumir las
transferencias de datos asociadas a esta relacion.

o Ultima transferencia: Marca de hora de la Ultima instantanea transferida. Haga clic para obtener méas
informacion.

> Nombre de la politica: Nombre de la politica de SnapMirror de ONTAP para la relacion.
> Tipo de directiva: Tipo de politica de SnapMirror de ONTAP seleccionada para la relacion. Los
valores posibles son:
= async_mirror
= mirror_vault

> Nombre del programa: Nombre del programa preexistente del sistema ONTAP seleccionado para
esta relacion.

12. Para no inicializar en este momento, asegurese de que la casilla de verificacion inicializar no esta
activada.

La inicializacién puede requerir mucho tiempo. Tal vez desee ejecutarlo durante las horas
de menor actividad. La inicializacion realiza una transferencia basica; realiza una copia

@ Snapshot del volumen de origen y, a continuacion, transfiere esa copia y todos los bloques
de datos a los que hace referencia al volumen de destino. Puede inicializar manualmente o
utilizar una programacion para iniciar el proceso de inicializacion (y las actualizaciones
posteriores) segun la programacion.

13. Haga clic en Crear relacién.

14. Haga clic en Proteccién de datos > Relaciones de SnapMirror para ver esta nueva relacion de
SnapMirror.
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Acciones de relaciones con SnapMirror

Puede configurar una relaciéon desde la pagina SnapMirror Relationships de la pestafia
Data Protection. Las opciones del icono acciones se describen aqui.

» Edicion: Edita la directiva utilizada o la programacion de la relacion.
 Eliminar: Elimina la relacion de SnapMirror. Esta funcion no elimina el volumen de destino.

* Inicializar: Realiza la primera transferencia inicial de datos de linea de base para establecer una nueva
relacion.

* Actualizar: Realiza una actualizacidon bajo demanda de la relacion, replicando los datos nuevos y las
copias Snapshot incluidas desde la ultima actualizacion al destino.

* Quiesce: Previene cualquier actualizacion adicional para una relacion.
* Reanudar: Reanuda una relacion que se detiene.

* Break: Hace que el volumen de destino sea de lectura y escritura y detiene todas las transferencias
actuales y futuras. Determine que los clientes no utilizan el volumen de origen original, ya que la operacion
de resincronizacion inversa hace que el volumen de origen original sea de solo lectura.

* Resync: Restablece una relacion rota en la misma direccion antes de que se produjera la ruptura.

* Resync inversa: Automatiza los pasos necesarios para crear e inicializar una nueva relacién en la
direccion opuesta. Esto solo se puede hacer si la relacion existente se encuentra en un estado roto. Esta
operacion no eliminara la relacion actual. El volumen de origen original se revierte a la copia Snapshot
comun mas reciente y se vuelve a sincronizar con el destino. Se perderan todos los cambios realizados en
el volumen de origen original desde la ultima actualizacion correcta de SnapMirror. Los cambios realizados
o los nuevos datos escritos en el volumen de destino actual se devuelven al volumen de origen original.

« Anular: Cancela una transferencia actual en curso. Si se emite una actualizacion de SnapMirror para una
relacion abortada, la relacion continda con la ultima transferencia desde el ultimo punto de comprobacion
de reinicio que se creo antes de que se produjera la anulacion.

Etiquetas de SnapMirror

Etiquetas de SnapMirror

Una etiqueta de SnapMirror sirve como marcador para la transferencia de una copia de
Snapshot especifica segun las reglas de retencion de la relacion.

Si se aplica una etiqueta a una copia de Snapshot, esta se Marca como destino de la replicaciéon de
SnapMirror. El rol de la relacién es aplicar las reglas sobre la transferencia de datos seleccionando la
snapshot con la etiqueta correspondiente, copiandola al volumen de destino y garantizando que se conserva
el numero correcto de copias. Se refiere a la politica para determinar el recuento de retenciones y el periodo
de retencion. La directiva puede tener un numero cualquiera de reglas y cada regla tiene una etiqueta Unica.
Esta etiqueta actua como enlace entre la snapshot y la regla de retencion.

Es la etiqueta de SnapMirror que indica qué regla se aplica a la snapshot, la snapshot de grupo o la
programacion seleccionada.

Anada etiquetas de SnapMirror a shapshots

Las etiquetas de SnapMirror especifican la politica de retencion de snapshots en el
extremo de SnapMirror. Se pueden afadir etiquetas a las copias de Snapshot y las
copias de Snapshot de grupo.
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Puede ver las etiquetas disponibles en un cuadro de diadlogo existente de relacién de SnapMirror o en el
Administrador del sistema ONTAP de NetApp.

@ Cuando se afiade una etiqueta a una copia de Snapshot de grupo, se sobrescriben todas las
etiquetas existentes a copias de Snapshot individuales.

Lo que necesitara

* Se habilita SnapMirror en el cluster.

 La etiqueta que desea afadir ya existe en ONTAP.

Pasos
1. Haga clic en Proteccion de datos > Snapshots o instantanea de grupo.

2. Haga clic en el icono acciones de la instantanea o la instantanea de grupo a la que desea agregar una
etiqueta de SnapMirror.

3. En el cuadro de dialogo Editar instantanea, introduzca texto en el campo etiqueta de SnapMirror. La
etiqueta debe coincidir con una etiqueta de regla de la politica aplicada a la relacion de SnapMirror.

4. Haga clic en Guardar cambios.

Anadir etiquetas de SnapMirror a las programaciones de Snapshot

Puede anadir etiquetas de SnapMirror a programaciones de Snapshot para garantizar
gue se aplique una politica de SnapMirror. Puede ver las etiquetas disponibles en un
cuadro de dialogo existente de relacién de SnapMirror o en ONTAP System Manager de
NetApp.

Lo que necesitara
» Se debe habilitar SnapMirror en el nivel de cluster.

 La etiqueta que desea afadir ya existe en ONTAP.

Pasos

1. Haga clic en Proteccion de datos > programas.

2. Afada una etiqueta de SnapMirror a una programacion de una de las siguientes maneras:

Opcioén Pasos
Crear una nueva a. Seleccione Crear programacion.
programacion

b. Introduzca todos los demas detalles relevantes.

c. Seleccione Crear programacion.

Modificacién de la a. Haga clic en el icono acciones de la programacion a la que desea agregar
programacion existente una etiqueta y seleccione Editar.

b. En el cuadro de didlogo que aparece, introduzca texto en el campo
etiqueta de SnapMirror.

c. Seleccione Guardar cambios.
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Obtenga mas informacion

Crear una programacion de Snapshot

Recuperacion ante desastres mediante SnapMirror

Recuperacion ante desastres mediante SnapMirror

En caso de producirse un problema con un volumen o un cluster que ejecuta el software
NetApp Element, utilice la funcionalidad SnapMirror para dividir la relaciéon y la
conmutacion por error al volumen de destino.

@ Si el cluster original ha fallado completamente o no existe, pédngase en contacto con el soporte
de NetApp para obtener ayuda.

Ejecute una conmutacion al nodo de respaldo desde un cluster de Element

Puede realizar una conmutacién al nodo de respaldo desde el cluster de Element para
hacer que el volumen de destino sea de lectura/escritura y accesible para los hosts en el
lado de destino. Antes de realizar una conmutacion al nodo de respaldo del cluster de
Element, debe interrumpir la relacion de SnapMirror.

Use la interfaz de usuario de NetApp Element para realizar la conmutacion al respaldo. Si la interfaz de
usuario de Element no esta disponible, también es posible usar ONTAP System Manager o la CLI de ONTAP
para ejecutar el comando break Relationship.

Lo que necesitara
« Existe una relacion de SnapMirror y tiene al menos una snapshot valida en el volumen de destino.
* Necesita una conmutacion al nodo de respaldo en el volumen de destino debido a una interrupcion del
servicio no planificada o un evento planificado en el sitio principal.

Pasos
1. En la interfaz de usuario de Element, haga clic en Proteccion de datos > Relaciones de SnapMirror.

2. Busque la relacion con el volumen de origen que desea conmutar al nodo de respaldo.
3. Haga clic en el icono acciones.
4. Haga clic en descanso.
5. Confirme la accion.
El volumen del cluster de destino ahora tiene acceso de lectura/escritura y se puede montar en los hosts

de la aplicacion para reanudar las cargas de trabajo de produccion. Toda la replicaciéon de SnapMirror se
detiene como resultado de esta accion. La relacion muestra un estado de ruptura.

Realice una conmutacion tras recuperacion al elemento
Aprenda como realizar una recuperacion ante fallos a Element

Cuando se mitigd el problema en el lado primario, se debe volver a sincronizar el
volumen de origen original y conmutar al software NetApp Element. Los pasos que
realice varian en funcién de si todavia existe el volumen de origen original o si necesita
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realizar la conmutacioén tras recuperacion en un volumen recién creado.

Escenarios de conmutacion tras recuperacion de SnapMirror

La funcionalidad de recuperacion ante desastres de SnapMirror se ilustra en dos escenarios de conmutacion
tras recuperacion. Se asume que la relacion original ha sido fallida (rota).

Los pasos de los procedimientos correspondientes se afiaden como referencia.

En los ejemplos que se muestran aqui, R1 = la relacién original en la que el cluster que ejecuta

@ el software NetApp Element es el volumen de origen original (elemento) y ONTAP es el
volumen de destino original (ONTAP). R2 y R3 representan las relaciones inversas creadas a
través de la operacion de resincronizacion inversa.

La siguiente imagen muestra el escenario de conmutacion por recuperacion cuando el volumen de origen
sigue existiendo:

Procedure

Ste

g R1

rjj.
The source volume is offline
(2 Reverse Resync R1
_ R2

|: 3:| +
.@j Update R2
(®) Break R2
(® Resync R1
0 Delete R2

La siguiente imagen muestra el escenario de conmutacién por recuperacién cuando el volumen de origen ya
no existe:
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Obtenga mas informacion

» Realice una conmutacion tras recuperacion cuando el volumen de origen siga existiendo
* Realice una conmutacion tras recuperacion cuando el volumen de origen ya no exista

» Escenarios de conmutacion tras recuperaciéon de SnapMirror

Realice una conmutacion tras recuperacion cuando el volumen de origen siga existiendo

Es posible resincronizar el volumen de origen original y conmutar por error con la interfaz
de usuario de NetApp Element. Este procedimiento se aplica a situaciones en las que
aun existe el volumen de origen original.

1. En la interfaz de usuario de Element, busque la relacion que rompio para realizar la conmutacion al
respaldo.
2. Haga clic en el icono acciones y haga clic en Reverse Resync.

3. Confirme la accion.

La operacion de resincronizacion inversa crea una nueva relacion en la que se invierten los
roles de los volumenes de origen y de destino originales (esto provoca dos relaciones a
medida que persiste la relacion original). Los datos nuevos del volumen de destino original
@ se transfieren al volumen de origen original como parte de la operacion de resincronizacion
inversa. Puede seguir accediendo al volumen activo y escribiendo datos en el lado de
destino, pero debera desconectar todos los hosts del volumen de origen y realizar una
actualizacion de SnapMirror antes de volver a redirigir al volumen primario original.

4. Haga clic en el icono acciones de la relacion inversa que acaba de crear y haga clic en Actualizar.

Ahora que ha completado la resincronizacion inversa y asegurd que no hay sesiones activas conectadas
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al volumen en el lado de destino y que los datos mas recientes se encuentran en el volumen primario
original, es posible realizar los siguientes pasos para completar la conmutacion tras recuperacion y
reactivar el volumen primario original:

5. Haga clic en el icono Actions de la relacion inversa y haga clic en Break.

6. Haga clic en el icono Actions de la relacion original y haga clic en Resync.

El volumen primario original ahora se puede montar para reanudar las cargas de trabajo de
@ produccioén en el volumen primario original. La replicacion original de SnapMirror se reanuda
a partir de la normativa y el programa que se ha configurado para la relacion.

7. Después de confirmar que el estado original de la relacion es "sinreflejado", haga clic en el icono acciones
de la relacion inversa y haga clic en Eliminar.

Obtenga mas informacion

Escenarios de conmutacion tras recuperacion de SnapMirror

Realice una conmutacion tras recuperacion cuando el volumen de origen ya no exista

Es posible resincronizar el volumen de origen original y conmutar por error con la interfaz
de usuario de NetApp Element. Esta seccién se aplica a situaciones en las que se ha
perdido el volumen de origen original, pero el cluster original sigue intacto. Para obtener
instrucciones sobre como restaurar en un cluster nuevo, consulte la documentacion en el
sitio de soporte de NetApp.

Lo que necesitara

« Tiene una relacién de replicacion despareja entre los volumenes de Element y ONTAP.
* El volumen de Element se pierde de forma irreversiblemente.

* El nombre del volumen original se muestra como NO ENCONTRADO.

Pasos

1. En la interfaz de usuario de Element, busque la relacion que rompi6 para realizar la conmutacion al
respaldo.

Mejor practica: anote la politica de SnapMirror y los detalles del horario de la relacion original de
compensacion. Esta informacion sera necesaria al recrear la relacion.

2. Haga clic en el icono acciones y haga clic en Reverse Resync.

3. Confirme la accion.

La operacion de resincronizacion inversa crea una nueva relacion en la que se revierten los
roles del volumen de origen y del volumen de destino (esto provoca dos relaciones a
medida que persiste la relacién original). Como el volumen original ya no existe, el sistema
crea un nuevo volumen de Element con el mismo nombre de volumen y tamafio de volumen

@ que el volumen de origen original. Al nuevo volumen se le asigna una politica de calidad de
servicio predeterminada denominada recuperacion sm y se asocia a una cuenta
predeterminada denominada recuperacion sm. Debera editar manualmente la cuenta y la
politica de calidad de servicio de todos los volumenes creados por SnapMirror para
reemplazar los volumenes de origen originales destruidos.
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Los datos de la copia snapshot mas reciente se transfieren al nuevo volumen como parte de la operacion
de resincronizacion inversa. Puede seguir accediendo al volumen activo y escribiendo datos en el lado de
destino, pero debera desconectar todos los hosts del volumen activo y realizar una actualizacion de
SnapMirror antes de restablecer la relacion primaria original en un paso posterior. Una vez finalizada la
resincronizacion inversa y asegurese de que no haya sesiones activas conectadas al volumen en el lado
de destino y que los ultimos datos estén en el volumen primario original, siga estos pasos para completar
la conmutacion por recuperacion y reactivar el volumen primario original:

4. Haga clic en el icono acciones de la relacion inversa que se cre6 durante la operacion Reverse Resync y
haga clic en Break.

5. Haga clic en el icono acciones de la relacion original, en la que el volumen de origen no existe, y haga clic
en Eliminar.

6. Haga clic en el icono acciones de la relacién inversa, que rompié en el paso 4, y haga clic en Resync
inversa.

7. De este modo, se revierte el origen y el destino y se establece una relacion con el mismo origen y el
mismo destino de volumen que la relacion original.

8. Haga clic en el icono acciones y en Editar para actualizar esta relacién con la directiva QoS original y la
configuracion de programacion de la que tomé nota.

9. Ahora es seguro eliminar la relacion inversa que usted reynced en el paso 6.

Obtenga mas informacion

Escenarios de conmutacion tras recuperacion de SnapMirror

Realice una transferencia o una migraciéon puntual de ONTAP a Element

Generalmente, cuando se usa SnapMirror para la recuperacion ante desastres de un
cluster de almacenamiento de SolidFire que ejecuta el software NetApp Element al
software ONTAP, Element es el origen y ONTAP el destino. Sin embargo, en algunos
casos, el sistema de almacenamiento ONTAP puede actuar como el origen y elemento
como el destino.

» Existen dos situaciones hipotéticas:

> No existe ninguna relacion anterior de recuperacion ante desastres. Siga todos los pasos de este
procedimiento.

o Existe una relacion anterior de recuperacion ante desastres, pero no entre los volimenes que se
utilizan para esta mitigacion. En este caso, siga solo los pasos 3 y 4 que se indican a continuacion.

Lo que necesitara
* ONTAP debe haber accesible el nodo de destino de Element.

» El volumen de Element debe estar habilitado para la replicacion de SnapMirror.

Debe especificar la ruta de destino del elemento en el formato hotip:/lun/<id_number>, donde lun es la cadena
real "lun™ e id_number es el ID del volumen del elemento.

Pasos
1. Con ONTAP, cree la relacion con el cluster de Element:
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snapmirror create -source-path SVM:volume|cluster://SVM/volume
-destination-path hostip:/lun/name -type XDP -schedule schedule -policy
policy

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily

-policy MirrorLatest

2. Compruebe que la relacion de SnapMirror se ha creado mediante el comando ONTAP snapmirror show.

Consulte la informacion sobre la creacion de una relacion de replicacion en la documentacion de ONTAP
y, para obtener una sintaxis de comando completa, consulte la pagina man de ONTAP.

3. Con el ElementCreatevVolume API, cree el volumen objetivo y establezca el modo de acceso del
volumen de destino en SnapMirror:

Cree un volumen de Element mediante la API de Element

"method": "CreateVolume",

"params": {
"name": "SMTargetVolumeTest2",
"accountID": 1,
"totalSize": 100000000000,
"enablebl2e": true,

"attributes": {},

"gosPolicyID": 1,

"enableSnapMirrorReplication”: true,
"access": "snapMirrorTarget"

}l

"id": 1

4. Inicialice la relacién de replicacion mediante la ONTAP snapmirror initialize comando:

snapmirror initialize -source-path hostip:/lun/name

-destination-path SVM:volume|cluster://SVM/volume

Replicacién entre software NetApp Element y ONTAP (CLI de ONTAP)

Replicacion entre software NetApp Element y informacion general de ONTAP (CLI de ONTAP)

Puede garantizar la continuidad del negocio en un sistema Element mediante SnapMirror
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para replicar copias Snapshot de un volumen de Element en un destino de ONTAP. En
caso de desastre en el sitio de Element, podra seguir prestando servicio a los clientes
desde el sistema ONTAP y, a continuacion, reactivar el sistema Element cuando el
servicio se restaure.

A partir de ONTAP 9.4, puede replicar copias de Snapshot de una LUN creada en un nodo ONTAP en otro
sistema Element. Puede haber creado una LUN durante una interrupcion del servicio en el sitio de Element, o
bien podria utilizar una LUN para migrar datos desde ONTAP al software Element.

Debe trabajar con Element en el backup de ONTAP si se aplica lo siguiente:

* Quiere utilizar las practicas recomendadas, no explorar todas las opciones disponibles.

* Desea usar la interfaz de linea de comandos (CLI) de ONTAP, no System Manager ni una herramienta de
secuencias de comandos automatizada.

» Usted utiliza iSCSI para servir datos a los clientes.

Si necesita informacion conceptual o de configuracion adicional de SnapMirror, consulte "Informacion general
sobre la proteccién de datos".

Acerca de la replicacion entre Element y ONTAP

A partir de ONTAP 9.3, se puede usar SnapMirror para replicar copias Snapshot de un volumen de Element en
un destino de ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los
clientes desde el sistema ONTAP y, a continuacion, reactivar el volumen de origen de Element cuando el
servicio se restaure.

A partir de ONTAP 9.4, puede replicar copias de Snapshot de una LUN creada en un nodo ONTAP en otro
sistema Element. Puede haber creado una LUN durante una interrupcion del servicio en el sitio de Element, o
bien podria utilizar una LUN para migrar datos desde ONTAP al software Element.

Los tipos de relaciones de proteccion de datos

SnapMirror ofrece dos tipos de relacion de proteccién de datos. Para cada tipo, SnapMirror crea una copia
Snapshot del volumen de origen de Element antes de inicializar o actualizar la relacion:

* En una relacion de proteccion de datos recuperacion ante desastres (DR), el volumen de destino solo
contiene la copia de snapshot creada por SnapMirror, desde la cual puede continuar proporcionando datos
en caso de catastrofe en el sitio principal.

* En una relacion de proteccion de datos de retencion a largo plazo, el volumen de destino contiene copias
de Snapshot de un momento especifico creadas por el software Element, asi como la copia de Snapshot
creada por SnapMirror. Por ejemplo, se recomienda retener las copias Snapshot mensuales creadas a lo
largo de un plazo de 20 afos.

Politicas predeterminadas

La primera vez que se invoca SnapMirror, se realiza una transferencia baseline del volumen de origen al
volumen de destino. La politica de SnapMirror define el contenido de la linea de base y cualquier
actualizacion.

Se puede usar una politica predeterminada o personalizada al crear una relacion de proteccién de datos. El
tipo policy determina qué copias Snapshot se deben incluir y el nUmero de copias que se retendran.

La siguiente tabla muestra las directivas predeterminadas. Use MirrorLatest la politica para crear una
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relacion tradicional de recuperacién ante desastres. Use la MirrorAndvault Unified7year politica OR
para crear una relacion de replicacion unificada, en la que la recuperacion ante desastres y la retencion a
largo plazo estén configuradas en el mismo volumen de destino.

Politica Tipo de directiva Comportamiento de actualizacion
MirrorUltimas reflejo asincrono Transfiera la copia Snapshot creada por SnapMirror.
Reflejo de AndVault mirror-vault Transferir la copia snapshot creada por SnapMirror y

las copias snapshot menos recientes realizadas
desde la ultima actualizacion, siempre que tengan las
etiquetas de SnapMirror «daaily» o «weekly».

Unified7 afo mirror-vault Transferir la copia snapshot creada por SnapMirror y
las copias snapshot menos recientes realizadas
desde la ultima actualizacion, siempre que tengan las
etiquetas de SnapMirror “Daily”, “Weekly” o
“MonFourth”.

Para obtener informacion general completa sobre las politicas de SnapMirror, incluida la
@ orientacion sobre qué politica utilizar, consulte "Informacion general sobre la proteccion de
datos".

Etiquetas de SnapMirror

Cada politica con el tipo de politica «marror-vault» debe tener una regla que especifique qué copias de
instantaneas replicar. Por ejemplo, la regla “Daily” indica que solo se deben replicar las copias de instantaneas
asignadas a la etiqueta SnapMirror “Daily”. Al configurar las copias de Snapshot de Element, se asigna la
etiqueta de SnapMirror.

Replicacion desde un cluster de origen de Element a un cluster de destino de ONTAP

Puede usar SnapMirror para replicar copias de Snapshot de un volumen Element en un sistema de destino
ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los clientes desde el
sistema ONTAP y, a continuacion, reactivar el volumen de origen de Element cuando el servicio se restaure.

Un volumen de Element es aproximadamente equivalente a una LUN de ONTAP. SnapMirror crea un LUN con
el nombre del volumen de Element cuando se inicializa una relacién de proteccion de datos entre el software
Element y ONTAP. SnapMirror replica datos a una LUN existente si la LUN cumple con los requisitos para la
replicacion de Element en ONTAP.

Las reglas de replicacion son las siguientes:

* Un volumen de ONTAP puede contener datos solo de un volumen de Element.

* No es posible replicar datos desde un volumen de ONTAP en varios volumenes de Element.

Replicacion desde un cluster de origen de ONTAP a un cluster de destino de Element

A partir de ONTAP 9.4, puede replicar copias Snapshot de un LUN creado en un sistema ONTAP nuevamente
en un volumen de Element:

« Si ya existe una relacion de SnapMirror entre un origen de elemento y un destino de ONTAP, una LUN
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creada mientras ofrece datos desde el destino se replica automaticamente cuando el origen se vuelve a
activar.

* De lo contrario, debe crear e inicializar una relacion de SnapMirror entre el cluster de origen de ONTAP y
el cluster de destino de Element.

Las reglas de replicacion son las siguientes:
 La relacion de replicacion debe tener una politica de tipo «"duplicacion asincrona"».
No se admiten las politicas de tipo «espejo».

* Solo se admiten LUN iSCSI.
* No es posible replicar mas de un LUN desde un volumen de ONTAP a un volumen de Element.

* No es posible replicar un LUN desde un volumen de ONTAP a varios volumenes de Element.

Requisitos previos

Debe haber completado las siguientes tareas antes de configurar una relacion de proteccion de datos entre
Element y ONTAP:

« El cluster de Element debe ejecutar la version 10.1 o posterior del software NetApp Element.

 El cluster de ONTAP debe ejecutar ONTAP 9.3 o una version posterior.

» Debe haber obtenido la licencia de SnapMirror en el cluster de ONTAP.

* Debe haber configurado volimenes en los clusteres de Element y ONTAP que sean lo suficientemente
grandes como para manejar las transferencias de datos anticipadas.

« Si esta utilizando el tipo de politica «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

@ Sélo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

* Debe haberse asegurado de que el puerto 5010 esta disponible.

 Si prevé que podria necesitar mover un volumen de destino, debe asegurarse de que existe una
conectividad de malla completa entre el origen y el destino. Cada nodo del cluster de origen de Element
debe poder comunicarse con cada nodo del cluster de destino de ONTAP.

Detalles de soporte

En la siguiente tabla se muestran detalles de compatibilidad de elemento en un backup de ONTAP.

Recurso o caracteristica  Detalles de soporte
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SnapMirror

ONTAP

Elemento

Red

Snaplock

FlexGroup

DR DE SVM

MetroCluster

* No se admite la funcién SnapMirror restore.
* MirrorAllSnapshots "XDPDefault'No se admiten las politicas y.

* No se admite el tipo de politica «'vault»».

* No se admite la regla definida por el sistema ™all_source snapshots™.

* El tipo de politica «mirror-vault» solo se admite para la replicacion del
software Element a ONTAP. Utilice «duplicacion asincrona» para la
replicacion de ONTAP al software Element.

* —-schedule -prefix ‘snapmirror policy add-rule'No se admiten las
opciones y para.

* -preserve —quick-resync snapmirror resync'No se admiten las
opciones y para.

* No se mantiene la eficiencia del almacenamiento.

* No se admiten las puestas en marcha de proteccion de datos en cascada ni
en distribuciéon ramificada.

* ONTAP Select es compatible a partir de ONTAP 9.4 y Element 10.3.
* Cloud Volumes ONTAP es compatible a partir de ONTAP 9.5 y Element 11.0.

* El limite de tamafio del volumen es de 8 TIB.

» El tamano de bloque del volumen debe ser 512 bytes. No se admite un
tamano de bloque de 4 KB.

+ El tamano del volumen debe ser multiplo de 1 MIB.
* Los atributos del volumen no se conservan.

* El numero maximo de copias Snapshot que se deben replicar es de 30.
» Se permite una sola conexion TCP por transferencia.
* El nodo de Element se debe especificar como direccion IP. No se admite la
busqueda de nombre de host DNS.
* No se admiten los espacios IP.
No se admiten los volumenes de SnapLock.

No se admiten los volumenes de FlexGroup.

No se admiten los volumenes de ONTAP en una configuracién de recuperacion
ante desastres de SVM.

No se admiten los volumenes de ONTAP en una configuracién de MetroCluster.

Flujo de trabajo de replicacion entre Element y ONTAP

Si va a replicar datos de Element en ONTAP o de ONTAP a Element, debe configurar
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una programacion de trabajo, especificar una politica y crear e inicializar la relacion.
Puede usar una directiva predeterminada o personalizada.

El flujo de trabajo supone que ha completado las tareas de requisitos que se muestran en "Requisitos

previos". Para obtener informacién general completa sobre las politicas de SnapMirror, incluida la orientacién
sobre qué politica utilizar, consulte "Informacion general sobre la proteccion de datos".
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Enable SnapMirror on the Element cluster.

v

Enable SnapMirror on the Element source volume.

v

Configure the destination as a SnapMirror endpoint.

v —

Create a job schedule,

Perform these steps
in Element software,

Create a custom
policy?

-

No l
| Choose the policy type of Choase a default

the custom policy. policy.

SnapMirror DR

Unified replication SnapMlirror DR Unified replication

h 4 A 4 A4

@im mirror-vault LW’HLWL/ateLtJ Mrﬂ\!a_ult\l

Define rules for the
custom policy.

v

P Create a replication relationship.

v

Initialize the replication relationship.

Habilite SnapMirror en el software Element

Habilite SnapMirror en el clister de Element

Es necesario habilitar SnapMirror en el cluster de Element para poder crear una relacion
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de replicacion. Solo puede realizar esta tarea en la interfaz de usuario web del software
Element o mediante el "Método API".

Antes de empezar
* El cluster de Element debe ejecutar la version 10.1 o posterior del software NetApp Element.
» Solo se puede habilitar SnapMirror en clisteres de Element que se usan con los voliumenes de ONTAP de
NetApp.

Acerca de esta tarea

El sistema Element viene con SnapMirror deshabilitado de forma predeterminada. SnapMirror no se habilita
automaticamente como parte de una nueva instalacion o actualizacion.

Una vez que esta habilitada, SnapMirror no se puede deshabilitar. Solo puede deshabilitar la
funcion SnapMirror y restaurar la configuracion predeterminada si devuelve el cluster a la
imagen de fabrica.

Pasos
1. Haga clic en Clusters > Configuracion.

2. Busque la configuracion especifica del cluster para SnapMirror.

3. Haga clic en Activar SnapMirror.

Habilite SnapMirror en el volumen de origen de Element

Es necesario habilitar SnapMirror en el volumen de origen de Element para poder crear
una relacién de replicacion. Solo puede realizar esta tarea en la interfaz de usuario web
del software Element o mediante "Volumen ModificioVolume'"los métodos API
y."ModificyVolumes"

Antes de empezar
» Debe haber habilitado SnapMirror en el cluster de Element.

» El tamaro de bloque del volumen debe ser 512 bytes.
* El volumen no debe participar en la replicacion remota de Element.

+ El tipo de acceso al volumen no debe ser «'destino de replicacion»».

Acerca de esta tarea

En el siguiente procedimiento se asume que el volumen ya existe. SnapMirror también es posible habilitar
cuando se crea o se clona un volumen.

Pasos

1. Seleccione Gestion > volimenes.

. Seleccione §§ el boton del volumen.

2

3. En el menu desplegable, seleccione Editar.

4. En el cuadro de dialogo Editar volumen, seleccione Activar SnapMirror.
5

. Seleccione Guardar cambios.
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Cree un extremo de SnapMirror

Debes crear un punto de conexién SnapMirror antes de poder crear una relacién de
replicacion. Esta tarea solo se puede realizar en la interfaz web del software Element o
utilizando "Métodos de APl de SnapMirror".

Antes de empezar
Debe haber habilitado SnapMirror en el cluster de Element.

Pasos

1. Haga clic en Proteccion de datos > terminales de SnapMirror.
2. Haga clic en Crear extremo.

3. En el cuadro de dialogo Crear un nuevo extremo, introduzca la direcciéon IP de administracion del cluster
ONTAP.

4. Introduzca el ID de usuario y la contrasefia del administrador del cluster de ONTAP.

5. Haga clic en Crear extremo.

Configurar una relacion de replicacion

Cree una programacion de trabajo de replicacion

Si va a replicar datos de Element en ONTAP o de ONTAP a Element, debe configurar
una programacion de trabajo, especificar una politica y crear e inicializar la relacion.
Puede usar una directiva predeterminada o personalizada.

Puede utilizar el job schedule cron create comando para crear una programacion de trabajo de
replicacion. La programacion de tareas determina el momento en que SnapMirror actualiza automaticamente
la relacion de proteccion de datos a la que se asigna la programacion.

Acerca de esta tarea

Debe asignar una programacion de tareas cuando crea una relacion de proteccion de datos. Si no asigna una
programacion de trabajo, debe actualizar la relacién manualmente.

Paso
1. Crear un programa de trabajo:

job schedule cron create -name job name -month month -dayofweek day of week
-day day of month -hour hour -minute minute

Para -month -dayofweek , Yy ~hour, puede especificar all que se ejecute el trabajo cada mes, dia de
la semana y hora, respectivamente.

A partir de ONTAP 9.10.1, puede incluir Vserver para su programacion de trabajo:

job schedule cron create -name job name -vserver Vserver name -month month
-dayofweek day of week -day day of month -hour hour -minute minute

El siguiente ejemplo crea una programacion de trabajo llamada my weekly que se ejecuta los sabados a
las 3:00 a.m.:
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cluster dst::> job schedule cron create -name my weekly -dayofweek
"Saturday" -hour 3 -minute O

Personalizar una politica de replicacion
Cree una politica de replicacion personalizada

Puede usar una directiva predeterminada o personalizada al crear una relacién de
replicacion. Para una politica de replicacidon unificada personalizada, debe definir una o
mas rules que determinen qué copias de snapshot se transfieren durante la inicializacion
y actualizacion.

Puede crear una directiva de replicacion personalizada si la directiva predeterminada para una relacién no es
adecuada. Se pueden comprimir datos en una transferencia de red, por ejemplo, o modificar el numero de
intentos que realiza SnapMirror para transferir copias Snapshot.

Acerca de esta tarea

El policy type de la directiva de replicacion determina el tipo de relacion que admite. En la siguiente tabla se
muestran los tipos de directivas disponibles.

Tipo de politica Tipo de relacion

reflejo asincrono Recuperacion ante desastres de SnapMirror
mirror-vault Replicacién unificada

Paso

1. Cree una politica de replicacion personalizada:

snapmirror policy create -vserver SVM -policy policy -type async-
mirror|mirror-vault -comment comment -tries transfer tries -transfer-priority
low|normal -is-network-compression-enabled true|false

Para obtener una sintaxis de comando completa, consulte la pagina man.

A partir de ONTAP 9.5, puede especificar la programacion para crear una programacion de copias
Snapshot comun para las relaciones de SnapMirror sincronas mediante —common-snapshot-schedule
el parametro. De forma predeterminada, la programacion comun de copias de Snapshot para las
relaciones sincronas de SnapMirror es de una hora. Es posible especificar un valor entre 30 minutos y dos
horas para la programacion de copia Snapshot para las relaciones sincronas de SnapMirror.

En el ejemplo siguiente se crea una politica de replicacion personalizada para la recuperacion ante

desastres de SnapMirror que permite la compresion de red para las transferencias de datos:

cluster dst::> snapmirror policy create -vserver svml -policy
DR compressed -type async-mirror -comment “DR with network compression
enabled” -is-network-compression-enabled true
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En el ejemplo siguiente se crea una politica de replicacidon personalizada para la replicacion unificada:

cluster dst::> snapmirror policy create -vserver svml -policy my unified
-type mirror-vault

Después de terminar

Para los tipos de politicas «marror-vault», debe definir reglas que determinen qué copias de instantaneas se
transfieren durante la inicializacion y actualizacion.

Utilice snapmirror policy show el comando para verificar que la politica de SnapMirror se ha creado.
Para obtener una sintaxis de comando completa, consulte la pagina man.

Defina una regla para una politica

Para las politicas personalizadas con el tipo de politica «marror-vault», debe definir al
menos una regla que determine qué copias de instantanea se transfieren durante la
inicializacion y la actualizacion. También puede definir reglas para las politicas
predeterminadas con el tipo de politica «mirror-vault».

Acerca de esta tarea

Cada politica con el tipo de politica «marror-vault» debe tener una regla que especifique qué copias de
instantaneas replicar. La regla “bimensual”, por ejemplo, indica que solo se deben replicar las copias snapshot
asignadas a la etiqueta “bimensual” de SnapMirror. Al configurar las copias de Snapshot de Element, se
asigna la etiqueta de SnapMirror.

Cada tipo de politica esta asociado a una o mas reglas definidas por el sistema. Estas reglas se asignan
automaticamente a una directiva cuando se especifica su tipo de directiva. La siguiente tabla muestra las
reglas definidas por el sistema.

Regla definida por el sistema Se utiliza en tipos de politicas Resultado
sm_creado reflejo asincrono, reflejo de Se transfiere una copia snapshot
almacenes creada por SnapMirror en el

momento de la inicializacién y la
actualizacion.

todos los dias mirror-vault Las nuevas copias instantaneas en
el origen con la etiqueta de
SnapMirror “DAILY” se transfieren
en la inicializacién y actualizacion.

semanal mirror-vault Las nuevas copias shapshot del
origen con la etiqueta «semanal»
de SnapMirror se transfieren en el
momento de la inicializacion y la
actualizacion.
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mensual mirror-vault Las nuevas copias instantaneas en

el origen con la etiqueta de
SnapMirror “en orden” se
transfieren en el momento de la
inicializacion y la actualizacion.

Puede especificar reglas adicionales segun sea necesario, para directivas predeterminadas o personalizadas.
Por ejemplo:

* Para la politica predeterminada MirrorAndvault, puede crear una regla denominada «bimensual» para

hacer coincidir las copias snapshot del origen con la etiqueta «bimensual» de SnapMirror.

« Para una politica personalizada con el tipo de politica “Mirror-vault”, puede crear una regla llamada

“bisemanal”’ para hacer coincidir las copias instantaneas en el origen con la etiqueta “bisemanal”’ de
SnapMirror.

Paso

1.

Definir una regla para una directiva:

snapmirror policy add-rule -vserver SVM -policy policy for rule -snapmirror
-label snapmirror-label -keep retention count

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-monthly ala
MirrorAndVault politica predeterminada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
MirrorAndVault -snapmirror-label bi-monthly -keep 6

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-weekly alamy snapvault
politica personalizada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy
my snapvault -snapmirror-label bi-weekly -keep 26

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror app consistent ala Sync
politica personalizada:

cluster dst::> snapmirror policy add-rule -vserver svml -policy Sync
-snapmirror-label app consistent -keep 1

Luego, puede replicar copias Snapshot del cluster de origen que coincidan con esta etiqueta de
SnapMirror:
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cluster src::> snapshot create -vserver vsl -volume voll -snapshot
snapshotl -snapmirror-label app consistent

Cree una relacion de replicacion

Crear una relacion desde un origen de elemento a un destino de ONTAP

La relacion entre el volumen de origen del almacenamiento primario y el volumen de
destino del almacenamiento secundario se denomina relacion de proteccion de datos.
Puede usar el snapmirror create comando para crear una relacion de proteccion de
datos desde un origen de Element a un destino de ONTAP, o desde un origen de ONTAP
a un destino de Element.

Puede usar SnapMirror para replicar copias de Snapshot de un volumen Element en un sistema de destino
ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los clientes desde el
sistema ONTAP y, a continuacion, reactivar el volumen de origen de Element cuando el servicio se restaure.

Antes de empezar

* ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.
» El volumen de Element debe estar habilitado para la replicacién de SnapMirror.

« Si esta utilizando el tipo de politica «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

@ Sélo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea
Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «1lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

Un volumen de Element es aproximadamente equivalente a una LUN de ONTAP. SnapMirror crea un LUN con
el nombre del volumen de Element cuando se inicializa una relacién de proteccion de datos entre el software
Element y ONTAP. SnapMirror replica datos a una LUN existente si la LUN cumple con los requisitos para
replicar del software Element en ONTAP.

Las reglas de replicacion son las siguientes:

* Un volumen de ONTAP puede contener datos solo de un volumen de Element.

* No es posible replicar datos desde un volumen de ONTAP en varios volumenes de Element.

En ONTAP 9, 3 y anteriores, un volumen de destino puede contener hasta 251 copias Snapshot. En ONTAP 9,
4 y posteriores, un volumen de destino puede contener hasta 1019 copias Snapshot.

Paso

1. A partir del cluster de destino, cree una relacion de replicacion desde un origen de Element en un destino
de ONTAP:

snapmirror create -source-path <hostip:>/lun/<name> -destination-path
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<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy
<policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se crea una relacion de recuperacion ante desastres de SnapMirror con la
MirrorLatest politica predeterminada:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorLatest

En el siguiente ejemplo, se crea una relacion de replicacion unificada mediante la MirrorAndvault
politica predeterminada:

cluster dst:> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy MirrorAndvVault

En el siguiente ejemplo se crea una relacion de replicacion unificada mediante Unified7year la politica:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy Unified7year

En el siguiente ejemplo, se crea una relacion de replicacion unificada mediante lamy unified politica
personalizada:

cluster dst::> snapmirror create -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst -type XDP -schedule my daily
-policy my unified

Después de terminar

Utilice snapmirror show el comando para verificar que la relacion de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la pagina man.

Cree una relacion desde un origen de ONTAP a un destino de elemento

A partir de ONTAP 9.4, se puede usar SnapMirror para replicar copias de snapshots de
una LUN creada en un origen de ONTAP en un destino de Element. Es posible que
utilice la LUN para migrar datos desde ONTAP al software Element.

Antes de empezar
*« ONTAP debe haber accesible el nodo de destino de Element.
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* El volumen de Element debe estar habilitado para la replicacién de SnapMirror.

Acerca de esta tarea

Debe especificar la ruta de destino del elemento con el formato <hostip:>/1lun/<name>, donde «lun» es
la cadena real «1un» y name es el nombre del volumen del elemento.

Las reglas de replicacion son las siguientes:
* La relacion de replicacion debe tener una politica de tipo «"duplicacion asincrona"».
Puede usar una directiva predeterminada o personalizada.

* Solo se admiten LUN iSCSI.
* No es posible replicar mas de un LUN desde un volumen de ONTAP a un volumen de Element.

* No es posible replicar un LUN desde un volumen de ONTAP a varios volumenes de Element.

Paso

1. Cree una relacion de replicacion desde un origen de ONTAP a un destino de Element:

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy
<policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se crea una relacion de recuperacion ante desastres de SnapMirror con la
MirrorLatest politica predeterminada:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy MirrorLatest

En el siguiente ejemplo se crea una relacion de recuperacion ante desastres de SnapMirror usando la
my mirror politica personalizada:

cluster dst::> snapmirror create -source-path svm 1:volA dst
-destination-path 10.0.0.11:/1un/0005 -type XDP -schedule my daily
-policy my mirror

Después de terminar

Utilice snapmirror show el comando para verificar que la relacién de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la pagina man.

Inicializar una relacion de replicacion

Para todos los tipos de relaciones, la inicializacion realiza una transferencia baseline:
Realiza una copia Snapshot del volumen de origen y luego transfiere esa copia y todos
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los bloques de datos a los que hace referencia al volumen de destino.

Antes de empezar
* ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.

* El volumen de Element debe estar habilitado para la replicacion de SnapMirror.

« Si esta utilizando el tipo de politica «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

@ Sélo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

La inicializacion puede requerir mucho tiempo. Puede ser conveniente ejecutar la transferencia basica en
horas de menor actividad.

Si la inicializacion de una relacién desde un origen de ONTAP a un destino de Element genera
errores por cualquier motivo, seguira presentando errores incluso después de haber corregido
el problema (un nombre de LUN no valido, por ejemplo). La solucion es la siguiente:

@ 1. Eliminar la relacion.
2. Elimine el volumen de destino de Element.
3. Cree un nuevo volumen de destino de Element.

4. Cree e inicialice una nueva relacion desde el origen de ONTAP hasta el volumen de destino
de Element.

Paso
1. Inicializar una relacién de replicacion:

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume|cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.
En el ejemplo siguiente se inicializa la relacion entre el volumen de origen 0005 en la direccion IP

10.0.0.11 y el volumen de destino volA dst en svm_ backup:

cluster dst::> snapmirror initialize -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Proporcione datos desde un volumen de destino de recuperacion ante desastres de SnapMirror

Haga que el volumen de destino sea modificable

Cuando el desastre deshabilita el sitio principal para una relacién de recuperacion ante
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desastres de SnapMirror, puede proporcionar datos del volumen de destino con una
interrupcion minima. Se puede reactivar el volumen de origen cuando el servicio se
restaura en el sitio primario.

Debe hacer que el volumen de destino sea editable, para poder proporcionar datos del volumen a los clientes.
Puede utilizar snapmirror quiesce el comando para detener las transferencias programadas al destino,

snapmirror abort el comando para detener las transferencias continuas y el snapmirror break
comando para que el destino se pueda escribir.

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

Pasos
1. Detenga las transferencias programadas al destino:

snapmirror quiesce -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se detienen las transferencias programadas entre el volumen de origen 0005 en la
direccion IP 10.0.0.11 y el volumen de destino volA dst en svm backup:

cluster dst::> snapmirror quiesce -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst
2. Detenga las transferencias continuas al destino:

snapmirror abort -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se detienen las transferencias en curso entre el volumen de origen 0005 en la
direccion IP 10.0.0.11 y el volumen de destino volA dst svm backup en:

cluster dst::> snapmirror abort -source-path 10.0.0.11:/1un/0005
-destination-path svm backup:volA dst
3. Rompa la relaciéon de recuperacion ante desastres de SnapMirror:

snapmirror break -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.
En el ejemplo siguiente, se interrumpe la relacion entre el volumen de origen 0005 volA dstenla

direccion IP 10.0.0.11 y el volumen de destino en svm_backup Yy el volumen de destino en volA dst
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svm_backup :

cluster dst::> snapmirror break -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Configure el volumen de destino para acceder a los datos

Tras hacer que el volumen de destino sea editable, debe configurar el volumen para el
acceso a los datos. Los hosts SAN pueden acceder a los datos desde el volumen de
destino hasta que se reactive el volumen de origen.

1. Asigne la LUN de Element al iGroup correspondiente.
2. Crear sesiones iSCSI desde los iniciadores de host SAN a los LIF DE SAN.

3. En el cliente SAN, realice una nueva exploracion del almacenamiento para detectar la LUN conectada.

Vuelva a activar el volumen de origen original

Puede restablecer la relacion de proteccion de datos original entre los volumenes de
origen y destino cuando ya no necesite servir datos desde el destino.

Acerca de esta tarea
En el siguiente procedimiento se asume que la linea base del volumen de origen original esta intacta. Si la

base de referencia no esta intacta, debe crear e inicializar la relacion entre el volumen desde el que se sirven

datos y el volumen de origen original antes de realizar el procedimiento.

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la

cadena real «1un» y name es el nombre del volumen del elemento.

A partir de ONTAP 9.4, las copias Snapshot de una LUN creada mientras sirve datos desde el destino de
ONTARP se replican automaticamente cuando se reactiva el origen de Element.

Las reglas de replicacion son las siguientes:

» Solo se admiten LUN iSCSI.
* No es posible replicar mas de un LUN desde un volumen de ONTAP a un volumen de Element.

* No es posible replicar un LUN desde un volumen de ONTAP a varios volumenes de Element.

Pasos
1. Elimine la relacién de proteccion de datos original:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se elimina la relacion entre el volumen de origen original, 0005 en la direccién IP

10,0.0,11 y el volumen desde el que se sirven datos, volA dst en svm backup:
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cluster dst::> snapmirror delete -source-path 10.0.0.11:/1un/0005
-policy MirrorLatest -destination-path svm backup:volA dst
2. Invierta la relacion de proteccion de datos original:

snapmirror resync -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

Aunque la resincronizacion no requiere una transferencia basica, puede requerir mucho tiempo. Puede
que desee ejecutar la resincronizacion en horas de menor actividad.

En el siguiente ejemplo se revierte la relacion entre el volumen de origen, 0005 en la direccion IP
10,0.0,11 y el volumen desde el que se sirven datos, volA dst en svm_backup:

cluster dst::> snapmirror resync -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005 -policy MirrorLatest
3. Actualice la relacion de inversion:

snapmirror update -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la pagina man.

@ El comando genera un error si no existe una copia Snapshot comun en el origen y el
destino. Se utiliza snapmirror initialize para reinicializar la relacion.

En el ejemplo siguiente se actualiza la relacion entre el volumen desde volA dst svm backup el que se
sirven datos, en , y el volumen de origen original, 0005 en la direccién IP 10,0.0,11:

cluster dst::> snapmirror update -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005
4. Detenga las transferencias programadas para la relacion de inversion:

snapmirror quiesce -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la pagina man.
En el ejemplo siguiente se detienen las transferencias programadas entre el volumen desde volA dst

svm_backup el que se estan sirviendo datos, 0005 en y el volumen de origen original, en la direccion IP
10,0.0,11:
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cluster dst::> snapmirror quiesce -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005
5. Detenga las transferencias continuas para la relacion de inversion:

snapmirror abort -source-path <SVM:volume>|<cluster://SVM/volume> -destination
-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la pagina man.
En el ejemplo siguiente se detienen las transferencias continuas entre el volumen del que se estan

sirviendo datos, vola dst svm backup 0005 eny el volumen de origen original, en la direccion IP
10,0.0,11:

cluster dst::> snapmirror abort -source-path svm backup:volA dst
—destination-path 10.0.0.11:/1un/0005
6. Rompa la relacion inversa:

snapmirror break -source-path <SVM:volume>|<cluster://SVM/volume> -destination
-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se interrumpe la relacion entre el volumen desde volA dst svm_backup el que
se sirven datos, 0005 en, y el volumen de origen original, en la direccion IP 10,0.0,11:

cluster dst::> snapmirror break -source-path svm backup:volA dst
—destination-path 10.0.0.11:/1un/0005
7. Elimine las relaciones de proteccion de datos revertidas:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>
-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se elimina la relacion inversa entre el volumen de origen, 0005 en la direccién IP
10,0.0,11 y el volumen del que sirve datos, volA dst en svm backup:

cluster src::> snapmirror delete -source-path svm backup:volA dst
-destination-path 10.0.0.11:/1un/0005 -policy MirrorLatest

8. Restablezca la relacion de proteccién de datos original:

snapmirror resync -source-path <hostip:>/lun/<name> -destination-path
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<SVM:volume>|<cluster://SVM/volume>
Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se restablece la relacion entre el volumen de origen original, 0005 en la direccion
IP 10,0.0,11, y el volumen de destino original, volA dst en svm backup:

cluster dst::> snapmirror resync -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Después de terminar

Utilice snapmirror show el comando para verificar que la relacion de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la pagina man.

Actualice manualmente una relacién de replicacion

Es posible que deba actualizar una relacién de replicacion manualmente si falla una
actualizacién debido a un error de red.

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «1lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

Pasos

1. Actualice manualmente una relacion de replicacion:

snapmirror update -source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la pagina man.

@ El comando genera un error si no existe una copia Snapshot comun en el origen y el
destino. Se utiliza snapmirror initialize para reinicializar la relacion.

En el ejemplo siguiente se actualiza la relacion entre el volumen de origen 0005 en la direccion IP
10.0.0.11 y el volumen de destino volA dst en svm_backup:

cluster src::> snapmirror update -source-path 10.0.0.11:/1un/0005
—destination-path svm backup:volA dst

Resincronice una relacion de replicaciéon

Es necesario volver a sincronizar una relacion de replicacion después de hacer que un
volumen de destino sea modificable, después de un error en la actualizaciéon porque no
existe una copia Snapshot comun en los volumenes de origen y destino o si desea
cambiar la politica de replicacion de la relacion.
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Acerca de esta tarea

Aunque la resincronizacion no requiere una transferencia basica, puede requerir mucho tiempo. Puede que
desee ejecutar la resincronizacién en horas de menor actividad.

Debe especificar la ruta de origen del elemento con el formato <hostip:>/1lun/<name>, donde «1lun» es la
cadena real «1un» y name es el nombre del volumen del elemento.

Paso

1. Resincronizacioén de los volumenes de origen y destino:

snapmirror resync —-source-path <hostip:>/lun/<name> -destination-path
<SVM:volume>|<cluster://SVM/volume> -type XDP -policy <policy>

Para obtener una sintaxis de comando completa, consulte la pagina man.

En el ejemplo siguiente se vuelve a sincronizar la relacion entre el volumen de origen 0005 en la direccion
IP 10.0.0.11 y el volumen de destino volA dst en svm_backup:

cluster dst::> snapmirror resync -source-path 10.0.0.11:/1un/0005
-policy MirrorLatest -destination-path svm backup:volA dst

Realice backups y restaure voliumenes

Realice backups y restaure volimenes

Es posible realizar backups y restaurar volumenes en otro almacenamiento de SolidFire,
asi como en almacenes de objetos secundarios que sean compatibles con OpenStack
Swift o Amazon S3.

Cuando se restauran volumenes desde OpenStack Swift o Amazon S3, se necesita informacién de manifiesto
desde el proceso de backup original. Si desea restaurar un volumen de del cual se habia realizado un backup
en un sistema de almacenamiento de SolidFire, no sera necesaria ninguna informacion de manifiesto.

Obtenga mas informaciéon

* Realice backups de un volumen en un almacén de objetos Amazon S3

* Realice backups de un volumen en un almacén de objetos OpenStack Swift

» Realice backups de un volumen en un clister de almacenamiento de SolidFire

* Restaure un volumen a partir de un backup en un almacén de objetos Amazon S3

* Restaure un volumen a partir de un backup en un almacén de objetos OpenStack Swift

* Restaure un volumen a partir de un backup en un cluster de almacenamiento de SolidFire

Realice backups de un volumen en un almacén de objetos Amazon S3

Es posible realizar backups de volumenes de en almacenes de objetos externos que
sean compatibles con Amazon S3.
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1. Haga clic en Administracion > volimenes.
Haga clic en el icono Actions del volumen del que desea realizar un backup.
En el menu que se abre, haga clic en copia de seguridad en.

En el cuadro de didlogo copia de seguridad integrada en copia de seguridad a, seleccione S3.

o~ N

Seleccione una opcion en Formato de datos:
> Original: Formato comprimido que soélo pueden leer los sistemas de almacenamiento SolidFire.
> Sin comprimir: Formato sin comprimir compatible con otros sistemas.
6. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.
7. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.
8. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.
9. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.
10. Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo etiqueta de nombre.

11. Haga clic en Iniciar lectura.

Realice backups de un volumen en un almacén de objetos OpenStack Swift

Es posible realizar backups de volumenes de en almacenes de objetos externos que
sean compatibles con OpenStack Swift.

1. Haga clic en Administracion > voliumenes.

2. Haga clic en el icono Actions del volumen del que desea realizar un backup.

3. En el menu que se abre, haga clic en copia de seguridad en.

4. En el cuadro de dialogo copia de seguridad integrada en copia de seguridad a, seleccione Swift.

5. Seleccione un formato de datos en Formato de datos:
> Original: Formato comprimido que sélo pueden leer los sistemas de almacenamiento SolidFire.
o Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca una direccion URL para acceder al almacén de objetos en el campo URL.

7. Introduzca un nombre de usuario para la cuenta en el campo Nombre de usuario.

8. Introduzca la clave de autenticacion de la cuenta en el campo clave de autenticacion.

9. Introduzca el contenedor en el que desea almacenar la copia de seguridad en el campo Container.

10. Opcional: Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo nametag.

11. Haga clic en Iniciar lectura.

Realice backups de un volumen en un clister de almacenamiento de SolidFire

Es posible realizar backups de volumenes que residen en un cluster de en un cluster
remoto de para los clusteres de almacenamiento que ejecutan el software Element.

Debe confirmar que los clusteres de origen y destino estan emparejados.
Consulte "Emparejar clusteres para la replicacion".

Cuando se crea un backup o se restaura de un cluster a otro, el sistema genera una clave que se debe usar
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como autenticacion entre los clusteres. Con esta clave de escritura masiva de volumenes, el cluster de origen
puede autenticarse con el cluster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
en el volumen de destino. Como parte del proceso de backup o restauracion, debe generar una clave de
escritura masiva de volumenes desde el volumen de destino antes de iniciar la operacion.

1.

10.
1.
12.
13.

14.
15.
16.

17.

En el cluster de destino, Administracion > volimenes.

2. Haga clic en el icono Actions del volumen de destino.
3. En el menu que se abre, haga clic en Restaurar de.
4.
5

. Seleccione una opcién en Formato de datos:

En el cuadro de didlogo Restauracién integrada, en Restaurar de, seleccione SolidFire.

o Original: Formato comprimido que solo pueden leer los sistemas de almacenamiento SolidFire.

> Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Haga clic en generar clave.
7.
8
9

Copie la clave del cuadro Bulk Volume Write Key en el portapapeles.

. En el cluster de origen, vaya a Administracion > voliumenes.

. Haga clic en el icono Actions del volumen del que desea realizar un backup.

En el menu que se abre, haga clic en copia de seguridad en.
En el cuadro de dialogo copia de seguridad integrada, en copia de seguridad a, seleccione SolidFire.
Seleccione la misma opcién que selecciond anteriormente en el campo Formato de datos.

Introduzca la direccion IP virtual de administracion del cluster del volumen de destino en el campo Remote
Cluster MVIP.

Introduzca el nombre de usuario del cluster remoto en el campo Nombre de usuario del cluster remoto.
Introduzca la contrasena del cluster remoto en el campo Remote Cluster Password.

En el campo Bulk Volume Write Key, pegue la clave que ha generado en el cluster de destino
anteriormente.

Haga clic en Iniciar lectura.

Restaure un volumen a partir de un backup en un almacén de objetos Amazon S3

Es posible restaurar un volumen a partir de un backup en un almacén de objetos
Amazon S3.

—_
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. Haga clic en Informes > Registro de sucesos.

Busque el evento de backup que creé el backup que debe restaurar.

En la columna Detalles del evento, haga clic en Mostrar detalles.

Copie la informacion de manifiesto en el portapapeles.

Haga clic en Administracion > volimenes.

Haga clic en el icono Actions del volumen que desea restaurar.

En el menu que se abre, haga clic en Restaurar de.

En el cuadro de didlogo Restauracioén integrada en Restaurar de, seleccione S3.

Seleccione la opcién que coincide con la copia de seguridad en Formato de datos:
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> Original: Formato comprimido que soélo pueden leer los sistemas de almacenamiento SolidFire.
> Sin comprimir: Formato sin comprimir compatible con otros sistemas.
10. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.
11. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.
12. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.
13. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.
14. Pegue la informacion del manifiesto en el campo manifiesto.

15. Haga clic en Iniciar escritura.

Restaure un volumen a partir de un backup en un almacén de objetos OpenStack Swift

Es posible restaurar un volumen a partir de un backup en un almacén de objetos
OpenStack Swift.

—_

. Haga clic en Informes > Registro de sucesos.

Busque el evento de backup que creé el backup que debe restaurar.
En la columna Detalles del evento, haga clic en Mostrar detalles.
Copie la informacion de manifiesto en el portapapeles.

Haga clic en Administracion > volimenes.

Haga clic en el icono Actions del volumen que desea restaurar.

En el menu que se abre, haga clic en Restaurar de.

En el cuadro de didlogo Integrated Restore, en Restore from, seleccione Swift.

© © N o g &~ WD

Seleccione la opcién que coincide con la copia de seguridad en Formato de datos:
> Original: Formato comprimido que so6lo pueden leer los sistemas de almacenamiento SolidFire.
o Sin comprimir: Formato sin comprimir compatible con otros sistemas.
10. Introduzca una direccion URL para acceder al almacén de objetos en el campo URL.
11. Introduzca un nombre de usuario para la cuenta en el campo Nombre de usuario.
12. Introduzca la clave de autenticacion de la cuenta en el campo clave de autenticacion.
13. Introduzca el nombre del contenedor en el que se almacena la copia de seguridad en el campo Container.
14. Pegue la informacion del manifiesto en el campo manifiesto.

15. Haga clic en Iniciar escritura.

Restaure un volumen a partir de un backup en un clister de almacenamiento de SolidFire

Es posible restaurar un volumen a partir de un backup en un cluster de almacenamiento
de SolidFire.

Cuando se crea un backup o se restaura de un cluster a otro, el sistema genera una clave que se debe usar
como autenticacion entre los clusteres. Con esta clave de escritura masiva de volumenes, el cluster de origen
puede autenticarse con el cluster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
en el volumen de destino. Como parte del proceso de backup o restauracion, debe generar una clave de
escritura masiva de volumenes desde el volumen de destino antes de iniciar la operacion.
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1. En el cluster de destino, haga clic en Administracion > volimenes.
Haga clic en el icono Actions del volumen que desea restaurar.
En el menu que se abre, haga clic en Restaurar de.

En el cuadro de dialogo Restauracion integrada, en Restaurar de, seleccione SolidFire.

o ~ N

Seleccione la opcién que coincide con la copia de seguridad en Formato de datos:
> Original: Formato comprimido que soélo pueden leer los sistemas de almacenamiento SolidFire.
> Sin comprimir: Formato sin comprimir compatible con otros sistemas.
6. Haga clic en generar clave.
7. Copie la informacion de Bulk Volume Write Key en el portapapeles.
8. En el cluster de origen, haga clic en Administracion > volimenes.
9. Haga clic en el icono Actions del volumen que quiera usar para la restauracion.
10. En el menu que se abre, haga clic en copia de seguridad en.
11. En el cuadro de dialogo copia de seguridad integrada, seleccione SolidFire en copia de seguridad.
12. Seleccione la opcidn que coincide con la copia de seguridad en Formato de datos.

13. Introduzca la direccioén IP virtual de administracion del cluster del volumen de destino en el campo Remote
Cluster MVIP.

14. Introduzca el nombre de usuario del cluster remoto en el campo Nombre de usuario del cluster remoto.
15. Introduzca la contrasefia del clister remoto en el campo Remote Cluster Password.
16. Pegue la clave del portapapeles en el campo Bulk Volume Write Key.

17. Haga clic en Iniciar lectura.

Configure los dominios de proteccidon personalizados

En el caso de los clusteres de Element que contienen mas de dos nodos de
almacenamiento, es posible configurar Protection Domains personalizados para cada
nodo. Cuando configura Protection Domains personalizados, debe asignar todos los
nodos del cluster a un dominio.

Cuando se asignan Protection Domains, se inicia una sincronizacion de datos entre nodos y
algunas operaciones del cluster no estan disponibles hasta que se completa la sincronizacién
de datos. Después de configurar un dominio de proteccion personalizado para un cluster,

cuando se afade un nodo de almacenamiento nuevo, no es posible afiadir unidades al nodo
nuevo hasta que se asigna un dominio de proteccion al nodo y permite que se complete la
sincronizacion de datos. Visite la "Documentacion de Protection Domains" Para obtener mas
informacién acerca de Protection Domains.

Para que un esquema de Protection Domain personalizado sea util en un cluster, todos los
nodos de almacenamiento de cada chasis deben asignarse al mismo dominio de proteccion
personalizado. Debe crear tantos dominios de proteccidn personalizados como sea necesario

@ para que este sea el caso (el esquema de dominio de proteccion personalizado mas pequefio
posible es tres dominios). Como practica recomendada, configure un nimero igual de nodos
por dominio e intente garantizar que cada nodo asignado a un dominio en particular sea del
mismo tipo.
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Pasos
1. Haga clic en Cluster > Nodes.

2. Haga clic en Configurar dominios de proteccion.

En la ventana Configurar dominios de proteccion personalizados, puede ver los dominios de
proteccidn configurados actualmente (si los hay), asi como las asignaciones de dominios de proteccion

para nodos individuales.

3. Escriba un nombre para el nuevo dominio de proteccion personalizado y haga clic en Crear.

Repita este paso para todos los dominios de proteccion nuevos que necesite crear.

4. Para cada nodo de la lista asignar nodos, haga clic en el menu desplegable de la columna dominio de
proteccion y seleccione un dominio de proteccion para asignar a ese nodo.

Asegurese de comprender el disefio del nodo y el chasis, el esquema de dominio de
proteccion personalizado que ha configurado y los efectos del esquema en la proteccion de
@ datos antes de aplicar los cambios. Si aplica un esquema de Protection Domain y necesita
hacer cambios de inmediato, puede pasar algun tiempo antes de poder hacerlo debido a la
sincronizacion de datos que se produce una vez que se aplica una configuracion.

5. Haga clic en Configurar dominios de proteccion.

Resultado

En funcion del tamafo del cluster, la sincronizacion de datos entre dominios podria llevar algun tiempo. Una
vez completada la sincronizacién de datos, puede ver las asignaciones personalizadas de Protection Domain
en la pagina Cluster > Nodes y el panel de la interfaz de usuario web de Element muestra el estado de

proteccion del cluster en el panel Custom Protection Domain Health.

Posibles errores

A continuacion se muestran algunos errores tras aplicar una configuracion personalizada de Protection

Domain:

Error Descripcion

SetProtectionDomainLayout fallé: ~ Un nodo no tiene asignado un
ProtectionDomainLayout dejaria el dominio de proteccion.
identificador de nodo {9}

inutilizable. Los nombres

predeterminados y no

predeterminados no se pueden

usar juntos.

SetProtectionDomainLayout fall6: A un nodo en un chasis de varios

El tipo de dominio de proteccion nodos se le asigna un dominio de
'personalizado’ divide el tipo de proteccién diferente a los de otros
dominio de proteccion 'chasis’. nodos del chasis.

Obtenga mas informacion

* "Dominios de proteccion personalizados"

» "Gestione el almacenamiento con la AP| de Element"
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Resolucion

Asigne un dominio de proteccion al
nodo.

Asegurese de que todos los nodos
del chasis tengan asignado el
mismo dominio de proteccion.
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Solucionar los problemas del sistema

Eventos del sistema

Ver informacioén acerca de los eventos del sistema

Es posible ver informacidn sobre varios eventos detectados en el sistema. El sistema
actualiza los mensajes de evento cada 30 segundos. El registro de eventos muestra
eventos clave para el cluster.

1. En la interfaz de usuario de Element, seleccione Reporting > Event Log.

Para cada evento, vera la siguiente informacion:

Elemento Descripcion
ID ID exclusivo asociado con cada evento.
Tipo de evento Tipo de evento que se esta registrando; por

ejemplo, eventos de API o eventos de clon.

Mensaje Mensaje asociado con el evento.

Detalles Informacion que ayuda a identificar por qué ocurre
el evento.

ID de servicio El servicio que notificd el evento (si corresponde).

Nodo El nodo que notificé el evento (si corresponde).

ID de unidad La unidad que notifico el evento (si corresponde).

Hora del evento La hora en la que ocurri6 el evento.

Obtenga mas informacion

Tipos de evento

Tipos de evento

El sistema informa de varios tipos de eventos, cada uno de los cuales es una operacién
que completo el sistema. Los eventos son rutinarios y normales, o bien eventos que
requieren la atencién del administrador. La columna Event Types en la pagina Event Log
indica en qué parte del sistema se ha producido el evento.

@ El sistema no registra comandos de API de solo lectura en el registro de eventos.

En la siguiente lista, se describen los tipos de eventos que aparecen en el registro de eventos:
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ApiEvent

Eventos que inicia un usuario a través de una API o una interfaz de usuario web que modifican la
configuracion.

BinAssignmentEvent

Eventos relacionados con la asignacion de ubicaciones de datos. En esencia, las ubicaciones son
contenedores que incluyen datos que se asignan en el cluster.

BinSyncEvent

Eventos del sistema relacionados con una reasignacién de los datos entre los servicios de bloques.
BsCheckEvent

Eventos del sistema relacionados con las comprobaciones de servicios de bloques.

BsKillEvent

Eventos del sistema relacionados con las terminaciones de servicios de bloques.

BulkOpEvent

Eventos relacionados con operaciones realizadas en un volumen completo, como un backup, una
restauracion, una copia de Snapshot o un clon.

ClonEvent
Eventos relacionados con el clonado de voliumenes.
ClusterMasterEvent

Eventos que aparecen tras la inicializacion del cluster o tras los cambios de configuracion en el cluster,
como la adicién o la eliminaciéon de nodos.

cSumEvent

Eventos relacionados con la deteccidn de una discrepancia de suma de comprobacion durante la
validacion de suma de comprobacion de extremo a extremo.

Los servicios que detectan una discrepancia de suma de comprobacion se detienen automaticamente y no
se reinician después de generar este evento.

DataEvent

Eventos relacionados con la lectura y la escritura de datos.

DbEvent

Eventos relacionados con la base de datos global que mantienen los nodos del conjunto en el cluster.
DriveEvent

Eventos relacionados con las operaciones de unidades.



EncryptionAtRestEvent

Eventos relacionados con el proceso de cifrado en un cluster.

EnsembleEvent

Eventos relacionados con el aumento o la reduccion del numero de nodos en un conjunto.
FiberChannelEvent

Eventos relacionados con la configuracion de los nodos y las conexiones con ellos.
GcEvent

Eventos relacionados con los procesos que se ejecutan cada 60 minutos para reclamar almacenamiento
en las unidades de bloques. Este proceso también se conoce como recoleccion de basura.

leEvent
Error interno del sistema.
InstallEvent

Eventos de instalacion automatica del software. El software se instala automaticamente en un nodo
pendiente.

ISCSIEvent
Eventos relacionados con los problemas de iSCSI en el sistema.
LimitEvent

Eventos relacionados con el numero de volumenes o volumenes virtuales en una cuenta o en el cluster
que se acercan al maximo permitido.

MantenimientoModeEvent
Eventos relacionados con el modo de mantenimiento de los nodos, como deshabilitar el nodo.
networkEvent

Eventos relacionados con la generacion de informes de errores de red para cada interfaz de tarjeta de
interfaz de red fisica (NIC).

Estos eventos se activan cuando el niumero de errores de una interfaz supera un umbral predeterminado
de 1000 durante un intervalo de supervision de 10 minutos. Estos eventos se aplican a errores de red
como errores recibidos, errores de comprobacion de redundancia ciclica (CRC), errores de longitud,
errores de saturacion y errores de tramas.

PlatformHardwarwareEvent

Eventos relacionados con los problemas detectados en los dispositivos de hardware.

RemoteClusterEvent

Eventos relacionados con el emparejamiento de clusteres remotos.
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* PlaneerEvent

Eventos relacionados con las copias de Snapshot programadas.
» ServiceEvent

Eventos relacionados con el estado de servicio del sistema.
* SliceEvent

Eventos relacionados con el servidor de segmentos, como la eliminacion de un volumen o una unidad de
metadatos.

Existen tres tipos de eventos de reasignacion de segmentos, que incluyen informacion acerca del servicio
al que se asigna un volumen:

o voltear: cambiar el servicio primario a un nuevo servicio primario

sliceID oldPrimaryServicelID->newPrimaryServicelID

o mover: cambiar el servicio secundario a un nuevo servicio secundario

sliceID {oldSecondaryServicelID(s) }->{newSecondaryServicelID(s) }

o eliminar: eliminar un volumen de un conjunto de servicios

sliceID {oldSecondaryServiceID(s) }

* SnmpTrapEvent
Eventos relacionados con capturas SNMP.
» StatEvent
Eventos relacionados con las estadisticas del sistema.
* TsEvent
Eventos relacionados con el servicio de transporte del sistema.
* Inesperado Exception
Eventos relacionados con las excepciones del sistema inesperadas.
* UreEvent

Eventos relacionados con errores de lectura irrecuperables que se producen durante la lectura desde el
dispositivo de almacenamiento.

e VasaProviderEvent
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Eventos relacionados con un proveedor de VASA (API de vSphere para el reconocimiento del
almacenamiento).

Ver el estado de las tareas en ejecucion

Puede ver el progreso y el estado de finalizacion de las tareas en ejecucion de la interfaz
de usuario web que notifican los métodos API ListSyncJobs y ListBulkVolumedJobs.
Puede acceder a la pagina Running Tasks desde la pestafia Reporting de la interfaz de
usuario de Element.

En el caso de que haya un gran numero de tareas, el sistema puede ponerlas en cola y ejecutarlas en lotes.
En la pagina Running Tasks se muestran los servicios que se estan sincronizando en ese momento. Cuando
una tarea se completa, se reemplaza por la siguiente tarea de sincronizacion en la cola. Las tareas de

sincronizacion pueden seguir apareciendo en la pagina Running Tasks hasta que no haya mas tareas
pendientes.

@ Los datos de las sincronizaciones de replicacién de los volumenes que se estan replicando se
pueden ver en la pagina Running Tasks del cluster que contiene el volumen de destino.

Alertas del sistema

Ver las alertas del sistema

Puede ver las alertas para obtener informacion sobre errores del cluster en el sistema.
Las alertas pueden tratarse de informacion, advertencias o errores, y son un buen
indicador del funcionamiento del cluster. La mayoria de errores se resuelven
automaticamente por si mismos.

Puede usar el método API ListClusterFaults para automatizar la supervision de alertas. De este modo podra
recibir notificaciones sobre todas las alertas que se produzcan.

1. En la interfaz de usuario de Element, seleccione Reporting > Alerts.
El sistema actualiza las alertas de la pagina cada 30 segundos.

Para cada evento, vera la siguiente informacion:

Elemento Descripcion

ID ID Unico asociado con una alerta de cluster.
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Gravedad

Tipo

Nodo

ID de unidad

Cddigo de error

Detalles

Fecha

El grado de importancia de la alerta. Los posibles
valores son los siguientes:

* Warning: Un problema menor que podria
requerir su atencién pronto. Las actualizaciones
del sistema todavia estan permitidas.

» Error: Un error que puede provocar la
degradacion del rendimiento o la pérdida de alta
disponibilidad (ha). En general, los errores no
deben afectar el servicio de otro modo.

» Critical: Un error grave que afecta el servicio. El
sistema no es capaz de atender las solicitudes
de I/o de la API o el cliente. El funcionamiento
en este estado podria provocar la pérdida
potencial de datos.

» BestPractice: No se utiliza una practica
recomendada de configuracion del sistema.

El componente al que afecta el fallo. Puede ser
nodo, unidad, cluster, servicio o volumen.

ID de nodo para el nodo al que hace referencia este
error. Se incluye para los errores de nodo y de
unidad; de lo contrario se establece como - (guion).

ID de unidad para la unidad a la que hace
referencia este error. Se incluye para los errores
drive; de lo contrario se establece como - (guion).

Cadigo descriptivo que indica cual es la causa del
error.

Una descripcion del error con detalles adicionales.

La fecha y la hora en la que se registro el error.

2. Haga clic en Mostrar detalles para ver una alerta individual y ver informacion sobre la alerta.

3. Para ver los detalles de todas las alertas de la pagina, haga clic en la columna Details.

Obtenga mas informacion

 codigos de error de cluster

» "Gestione el almacenamiento con la APl de Element"
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se soluciond, se traslada al area Resolved.
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codigos de error de cluster

El sistema informa de un error o un estado que puede ser de su interés al generar un
codigo de error, que se incluye en la pagina Alerts. Estos codigos ayudan a determinar
en qué componente del sistema se genero la alerta y por qué se genero.

En la siguiente lista se describen los distintos tipos de codigos:

» AutenticacionServiceFault
El servicio de autenticacion en uno o mas nodos del cluster no funciona segun lo esperado.
Comuniquese con el soporte de NetApp para obtener ayuda.

* Disponible VirtualNetworklPAddressLow
El numero de direcciones de red virtual en el bloque de direcciones IP es bajo.
Para resolver esta falla, anada mas direcciones IP al bloque de direcciones de red virtual.

* BlockBlockClusterFull
No hay suficiente espacio libre de almacenamiento basado en bloques para admitir la pérdida de un solo
nodo. Consulte el método API GetClusterFullThreshold para obtener detalles sobre los niveles de

ocupacion de los clusteres. Esta falla del cluster indica una de las siguientes condiciones:

o Stage3Low (Advertencia): Se supero el umbral definido por el usuario. Ajuste la configuracion del
cluster lleno o aflada mas nodos.

o Stage4Critical (error): No hay espacio suficiente para recuperar el sistema de un fallo de 1 nodo. No se
permite la creacion de volumenes, snapshots y clones.

o Stage5CompletelyConsumed (critico)1; no se permiten escrituras ni nuevas conexiones iSCSI. Se
mantendran las conexiones iSCSI actuales. Las escrituras fallaran hasta que se aflada mas capacidad
al cluster.

Para resolver esta falla, purgue o elimine volumenes o afiada otro nodo de almacenamiento al cluster de
almacenamiento.

» * BlocksDegraded*

Los datos de bloques ya no se replican por completo debido a un fallo.

Gravedad Descripcion

Advertencia Solo se puede acceder a dos copias completas de
datos en bloques.

Error Solo se puede acceder a una Unica copia completa
de los datos en bloque.

Critico No se puede acceder a ninguna copia completa de
los datos en bloque.

Nota: el estado de aviso solo puede ocurrir en un sistema de Triple Helix.
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Para resolver esta falla, restaure los nodos sin conexion o los servicios de bloques, o pdngase en contacto
con el soporte de NetApp para obtener ayuda.

» BlockServiceTooFull
Un servicio de bloques esta utilizando demasiado espacio.
Para resolver esta falla, anada mas capacidad aprovisionada.
* BlockServiceUnhealthy
Se detectdé que un servicio de bloques esta en mal estado:

o Gravedad = Advertencia: No se realiza ninguna accién. Este periodo de advertencia caducara en
cTimeUntilBSIsKilledMSec=330000 milisegundos.

o Gravedad = error: El sistema decomisiona automaticamente los datos y vuelve a replicar los datos en
otras unidades en buen estado.

o Severidad = critico: Hay servicios de bloque con errores en varios nodos mayores o iguales al numero
de replicacion (2 para Double Helix). Los datos no estan disponibles y la sincronizacion de bandejas
no finalizara.

Compruebe si existen problemas de conectividad de red y errores de hardware. Si se han producido
errores en componentes de hardware especificos, habra otros errores. El fallo se borrara cuando se
pueda acceder al servicio de bloqueo o cuando se haya retirado el servicio.
* BmcSelfTestFailed

La controladora de gestion de placa base (BMC) no pudo realizar una autoprueba.

Comuniquese con el soporte de NetApp para obtener ayuda.

Durante una actualizaciéon a Element 12.5 o posterior, el BmcSelfTestFailed No se genera una falla

para un nodo que tenga un BMC con errores ya existentes o cuando falla el BMC de un nodo durante la

actualizacion. Los BMCs que no superan las autopruebas durante la actualizacion emiten una
BmcSelfTestFailed error de advertencia después de que todo el cluster finaliza la actualizacion.

* RelojSkewExceedsFaultThreshold
El desfase de tiempo entre el maestro de clusteres y el nodo que presenta un token supera el umbral
recomendado. El cluster de almacenamiento no puede corregir el desfase de hora entre los nodos
automaticamente.
Para resolver esta falla, use los servidores NTP internos a la red en lugar de los que vienen
predeterminados en la instalacion. Si usa un servidor NTP interno, comuniquese con el soporte de NetApp
para obtener ayuda.

* ClusterCannotSync

Hay una condicion de falta de espacio y los datos en las unidades de almacenamiento en bloque
desconectadas no pueden sincronizarse con las unidades que siguen activas.

Para resolver esta falla, afiada mas almacenamiento.

e ClusterFull
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No hay mas espacio de almacenamiento libre en el cluster de almacenamiento.

Para resolver esta falla, afiada mas almacenamiento.

ClusterlOPSAreOverProvisioned

Hay un sobreaprovisionamiento de IOPS en el cluster. La suma de todas las IOPS de calidad de servicio
minima es mayor que el numero de IOPS que se espera del cluster. No puede mantenerse una calidad de

servicio minima para todos los volumenes en simultaneo.

Para resolver este problema, reduzca la configuracion minima de IOPS de calidad de servicio para los
volumenes.

CpuThermalEventThreshold
El numero de eventos térmicos de la CPU en una o mas CPU supera el umbral configurado.

Si no se detectan nuevos eventos térmicos de la CPU en diez minutos, la advertencia se resolvera por si
misma.

DisableDriveSecurityFailed

El cluster no se configura para habilitar la seguridad de la unidad (cifrado en reposo), pero al menos una
unidad tiene la seguridad de la unidad habilitada, lo cual significa que se deshabilita la seguridad de la

unidad en esas unidades. Este fallo se registra con la gravedad "Advertencia™.

Para resolver esta falla, compruebe los detalles de la falla por el motivo por el que no se pudo deshabilitar
la seguridad de la unidad. Los posibles motivos son:

> No se pudo adquirir la clave de cifrado, investigue el problema de acceso a la clave o al servidor de
claves externo.

> Se produjo un error en la operacién de desactivacion de la unidad, determine si es posible que se haya
adquirido una clave incorrecta.

Si ninguno de estos son el motivo del fallo, es posible que sea necesario sustituir la unidad.
Es posible intentar recuperar una unidad que no deshabilita la seguridad correctamente incluso cuando se
proporciona la clave de autenticacion correcta. Para realizar esta operacién, quite las unidades del
sistema moverlas a Available, ejecute un borrado seguro en la unidad y vuelva a moverlas a Active.
DesconecttedClusterPair
Una pareja de clusteres esta desconectada o configurada incorrectamente.
Compruebe la conectividad de red entre los clusteres.
DisconnectedRemoteNode
Un nodo remoto esta desconectado o configurado incorrectamente.
Compruebe la conectividad de red entre los nodos.

DesconectadoSnapMirrorEndpoint

Un extremo de SnapMirror remoto esta desconectado o configurado incorrectamente.
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Compruebe la conectividad de red entre el cluster y el SnapMirrorEndpoint remoto.
* Disponible

Hay una o mas unidades disponibles en el cluster. En general, todos los clusteres deben tener todas las
unidades afiadidas, y ninguna debe estar en estado disponible. Si esta falla aparece de forma inesperada,
comuniquese con el soporte de NetApp.

Para resolver esta falla, afiada las unidades disponibles al cluster de almacenamiento.
* DriveFailed

El cluster devuelve esta falla cuando una o mas unidades han fallado, lo cual indica una de las siguientes
condiciones:
o El administrador de unidades no puede acceder a la unidad.

o El servicio de segmentos o bloques se ha producido un error demasiadas veces, probablemente
debido a fallos de lectura o escritura de la unidad y no se puede reiniciar.

o Falta la unidad.

> No se puede acceder al servicio maestro del nodo (todas las unidades del nodo se consideran
ausentes o con errores).

> La unidad esta bloqueada y no puede adquirirse la clave de autenticacion de la unidad.

> La unidad se bloqued y la operacion de desbloqueo falla.
Para resolver este problema:

o Compruebe la conectividad de red del nodo.

o Sustituya la unidad.

o Asegurese de que la clave de autenticacion esté disponible.
* HealthdriveFault

Se produjo un error en la comprobacion DEL estado INTELIGENTE de una unidad y, como resultado, se
reducen las funciones de la unidad. Existe un nivel de gravedad critico para esta falla:

o Unidad con serie: <serial number> en ranura: <node slot> <drive slot> no superoé la comprobacién de
estado general INTELIGENTE.

Para resolver esta falla, reemplace la unidad.
* DriveWeFault

La vida util restante de una unidad cayo por debajo del umbral permitido, pero la unidad sigue
funcionando.existen dos niveles de gravedad posibles para este fallo: Crucial y Advertencia:

o Unidad con serie: <serial number> en ranura: <node slot> <drive slot> tiene niveles de desgaste
criticos.

> Unidad con serie: <serial number> en ranura: <node slot> <drive slot> tiene bajas reservas de
desgaste.

Para resolver esta falla, reemplace la unidad cuanto antes.

* DuplicateClusterMasterCandidates
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Se detectd mas de un candidato maestro de cluster de almacenamiento.
Comuniquese con el soporte de NetApp para obtener ayuda.
EnableDriveSecurityFailed

El cluster se configura para requerir seguridad de unidades (cifrado en reposo), pero la seguridad de
unidades no se pudo habilitar en al menos una unidad. Este fallo se registra con la gravedad

"Advertencia™.

Para resolver esta falla, compruebe los detalles de la falla por el motivo por el que no se pudo habilitar la
seguridad de la unidad. Los posibles motivos son:

> No se pudo adquirir la clave de cifrado, investigue el problema de acceso a la clave o al servidor de
claves externo.

> Se produjo un error en la operacion de habilitacion en la unidad, para determinar si podria haberse
adquirido una clave incorrecta. Si ninguno de estos son el motivo del fallo, es posible que sea
necesario sustituir la unidad.

Es posible intentar recuperar una unidad que no habilita la seguridad correctamente incluso cuando se
proporciona la clave de autenticacion correcta. Para realizar esta operacion, quite las unidades del
sistema moverlas a Available, ejecute un borrado seguro en la unidad y vuelva a moverlas a Active.

* Ensembergraded*

Se perdio la alimentacién de energia o la conectividad de red en uno o varios de los nodos del conjunto.
Para resolver esta falla, restaure la alimentacion o la conectividad de red.

excepcion

Una falla que no es de rutina. Estas fallas no se borran automaticamente de la cola de fallas.
Comuniquese con el soporte de NetApp para obtener ayuda.

FailedSpaceTooFull

Un servicio de bloques no responde a las solicitudes de escritura de datos. Esto provoca que el servicio de
segmentos se quede sin espacio para almacenar escrituras fallidas.

Para resolver esto, restaure la funcionalidad de servicios de bloques de modo que las escrituras puedan
continuar normalmente y que el espacio con fallas se vacie en el servicio de segmentos.

FanSensor

Un sensor de ventilador presenta una falla o esta ausente.

Para resolver esta falla, reemplace cualquier hardware con errores.
FiberChannelAccessDegraded

Un nodo Fibre Channel no responde a otros nodos en el cluster de almacenamiento a través de su
direccion IP de almacenamiento durante un periodo. En este estado, se considera que el nodo no

responde y se genera una falla en el cluster.

Compruebe la conectividad de red.
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* FiberChannelAccessUnavailable
Ninguno de los nodos Fibre Channel responde. Se muestran los ID de los nodos.
Compruebe la conectividad de red.
* FiberChannelActivelxL
El nimero de Nexus IXL se acerca al limite admitido de 8000 sesiones activas por nodo Fibre Channel.

> El'limite de mejores practicas es de 5500.
o El limite de advertencia es 7500.
o El limite maximo (no forzado) es 8192.
Para resolver esta falla, reduzca el numero de Nexus IXL por debajo del limite de mejores practicas de
5500.
* FiberChannelConfig

Esta falla del cluster indica una de las siguientes condiciones:

> Hay un puerto de Fibre Channel no esperado en una ranura PCI.

> Hay un modelo de adaptador de bus de host de Fibre Channel no esperado.

> Hay un problema con el firmware de un adaptador de bus de host de Fibre Channel.
o Un puerto de Fibre Channel no esta en linea.

o Hay un problema persistente en la configuraciéon de traspaso de Fibre Channel.

Comuniquese con el soporte de NetApp para obtener ayuda.
* FiberChannellOPS

El numero total de IOPS esta cerca del limite de IOPS para los nodos Fibre Channel del cluster. Los
limites son:

o FC0025: Limite de 450 000 IOPS con un tamano de bloque de 4 KB por nodo Fibre Channel.
o FCNOO1: Limite de 625K OPS a un tamano de bloque de 4K por nodo Fibre Channel.

Para resolver esta falla, equilibre la carga en todos los nodos Fibre Channel disponibles.
* FiberChannelStaticlxL
El nimero de Nexus IXL se acerca al limite admitido de 16000 sesiones estaticas por nodo Fibre Channel.

o El limite de mejores practicas es de 11000.
o El limite de advertencia es 15000.
o El limite maximo (obligatorio) es 16384.

Para resolver esta falla, reduzca el numero de Nexus IXL por debajo del limite de mejores practicas de
11000.

* FileSystemCapacidadLow

No hay espacio suficiente en uno de los sistemas de archivos.
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Para resolver esta falla, afada mas capacidad al sistema de archivos.

* FileSystemisReadOnly
Un sistema de archivos ha cambiado al modo de solo lectura.
Comuniquese con el soporte de NetApp para obtener ayuda.

* FipsDrivesdiscordancia
Se insert6 de forma fisica una unidad que no es FIPS en un nodo de almacenamiento compatible con
FIPS o se insertd de forma fisica una unidad FIPS en un nodo de almacenamiento que no es FIPS. Se
genera un solo error por nodo y se enumera todas las unidades afectadas.
Para resolver esta falla, quite o sustituya la unidad o las unidades con discrepancias.

* FipsDrivesOutOfCompliance
El sistema detecté que se deshabilité el cifrado en reposo después de habilitar la funcion FIPS Drives.
Esta falla también se genera cuando la funcién de unidades FIPS esta habilitada y hay un nodo o una

unidad no FIPS en el clister de almacenamiento.

Para resolver esta falla, habilite el cifrado en reposo o elimine el hardware que no es FIPS del cluster de
almacenamiento.

* FipsSelfTestFailure
El subsistema FIPS detectd un fallo durante la autoprueba.
Comuniquese con el soporte de NetApp para obtener ayuda.
» HardwareConfigdiscordancia
Esta falla del cluster indica una de las siguientes condiciones:

> La configuracién no coincide con la definicidon del nodo.
o El tamano de unidad para este tipo de nodo es incorrecto.

> Se detectd una unidad no compatible. Un posible motivo es que la versidon de elemento instalada no
reconoce esta unidad. Recomienda actualizar el software Element en este nodo.

> Hay un error de coincidencia en el firmware de la unidad.

o

El estado de capacidad de cifrado de la unidad no coincide con el nodo.

Comuniquese con el soporte de NetApp para obtener ayuda.
+ IdPCertificateExpiracion
El certificado SSL del proveedor de servicios del cluster para su uso con un proveedor de identidades

(IDP) de terceros esta a punto de expirar o ya ha caducado. Este fallo utiliza las siguientes gravedades en
funcion de la urgencia:

Gravedad Descripcion

Advertencia El certificado caduca dentro de los 30 dias.
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Error El certificado caduca dentro de los 7 dias.

Critico El certificado caduca en un plazo de 3 dias o ya ha
caducado.

Para resolver esta falla, actualice el certificado SSL antes de que caduque. Utilice el método API
UpdateldpConfiguration con refreshCertificateExpirationTime=true Para proporcionar el
certificado SSL actualizado.

* InconstentBondModes

Los modos de enlace en el dispositivo de VLAN no estan presentes. Esta falla muestra el modo de enlace
esperado y el modo de enlace actualmente en uso.

* * InconstentMtus®
Esta falla del cluster indica una de las siguientes condiciones:

o Bond1G mismatch: Se detectaron varias MTU inconsistentes en interfaces Bond1G.
o Bond10G mismatch: Se detectaron varias MTU inconsistentes en interfaces Bond10G.

Esta falla muestra los nodos en cuestién junto con el valor de MTU asociado.
* InconstentRoutingRules

Las reglas de enrutamiento de esta interfaz son inconsistentes.
* * InconstentSubnetMasks*

La mascara de red en el dispositivo de VLAN no coincide con la mascara de red registrada internamente
para la VLAN. Esta falla muestra la mascara de red esperada y la mascara de red actualmente en uso.

* * IncorrectBondPortCount*
El nimero de puertos de enlace es incorrecto.
* InvalidConfigdFiberChannelNodeCount

Una de las dos conexiones de nodos Fibre Channel esperadas esta degradada. Esta falla aparece cuando
se conecta un solo nodo Fibre Channel.

Para resolver esta falla, compruebe la conectividad de red y el cableado de red del cluster y compruebe
los servicios con errores. Si no hay problemas de red o servicio, comuniquese con el soporte de NetApp
para obtener el reemplazo de un nodo Fibre Channel.

* IrgBalanceFailed
Se produjo una excepcion al intentar balancear las interrupciones.

Comuniquese con el soporte de NetApp para obtener ayuda.

* KmipCertificateFault

o El certificado de la entidad de certificacion raiz (CA) esta cerca de su vencimiento.
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Para resolver este fallo, adquiera un nuevo certificado de la CA raiz con una fecha de caducidad de al
menos 30 dias y utilice ModifyKeyServerKmip para proporcionar el certificado de CA raiz actualizado.

o El certificado de cliente esta a punto de expirar.
Para resolver esta falla, cree una nueva CSR con GetClientCertificateSigningRequest, asegurese de
que la nueva fecha de caducidad se agota al menos 30 dias y utilice ModifyKeyServerKmip para
reemplazar el certificado de cliente KMIP que caduca con el nuevo certificado.

o El certificado de la entidad de certificacion raiz (CA) ha caducado.

Para resolver este fallo, adquiera un nuevo certificado de la CA raiz con una fecha de caducidad de al
menos 30 dias y utilice ModifyKeyServerKmip para proporcionar el certificado de CA raiz actualizado.

o El certificado de cliente ha caducado.
Para resolver esta falla, cree una nueva CSR con GetClientCertificateSigningRequest, asegurese de
que la nueva fecha de caducidad se agota al menos 30 dias y utilice ModifyKeyServerKmip para
reemplazar el certificado de cliente KMIP caducado con el nuevo certificado.

> Error de certificado de entidad de certificacion raiz (CA).
Para resolver esta falla, compruebe que se proporcioné el certificado correcto vy, si fuera necesario,
vuelva a adquirir el certificado de la CA raiz. Utilice ModifyKeyServerKmip para instalar el certificado
de cliente KMIP correcto.

o Error del certificado de cliente.
Para resolver esta falla, compruebe que esté instalado el certificado de cliente KMIP correcto. La CA
raiz del certificado de cliente debe instalarse en el EKS. Utilice ModifyKeyServerKmip para instalar el

certificado de cliente KMIP correcto.

* KmipServerFault

o Error de conexion

Para resolver esta falla, compruebe que el servidor de claves externo esté vivo y sea posible acceder
a él a través de la red. Utilice TestKeyServerKimp y TestKeyProviderKmip para probar su conexion.

o Error de autenticacion

Para resolver esta falla, compruebe que se estén utilizando los certificados de cliente KMIP y de CA
raiz correctos, y que coincidan las claves privadas y el certificado de cliente KMIP.

o Error del servidor

Para resolver esta falla, compruebe los detalles del error. Es posible que sea necesario solucionar los
problemas en el servidor de claves externo segun el error que se devuelve.

* MemoryEccThreshold

Se ha detectado un gran numero de errores ECC corregibles o no corregibles. Este fallo utiliza las
siguientes gravedades en funcion de la urgencia:

Evento Gravedad Descripcion
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Un Unico médulo DIMM
cErrorCount llega a
cDimmcorrectableErrWarnThresh
old.

Un Unico DIMM cErrorCount
permanece por encima de
cDimmcorrectableErrfWarnThresh
old hasta que el temporizador
ciErrorFaultTimer caduca para el
DIMM.

Un controlador de memoria
informa cErrorCount encima de
cMemCitlrcorrectableErrWarnThre
shold y se especifica
cMemCitlrcorrectableErrWarnDura
tion.

Un controlador de memoria
informa cErrorCount sobre
cMemCitlrcorrectableErrWarnThre
shold hasta que cErrorFaultTimer
caduca para el controlador de
memoria.

Un médulo DIMM unico informa
de un uErrorCount por encima de
cero, pero inferior a
cDimmUncorrectTaberreErrFaultT
hreshold.

Un médulo DIMM Unico informa
de un uErrorCount de al menos
cmimUncorrecttableErrFaultThres
hold.

Un controlador de memoria
informa de un uErrorCount por
encima de cero, pero menor que
cMemctlenseUncorrecttableErrFa
ultThreshold.

Un controlador de memoria
informa de un uErrorCount de al
menos
cMemctlrUncorrecttableErrFaultT
hreshold.

Advertencia

Error

Advertencia

Error

Advertencia

Error

Advertencia

Error

Errores corregibles de memoria
ECC por encima del umbral en
DIMM: <Processor> <DIMM Slot>

Errores corregibles de memoria
ECC por encima del umbral en
DIMM: <Processor> <DIMM>

Errores corregibles de memoria
ECC por encima del umbral en el
controlador de memoria:
<Processor> <Memory
Controller>

Errores corregibles de memoria
ECC por encima del umbral en
DIMM: <Processor> <DIMM>

Errores de memoria ECC no
corregibles detectados en el
modulo DIMM: <Processor>
<DIMM Slot>

Errores de memoria ECC no
corregibles detectados en el
modulo DIMM: <Processor>
<DIMM Slot>

Errores de memoria ECC no
corregibles detectados en el
controlador de memoria:
<Processor> <Memory
Controller>

Errores de memoria ECC no
corregibles detectados en el
controlador de memoria:
<Processor> <Memory
Controller>

Para resolver esta falla, comuniquese con el soporte de NetApp para obtener ayuda.



* MemyUsageThreshold

El uso de memoria esta por encima de lo normal. Este fallo utiliza las siguientes gravedades en funcion de
la urgencia:

@ Consulte el encabezado Detalles del error para obtener informacion mas detallada sobre el
tipo de fallo.
Gravedad Descripcion
Advertencia La memoria del sistema es baja.
Error La memoria del sistema es muy baja.
Critico La memoria del sistema se ha consumido por
completo.

Para resolver esta falla, comuniquese con el soporte de NetApp para obtener ayuda.
* MetadataClusterFull

No hay suficiente espacio libre de almacenamiento de metadatos para admitir la pérdida de un solo nodo.
Consulte el método API GetClusterFullThreshold para obtener detalles sobre los niveles de ocupacion de
los clusteres. Esta falla del cluster indica una de las siguientes condiciones:

o Stage3Low (Advertencia): Se superd el umbral definido por el usuario. Ajuste la configuracion del
cluster lleno o afiada mas nodos.

o Stage4Ciritical (error): No hay espacio suficiente para recuperar el sistema de un fallo de 1 nodo. No se
permite la creaciéon de volumenes, snapshots y clones.

o Stage5CompletelyConsumed (critico)1; no se permiten escrituras ni nuevas conexiones iSCSI. Se
mantendran las conexiones iSCSI actuales. Las escrituras fallaran hasta que se afiada mas capacidad
al cluster. Purgue o elimine datos o afiada mas nodos.

Para resolver esta falla, purgue o elimine volimenes o afiada otro nodo de almacenamiento al cluster de
almacenamiento.

* MtuCheckFailure
Un dispositivo de red no tiene configurado el tamafo de MTU correcto.

Para resolver esta falla, asegurese de que todas las interfaces de red y puertos del switch tengan
configuradas tramas gigantes (MTU de hasta 9000 bytes de tamafio).

* NetworkConfig
Esta falla del cluster indica una de las siguientes condiciones:

> No hay una interfaz esperada.
o Hay una interfaz duplicada.
o Una interfaz configurada esta inactiva.

> Se requiere reiniciar la red.
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Comuniquese con el soporte de NetApp para obtener ayuda.
* NoAvailableVirtualNetworkiPAddresses
No hay direcciones de red virtual disponibles en el bloque de direcciones IP.

o VirtualNetworkID # TAG(###) no tiene direcciones IP de almacenamiento disponibles. No es posible
agregar nodos adicionales al cluster.

Para resolver esta falla, afiada mas direcciones IP al bloque de direcciones de red virtual.
* NodeHardwarFault (falla de interfaz de red <name> o el cable esta desconectado)

Una interfaz de red esta desconectada o el cable esta desenchufado.

Para resolver esta falla, compruebe la conectividad de red de los nodos.

* NodeHardwarfault (el estado de capacidad de cifrado de la unidad coincide con el estado de
capacidad de cifrado del nodo para la unidad en la ranura <node slot> <drive slot>)

Una unidad no coincide con las funcionalidades de cifrado del nodo de almacenamiento en el que se
instala.

* NodeHardwareFault (error de tamafno de unidad <drive type> <actual size> para la unidad en la
ranura <node slot> <drive slot> para este tipo de nodo - <expected size> esperado)

Un nodo de almacenamiento contiene una unidad que tiene un tamafio incorrecto para este nodo.

* NodeHardwareFault (unidad no compatible detectada en la ranura <node slot> <drive slot>; las
estadisticas de la unidad y la informacién de estado no estaran disponibles)

Un nodo de almacenamiento contiene una unidad que no es compatible.

* NodeHardwareFault (la unidad de la ranura <node slot> <drive slot> debe utilizar la version de
firmware <expected version>, pero utiliza la versién no compatible <actual version>)

Un nodo de almacenamiento contiene una unidad que ejecuta una version de firmware no compatible.
* * NodeMaintenanceMode*

Se ha colocado un nodo en modo de mantenimiento. Este fallo utiliza las siguientes gravedades en
funcion de la urgencia:
Gravedad Descripcion

Advertencia Indica que el nodo aun esta en modo de
mantenimiento.

Error Indica que el modo de mantenimiento no se ha
desactivado, lo mas probable es que se deba a
stabys activos o con errores.

Para resolver esta falla, deshabilite el modo de mantenimiento una vez que finalice el mantenimiento. Si el
fallo del nivel de error persiste, comuniquese con el soporte de NetApp para obtener ayuda.
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NodeOffline

El software Element no puede comunicarse con el nodo especificado. Compruebe la conectividad de red.
NotUsingLACPBondMode

El modo de enlace LACP no esta configurado.

Para resolver esta falla, use el enlace LACP cuando se implementan nodos de almacenamiento; es
posible que los clientes experimenten problemas de rendimiento si LACP no esta habilitado y configurado
correctamente.

NtpServerUnalcanzable

El cluster de almacenamiento no puede comunicarse con los servidores NTP especificados.

Para resolver esta falla, compruebe la configuracion del servidor NTP, de la red y del firewall.

NtpTimeNotinSync

La diferencia entre el tiempo del cluster de almacenamiento y el tiempo del servidor NTP es demasiado
amplia. El cluster de almacenamiento no puede corregir esta diferencia automaticamente.

Para resolver esta falla, use los servidores NTP internos a la red en lugar de los que vienen
predeterminados en la instalacion. Si usa los servidores NTP internos y el problema persiste,
comuniquese con el soporte de NetApp para obtener ayuda.

NvramDeviceStatus

Un dispositivo NVRAM presenta un error, esta fallando o ya fall6. Este fallo tiene las siguientes
gravedades:

Gravedad Descripcion

Advertencia El hardware ha detectado una advertencia. Esta
condicién puede ser transitoria, como una
advertencia de temperatura.

* NvmLifetimeerror
* NvmLifetimeStatus
* EnergySourceLifetimeStatus

* EnergySourceTemperatureStatus

WarningThresholdExceeded
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Error El hardware ha detectado un error o estado critico.
El maestro de clusteres intenta quitar la unidad de
segmentos de la operacion (esto genera un evento
de eliminacion de la unidad). Si no hay servicios de
segmentos secundarios disponibles, no se
eliminara la unidad. Errores devueltos ademas de
los errores de nivel de advertencia:

 El punto de montaje del dispositivo NVRAM no
existe.
* La particion del dispositivo NVRAM no existe.

» Existe una particion del dispositivo NVRAM,
pero no esta montada.

Critico El hardware ha detectado un error o estado critico.
El maestro de clusteres intenta quitar la unidad de
segmentos de la operacioén (esto genera un evento
de eliminacion de la unidad). Si no hay servicios de
segmentos secundarios disponibles, no se
eliminara la unidad.

* Persistente perdido
* ArmStatusSaveNArmed

» CsaveStatuserror

Sustituya cualquier hardware con fallos en el nodo. Si esto no se resuelve el problema, comuniquese con
el soporte de NetApp para obtener ayuda.

* PowerSupplyError
Esta falla del cluster indica una de las siguientes condiciones:

> No hay un suministro de alimentacion.
o Se produjo un error de suministro de alimentacion.
o La entrada de un suministro de alimentacion es nula o esta fuera de rango.

Para resolver esta falla, compruebe que se suministra alimentacion redundante a todos los nodos.
Comuniquese con el soporte de NetApp para obtener ayuda.

» AprovisionadoSpaceTooFull

La capacidad general aprovisionada del cluster esta demasiado llena.

Para resolver esta falla, afnada mas espacio aprovisionado, o elimine y purgue los volimenes.
* RemoteRepAsyncDelayExceeded

Se supero la demora de replicacion asincrona configurada. Compruebe la conectividad de red entre
clusteres.

* RemoteRepClusterFull
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Los volumenes pusieron en pausa la replicacion remota porque el cluster de almacenamiento de destino
esta demasiado lleno.

Para resolver esta falla, libere un poco de espacio en el cluster de almacenamiento de destino.
RemoteRepSnapshotClusterFull

Los volumenes pusieron en pausa la replicacion remota de copias de Snapshot porque el cluster de
almacenamiento de destino esta demasiado lleno.

Para resolver esta falla, libere un poco de espacio en el cluster de almacenamiento de destino.
RemoteRepSnapshotsExceedLimit

Los volumenes pusieron en pausa la replicacion remota de copias de Snapshot porque el volumen del
cluster de almacenamiento de destino supero su limite de copias de Snapshot.

Para resolver esta falla, aumente el limite de snapshots en el cluster de almacenamiento de destino.
* Error de Accion de Ugenera®
Ocurrié un error en la ejecucion de una o mas actividades programadas.

La falla se borra si la actividad programada se vuelve a ejecutar, esta vez, correctamente, si la actividad
programada se elimina o si la actividad se pone en pausa y luego se reanuda.

SensorReadingFailed

Un sensor no pudo comunicarse con la controladora de gestion de la placa base (BMC).
Comuniquese con el soporte de NetApp para obtener ayuda.

ServiceNotRunning

Un servicio requerido no esta en ejecucion.

Comuniquese con el soporte de NetApp para obtener ayuda.

SliceServiceTooFull

Un servicio de segmentos tiene asignada muy poca capacidad aprovisionada.

Para resolver esta falla, afiada mas capacidad aprovisionada.

SliceServiceUnhealthy

El sistema detectd que un servicio de segmentos esta en estado incorrecto y lo decomisiona
automaticamente.
o Gravedad = Advertencia: No se realiza ninguna accion. Este periodo de aviso caducara en 6 minutos.

o Gravedad = error: El sistema decomisiona automaticamente los datos y vuelve a replicar los datos en
otras unidades en buen estado.

Compruebe si existen problemas de conectividad de red y errores de hardware. Si se han producido
errores en componentes de hardware especificos, habra otros errores. El fallo se borrara cuando se pueda
acceder al servicio de cortes o cuando se haya retirado el servicio.
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SshEnabled
El servicio SSH esta habilitado en uno o mas nodos del cluster de almacenamiento.

Para resolver esta falla, deshabilite el servicio SSH en los nodos correspondientes o comuniquese con el
soporte de NetApp para obtener ayuda.

SslCertificateExpiracion

El certificado SSL asociado con este nodo esta cerca de su vencimiento o ha caducado. Este fallo utiliza
las siguientes gravedades en funcion de la urgencia:

Gravedad Descripcion

Advertencia El certificado caduca dentro de los 30 dias.

Error El certificado caduca dentro de los 7 dias.

Critico El certificado caduca en un plazo de 3 dias o ya ha
caducado.

Para resolver esta falla, reemplace el certificado SSL por uno nuevo. Si es necesario, comuniquese con el
soporte de NetApp para obtener ayuda.

StrandedCapacity
Un solo nodo representa mas de la mitad de la capacidad de un cluster de almacenamiento.

Para mantener la redundancia de datos, el sistema reduce la capacidad del nodo mas grande de manera
que parte de su capacidad de bloque se quede sin utilizar (no se utiliza).

Para resolver esta falla, afiada mas unidades a los nodos de almacenamiento existentes o anada nodos
de almacenamiento al cluster.

Sensor de temperatura

Un sensor de temperatura informa de temperaturas mas altas que las normales. Esta falla puede activarse
en conjunto con fallas de tipo powerSupplyError o fanSensor.

Para resolver esta falla, compruebe que el flujo de aire no esté obstruido cerca del cluster de
almacenamiento. Si es necesario, comuniquese con el soporte de NetApp para obtener ayuda.

actualizacion
Hay una actualizacion en curso desde hace mas de 24 horas.

Para resolver esta falla, reanude la actualizacion o comuniquese con el soporte de NetApp para obtener
ayuda.

UnresponveService
Un servicio ha dejado de responder.

Comuniquese con el soporte de NetApp para obtener ayuda.



* VirtualNetworkConfig
Esta falla del cluster indica una de las siguientes condiciones:

> No hay una interfaz presente.

o Lainterfaz tiene un espacio de nombres incorrecto.
o Hay una mascara de red incorrecta.

> Hay una direccion IP incorrecta.

> Una interfaz no esta en funcionamiento.

o Hay una interfaz superflua en un nodo.

Comuniquese con el soporte de NetApp para obtener ayuda.
* VolumesDegraded

Los volumenes secundarios aun se estan replicando y sincronizando. El mensaje se borra al finalizar la
sincronizacion.

* VolumesOffline

Uno o mas volumenes del cluster de almacenamiento estan fuera de linea. El fallo volumeDegraded
también estara presente.

Comuniquese con el soporte de NetApp para obtener ayuda.

Ver la actividad de rendimiento del nodo

La actividad de rendimiento de cada nodo se puede ver en formato de grafico. Esta
informacidn proporciona estadisticas en tiempo real para las operaciones de |/o de
lectura/escritura por segundo (IOPS) de CPU y en cada unidad del nodo. El grafico de
uso se actualiza cada cinco segundos y el grafico de estadisticas de unidad se actualiza
cada diez segundos.

1. Haga clic en Cluster > Nodes.
2. Haga clic en acciones para el nodo que desea ver.

3. Haga clic en Ver detalles.

@ Puede ver momentos especificos en los graficos de lineas y barras colocando el cursor
sobre la linea o la barra.
Rendimiento de volumen

Ver el rendimiento del volumen

Puede ver informacién detallada del rendimiento de todos los volumenes del cluster. Esta
informacion se puede ordenar por ID de volumen o por cualquier otra de las columnas de
rendimiento. También puede usar filtros de la informacion segun determinados criterios.
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Puede cambiar la frecuencia con la que el sistema actualiza la informacion de rendimiento en la pagina
haciendo clic en la lista Actualizar cada y eligiendo un valor diferente. El intervalo de actualizacion
predeterminado es de 10 segundos si el cluster tiene menos de 1000 volumenes; de lo contrario, el valor
predeterminado es de 60 segundos. Si elige Never, se deshabilita la actualizacién automatica de pagina.
Puede volver a activar la actualizacion automatica haciendo clic en Activar la actualizacién automatica.

1. En la interfaz de usuario de Element, seleccione Reporting > Volume Performance.
2. En la lista de volumenes, haga clic en el icono Actions de un volumen.

3. Haga clic en Ver detalles.
Aparecera una bandeja en la parte inferior de la pagina con informacién general sobre el volumen.
4. Para ver informacion mas detallada sobre el volumen, haga clic en Ver mas detalles.

El sistema muestra informacién detallada y graficos de rendimiento del volumen.

Obtenga mas informacion

Detalles de rendimiento de volumen

Detalles de rendimiento de volumen

Las estadisticas de rendimiento de los volumenes se pueden ver en la pagina Volume
Performance de la pestafia Reporting en la interfaz de usuario de Element.

La lista siguiente describe los detalles que tienen a su disposicion:
- ID
El ID que genera el sistema para el volumen.
* Nombre
El nombre que se le dio al volumen cuando se cred.
» Cuenta
El nombre de la cuenta asignada al volumen.
* Grupos de acceso
El nombre del grupo o los grupos de acceso de volumenes a los que pertenece el volumen.
« Utilizaciéon de volumen
Un valor de porcentaje que describe la cantidad del volumen que esta usando el cliente.
Los posibles valores son los siguientes:

o 0 = el cliente no usa el volumen
o 100 = el cliente usa el maximo

> >100 = el cliente esta utilizando la rafaga
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» IOPS total
El numero total de IOPS (lectura y escritura) que se esta ejecutando en el volumen.
* Leer IOPS
El numero total de IOPS de lectura que se esta ejecutando en el volumen.
» Escribir IOPS
El numero total de IOPS de escritura que se esta ejecutando en el volumen.
* Rendimiento total
La cantidad total de rendimiento (lectura y escritura) que se esta ejecutando en el volumen.
* Rendimiento de lectura
La cantidad total de rendimiento de lectura que se esta ejecutando en el volumen.
* Grabacion
La cantidad total de rendimiento de escritura que se esta ejecutando en el volumen.
* Latencia total
El tiempo medio, en microsegundos, para completar operaciones de lectura y escritura en un volumen.
» Latencia de lectura

El tiempo medio, en microsegundos, para completar operaciones de lectura del volumen en los ultimos
500 milisegundos.

* Latencia de escritura

El tiempo medio, en microsegundos, para completar operaciones de escritura a un volumen en los ultimos
500 milisegundos.

* Profundidad de cola
Numero de operaciones de lectura y escritura pendientes en el volumen.
* Tamaino medio de E/S

Tamano promedio en bytes de I/o reciente en el volumen en los ultimos 500 milisegundos.

Sesiones iSCSI

Ver sesiones iSCSI

Es posible ver las sesiones iSCSI que estan conectadas al cluster. Puede filtrar la
informacion para que incluya solo las sesiones que desea.

1. En la interfaz de usuario de Element, seleccione Reporting > iSCSI Sessions.
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2.

Para ver los campos de criterios de filtro, haga clic en filtro.

Obtenga mas informacion

Detalles de la sesion iSCSI

Detalles de la sesion iSCSI

Es

posible ver informacién sobre las sesiones iISCSI que estan conectadas al cluster.

En la lista siguiente se describe la informacion que se puede encontrar acerca de las sesiones iSCSI:
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Nodo

El nodo que aloja la particiéon de metadatos principal del volumen.
Cuenta

El nombre de la cuenta a la que pertenece el volumen. Si el valor esta vacio, se muestra un guion (-).
Volumen

El nombre del volumen identificado en el nodo.

ID de volumen

El ID del volumen asociado con el IQN de destino.

ID de iniciador

Un ID que genera el sistema para el iniciador.

Alias del iniciador

Un nombre opcional para el iniciador que facilite encontrar el iniciador cuando la lista es larga.
IP de Initator

La direccion IP del extremo que inicia la sesion.

IQN del iniciador

EI IQN del extremo que inicia la sesion.

IP de destino

La direccion IP del nodo donde se aloja el volumen.

IQN objetivo

EI' IQN del volumen.

CHAP

El algoritmo de CHAP para una sesion iSCSI. Si no se utiliza un algoritmo CHAP, se muestra un guion (-).
Disponible a partir del elemento 12,8.



* Creado el

La fecha en la que se establecid la sesion.

Sesiones de Fibre Channel

Consulte las sesiones Fibre Channel

Es posible ver las sesiones Fibre Channel (FC) que estan conectadas al cluster. Puede
filtrar la informacidn para que incluya unicamente las conexiones que desea que
aparezcan en la ventana.

1. En la interfaz de usuario de Element, seleccione Reporting > FC Sessions.

2. Para ver los campos de criterios de filtro, haga clic en filtro.

Obtenga mas informacion

Detalles de la sesiéon Fibre Channel

Detalles de la sesion Fibre Channel

Se proporciona informacion sobre las sesiones activas de Fibre Channel (FC) que estan
conectadas al cluster.

En la lista siguiente se describe la informacién que puede encontrar acerca de las sesiones FC conectadas al
cluster:

* ID de nodo

El nodo que aloja la sesion de la conexion.
* Nombre de nodo

El nombre del nodo que genera el sistema.
* ID de iniciador

Un ID que genera el sistema para el iniciador.
« WWPN del iniciador

El nombre de puerto que se inicia a nivel mundial.
« Alias del iniciador

Un nombre opcional para el iniciador que facilite encontrar el iniciador cuando la lista es larga.
« WWPN de destino

El nombre de puerto objetivo a nivel mundial.

* Grupo de acceso por volumen
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El nombre del grupo de acceso de volumenes al que pertenece la sesion.
* ID de grupo de acceso de volumen

El ID que genera el sistema para el grupo de acceso.

Solucione problemas de unidades

Solucione problemas de unidades

Una unidad de estado sélido (SSD) con fallos se puede sustituir con una unidad de
reemplazo. Las unidades SSD de los nodos de almacenamiento SolidFire se pueden
intercambiar en caliente. Si sospecha que una unidad SSD puede tener errores, pongase
en contacto con el soporte de NetApp para verificar el error y le guiaremos por el
procedimiento de resolucidon de problemas adecuado. El soporte de NetApp también
trabaja con usted para obtener una unidad de reemplazo de acuerdo con su acuerdo de
nivel de servicio.

Como se puede cambiar en este caso esto significa que es posible quitar una unidad con error de un nodo
activo y reemplazarla por una nueva unidad SSD de NetApp. No se recomienda quitar unidades sin errores en
un cluster activo.

Debe mantener las piezas de repuesto que sugiere el soporte de NetApp para poder sustituir inmediatamente
la unidad si falla.

@ Para realizar pruebas, si simula un error en una unidad al extraer una unidad de un nodo, debe
esperar 30 segundos para poder insertar la unidad de nuevo en la ranura.

Si una unidad falla, Double Helix redistribuye los datos de la unidad por los nodos que permanecen en el
cluster. Varios fallos de unidad en el mismo nodo no suponen un problema, ya que el software Element
protege frente a dos copias de datos que residen en el mismo nodo. Una unidad con errores produce los
siguientes eventos:

 Los datos se migran fuera de la unidad.

» La capacidad general del cluster se reduce segun la capacidad de la unidad.

 La proteccion de datos Double Helix garantiza que haya dos copias validas de los datos.

@ Los sistemas de almacenamiento de SolidFire no permiten que se elimine una unidad si esto
provoca que haya una cantidad insuficiente de almacenamiento para migrar los datos.

Si quiere mas informacion

* Quite las unidades con errores del cluster

* Solucién de problemas basica de unidades MDSS

* Quite las unidades MDSS

» "Reemplazar unidades para nodos de almacenamiento SolidFire"

+ "Reemplazar unidades para nodos de almacenamiento serie H600S"
* "Informacion de hardware H410S y H610S"
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* "Informacion sobre hardware de SF-Series"

Quite las unidades con errores del clister

El sistema SolidFire pone una unidad en estado de error cuando el sistema de
autodiagndstico de la unidad indica al nodo que se ha producido un error o cuando la
comunicacion con la unidad se detiene durante cinco minutos y medio o mas. El sistema
muestra una lista de las unidades con errores. Debe quitar una unidad con error de la
lista de unidades con errores en el software NetApp Element.

Las unidades de la lista Alertas aparecen como blockServiceUnhealthy cuando un nodo esta desconectado.
Cuando se reinicia el nodo, si el nodo y sus unidades vuelven a estar en linea en un plazo de cinco minutos y
medio, las unidades se actualizan automaticamente y siguen mostrandose como unidades activas en el
cluster.

1. En la interfaz de usuario de Element, seleccione Cluster > Drives.

2. Haga clic en error para ver la lista de unidades con errores.

3. Anote el numero de ranura de la unidad con error.
Esta informacion se necesita para localizar la unidad con error en el chasis.

4. Quite las unidades con errores mediante uno de los siguientes métodos:

Opciodn Pasos

Para quitar unidades individuales a. Haga clic en acciones para la unidad que
desea quitar.

b. Haga clic en Quitar.

Para quitar varias unidades a. Seleccione todas las unidades que desee quitar
y haga clic en acciones masivas.

b. Haga clic en Quitar.

Solucién de problemas basica de unidades MDSS

Puede recuperar las unidades de metadatos (o de segmentos) si se vuelven a afiadir al
cluster en el caso de que se produzca un error en una o en ambas unidades de
metadatos. Puede llevar a cabo la operacion de recuperacion en la interfaz de usuario de
NetApp Element si la funcion MDSS ya esta habilitada en el nodo.

Si se produce un error en una de las unidades de metadatos de un nodo o en las dos, el servicio de
segmentos se cerrara y se realizaran backups de los datos de ambas unidades en distintas unidades del
nodo.

En los siguientes escenarios se describen posibles escenarios de fallos y se ofrecen recomendaciones
basicas para corregir el problema:
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Error en la unidad de segmentos del sistema

* En este caso, la ranura 2 se verifica y vuelve a un estado available.

* La unidad de segmentos del sistema se debe volver a rellenar antes de que el servicio de segmentos
vuelva a conectarse.

* Debe sustituir la unidad de segmentos del sistema cuando esta esté disponible, afiada la unidad y la
unidad de la ranura 2 a la vez.

@ No es posible afadir la unidad de la ranura 2 por si misma como una unidad de metadatos.
Debe volver a anadir al nodo ambas unidades a la vez.

Error en la ranura 2

* En este escenario, la unidad de segmentos del sistema se verifica y vuelve a un estado available.

* Debe reemplazar la ranura 2 con una unidad de repuesto y, cuando la ranura 2 esté disponible, afada la
unidad de segmentos del sistema y la unidad de la ranura 2 al mismo tiempo.

Se produce un error en la unidad de segmentos del sistema y en la ranura 2

* Debe reemplazar la unidad de segmentos del sistema y la ranura 2 con una unidad de repuesto. Cuando
las dos unidades estén disponibles, afnada la unidad de segmentos del sistema y la unidad de la ranura 2
al mismo tiempo.

Orden de las operaciones

* Reemplace la unidad de hardware en la que se haya producido el error con una unidad de repuesto
(reemplace ambas unidades en caso de que las dos tengan errores).

* Vuelva a anadir las unidades al cluster cuando se hayan rellenado de nuevo y estén en el estado
available.

Verificar operaciones

* Verifique que las unidades de la ranura 0 (o internas) y la ranura 2 se hayan identificado como unidades
de metadatos en la lista de unidades activas.

« Compruebe que el equilibrado de todos los segmentos se ha completado (no hay mas mensajes del tipo
moving slices en el registro de eventos durante al menos 30 minutos).

Si quiere mas informacién

Anada unidades MDSS

Anada unidades MDSS

Es posible afadir una segunda unidad de metadatos en un nodo de SolidFire de si se
convierte la unidad de bloques de la ranura 2 en una unidad de segmentos. Para ello,
debe habilitar la funcién del servicio de segmentos de varias unidades (MDSS). Para

habilitar esta funcidn, debe ponerse en contacto con el soporte de NetApp.

Para que una unidad de segmentos tenga el estado available, puede que deba reemplazar una unidad con
errores por una unidad nueva o de repuesto. Debe afadir la unidad de segmentos del sistema al mismo
tiempo que afiade la unidad para la ranura 2. Si intenta afiadir solo la unidad de segmentos de la ranura 2 o
anadirla antes de la unidad de segmentos del sistema, el sistema mostrara un error.
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1. Haga clic en Cluster > Drives.

Haga clic en disponible para ver la lista de unidades disponibles.
Seleccione las unidades de segmentos que desea anadir.

Haga clic en acciones masivas.

Haga clic en Agregar.

© o > w0 Db

Confirme en la ficha Active Drives que las unidades se han afadido.

Quite las unidades MDSS

Es posible quitar las unidades del servicio de segmentos de varias unidades (MDSS).
Este procedimiento solo se aplica si el nodo tiene varias unidades de segmentos.

Si se produce un error en la unidad de segmentos del sistema y en la unidad de ranura 2, el
sistema cerrara los servicios de segmentos y quitara las unidades. Si no se produce ningun
error y quita las unidades, tendra que quitar ambas unidades a la vez.

1. Haga clic en Cluster > Drives.

2. En la ficha unidades disponibles , haga clic en la casilla de verificacion correspondiente a las unidades de
segmentos que se van a eliminar.

3. Haga clic en acciones masivas.
4. Haga clic en Quitar.

5. Confirme la accion.

Solucione los problemas de los nodos

Eliminar nodos de un cluster

Los nodos se pueden quitar de un cluster cuando requieren mantenimiento o se deben
sustituir. Debe usar la API o la interfaz de usuario de NetApp Element para quitar los
nodos antes de desconectarlos.

A continuacion, se ofrece una descripcidn general del procedimiento para quitar nodos de almacenamiento:

« Compruebe que haya suficiente capacidad en el cluster para crear una copia de los datos en el nodo.

* Quite las unidades del cluster mediante la interfaz de usuario o el método APl RemoveDrives.

Esto provoca que el sistema migre los datos desde las unidades del nodo a otras unidades en el cluster. El
tiempo que se tarda en realizar este proceso depende de la cantidad de datos que haya que migrar.

* Quite el nodo del cluster.
Tenga en cuenta las siguientes consideraciones antes de apagar o encender un nodo:
* La desconexion de nodos y clusteres implica riesgos si no se realiza correctamente.
La desconexion de un nodo se debe hacer bajo la supervision del soporte de NetApp.

» Si un nodo ha estado desconectado mas de 5.5 minutos en alguna condicion de apagado, la proteccion de
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datos de Double Helix comienza la tarea de escritura de bloques replicados sencillos en otro nodo para
replicar los datos. En este caso, pdngase en contacto con el soporte de NetApp para obtener ayuda con el
analisis del nodo con errores.

« Para reiniciar o desconectar correctamente un nodo, puede usar el comando de API Shutdown.

+ Si un nodo esta sin actividad o desconectado, debe ponerse en contacto con el soporte de NetApp antes
de volver a conectarlo.

* Una vez que el nodo se ha conectado de nuevo, debe volver a afiadir las unidades al cluster, en funcion
de la cantidad de tiempo que ha estado fuera de servicio.

Si quiere mas informacion

"Reemplazar un chasis SolidFire con fallos"

"Reemplazar un nodo serie H600S con fallos"

Apague un cluster

Realice el siguiente procedimiento para desconectar un cluster completo.

Pasos

1. (Opcional) comuniquese con el soporte de NetApp para obtener ayuda en la realizacién de los pasos
preliminares.

2. Verifique que todas las operaciones de /o se hayan detenido.
3. Desconecte todas las sesiones de iSCSI:

a. Acceda a la direccion IP virtual de gestion (MVIP) en el cluster para abrir la interfaz de usuario de
Element.

b. Revise los nodos que aparecen en la lista Nodes.

c. Ejecute el método APl Shutdown especificando la opcion halt en cada ID de nodo del cluster.

Cuando reinicia el cluster, debe seguir algunos pasos para verificar que todos los nodos entran
en linea:

1. Compruebe que todas las gravedad critica y. volumesOffline se resolvieron errores del
cluster.

@ 2. Espere de 10 a 15 minutos para que el cluster se asiente.

3. Empiece a poner los hosts a acceder a los datos.

Si desea permitir mas tiempo al encender los nodos y verificar que su estado sea después del
mantenimiento, péngase en contacto con el soporte técnico para obtener ayuda con la demora
de la sincronizacion de datos para evitar la sincronizacion innecesaria de bandejas.

Obtenga mas informacion

"Como apagar y encender correctamente un cluster de almacenamiento SolidFire/HCI de NetApp"

Trabaje con utilidades por nodo para los nodos de almacenamiento
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Trabaje con utilidades por nodo para los nodos de almacenamiento

Puede usar las utilidades por nodo para solucionar problemas de red si las herramientas
de supervision estandar de la interfaz de usuario del software NetApp Element no
proporcionan suficiente informacion para la solucién de problemas. Las utilidades por
nodo proporcionan informacion y herramientas especificas que pueden ayudarle a
solucionar problemas de red entre los nodos o con el nodo de gestion.

Obtenga mas informacion

* Acceda a la configuracién por nodo con la interfaz de usuario por nodo
* Los detalles de la configuracion de red de la interfaz de usuario por nodo
* Detalles de la configuracion de cluster de la interfaz de usuario por nodo
* Ejecute las pruebas del sistema usando la interfaz de usuario por nodo

* Ejecute las utilidades del sistema con la interfaz de usuario por nodo

Acceda a la configuraciéon por nodo con la interfaz de usuario por nodo

Tras introducir la IP y la autenticacion del nodo de gestion, puede acceder a los ajustes
de red, los ajustes del cluster y las pruebas y las utilidades del sistema en la interfaz de
usuario por nodo de gestion.

Si desea modificar la configuraciéon de un nodo en un estado Active que forme parte de un cluster, debe iniciar
sesién como usuario de administrador de cluster.

Debe configurar o modificar un nodo por vez. Debe asegurarse de que la configuracion de red
especificada tenga el efecto deseado y que la red sea estable y se ejecute correctamente antes
de hacer modificaciones en otro nodo.

1. Abra la interfaz de usuario por nodo mediante uno de los siguientes métodos:
o Introduzca la direccion IP de administracion seguida de :442 en una ventana del navegador € inicie
sesion con un nombre de usuario y una contrasefia de administrador.

> En la interfaz de usuario de Element, seleccione Cluster > Nodes y haga clic en el enlace de la
direccion IP de administracion correspondiente al nodo que desea configurar o modificar. En la
ventana del navegador que se abre, puede editar la configuracion del nodo.
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Los detalles de la configuracion de red de la interfaz de usuario por nodo

Es posible cambiar la configuracién de red del nodo de almacenamiento para dar al nodo
un nuevo conjunto de atributos de red.

Puedes ver la configuracion de red de un nodo de almacenamiento en la pagina Configuracién de red
cuando inicies sesion en el nodo. (https://<node IP>:442/hcc/node/network-settings). Puede
seleccionar la configuracién Bond1G (gestion) o Bond10G (almacenamiento). La siguiente lista describe la
configuracion que puede modificar cuando un nodo de almacenamiento se encuentra en estado Disponible,
Pendiente o Activo:

* Método

El método que se utiliza para configurar la interfaz. Métodos posibles:
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o Loopback: Se utiliza para definir la interfaz de bucle invertido de IPv4.

o Manual: Se utiliza para definir interfaces para las que no se realiza ninguna configuracion de forma
predeterminada.

o dhcp: Se utiliza para obtener una direccion IP a través de DHCP.
o Static: Se utiliza para definir interfaces Ethernet con direcciones IPv4 asignadas de forma estatica.

Velocidad de enlace

La velocidad negociada por la NIC virtual.

Direccion IPv4

La direccion IPv4 de la red ethO.

Mascara de subred IPv4

Las subdivisiones de direccion de la red IPv4.

Direccion de puerta de enlace IPv4

La direccion de red del enrutador para enviar paquetes fuera de la red local.
Direccion IPv6

La direccion IPv6 de la red ethO.

Direccion de puerta de enlace IPv6

La direccion de red del enrutador para enviar paquetes fuera de la red local.
MTU

Tamano de paquete mas grande que un protocolo de red puede transmitir. Debe ser mayor o igual que
1500. Si se anade un segundo NIC de almacenamiento, el valor deberia ser 9000.

Servidores DNS

La interfaz de red que se utiliza para la comunicacion del cluster.

Buscar dominios

La busqueda de direcciones MAC adicionales que hay disponibles en el sistema.
Modo Bond

Puede ser uno de los siguientes modos:

o ActivePassive (predeterminado)
> ALB
o LACP

Estado

Los posibles valores son los siguientes:
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o UpAndRunning
> Abajo
o Arriba

» Etiqueta de red virtual
La etiqueta asignada cuando se cre¢ la red virtual.
* Rutas

Las rutas estaticas para especificar hosts o redes a través de la interfaz asociada que se ha configurado
para que usen las rutas.

Detalles de la configuracién de cluster de la interfaz de usuario por nodo

Puede verificar la configuracion del cluster para un nodo de almacenamiento después de
la configuracion del cluster y modificar el nombre de host del nodo.

La siguiente lista describe la configuracion del cluster para un nodo de almacenamiento indicado en la pagina
Configuracion del cluster de la interfaz de usuario por nodo. (https://<node IP>:442/hcc/node/
cluster-settings).

* Rol
El rol que tiene el nodo en el cluster. Los posibles valores son los siguientes:

o Storage: Nodo de almacenamiento o Fibre Channel.
o Management: Se trata de un nodo de gestion.

* Nombre de host
El nombre del nodo.
* Cluster
El nombre del cluster.
« Composicion de grupo
El estado del nodo. Los posibles valores son los siguientes:

> Available: El nodo no tienen ningiin nombre de cluster asociado y aun no forma parte de un cluster.

> Pending: Se ha configurado el nodo y se puede afiadir a un cluster designado. No es necesario
autenticarse para acceder al nodo.

o PendingActive: El sistema esta instalando el software compatible en el nodo. Cuando finalice, el nodo
se movera al estado Active.

o Active: El nodo participa en un cluster. Es necesario autenticarse para modificar el nodo.

* Version
La version del software Element que se ejecuta en el nodo.

* Ensemble
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Los nodos que forman parte del conjunto de base de datos.
* ID de nodo
El ID asignado cuando se afiade un nodo al cluster.
* Interfaz de cluster
La interfaz de red que se utiliza para la comunicacion del cluster.
* Interfaz de administracion
La interfaz de red de gestion. De forma predeterminada es Bond1G, pero también puede usar Bond10G.
* Interfaz de almacenamiento
La interfaz de red de almacenamiento que usa Bond10G.
» Capacidad de cifrado

Indica si el nodo admite el cifrado de unidad o no.

Ejecute las pruebas del sistema usando la interfaz de usuario por nodo

Es posible probar los cambios en los ajustes de red después de confirmar los cambios
en la configuracion de red. Es posible ejecutar las pruebas para garantizar que el nodo
de almacenamiento sea estable y que se pueda conectar sin ningun problema.

Inicid sesion en la interfaz de usuario por nodo del nodo de almacenamiento.

1. Haga clic en pruebas del sistema.

2. Haga clic en Ejecutar prueba junto a la prueba que desea ejecutar o seleccione Ejecutar todas las
pruebas.

@ La ejecucion de todas las operaciones de prueba puede llevar bastante tiempo y solo se
debe realizar segun lo indique el soporte de NetApp.

o Comprobar Ensemble conectado
Prueba y verifica la conectividad con un conjunto de bases de datos. De forma predeterminada, la
prueba utiliza el conjunto para el cluster con el que esta asociado el nodo. Como alternativa, puede
proporcionar un conjunto diferente para probar la conectividad.

o Test Connect Mvip
Hace ping en la direccion IP virtual de gestion especificada (MVIP) y, a continuacion, ejecuta una
llamada API sencilla a la MVIP para verificar la conectividad. De manera predeterminada, la prueba
utiliza la MVIP para el cluster con el que esta asociado el nodo.

o Test Connect SVIP

Hace ping en la direccion IP virtual de almacenamiento especificada (SVIP) mediante los paquetes del
protocolo de mensajes de control de Internet (ICMP) que coinciden con el tamafo de unidad de
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transmision maxima (MTU) establecido en el adaptador de red. Se conecta entonces con la SVIP
como un iniciador iISCSI. De forma predeterminada, la prueba utiliza la SVIP para el cluster con el que
esta asociado el nodo.

o Configuracion del hardware de prueba
Prueba que todas las configuraciones de hardware sean correctas, valida que las versiones de

firmware sean correctas y confirma que todas las unidades estén instaladas y se ejecuten
correctamente. Es lo mismo que las pruebas de fabrica.

@ Esta prueba consume muchos recursos y solo se debe ejecutar si lo solicita el soporte de
NetApp.

o Probar conectividad local

Prueba la conectividad con todos los otros nodos del cluster haciendo ping en la IP de cluster (CIP) en
cada nodo. Esta prueba solo se mostrara en un nodo si el nodo forma parte de un cluster activo.

> Probar grupo de localizacion
Valida que el nodo pueda localizar el cluster especificado en la configuracion del cluster.

> Probar configuracién de red
Verifica que la configuracion de red que se ha establecido coincide con la configuracion de red que se
esta usando en el sistema. Esta prueba no se realiza con la intencion de detectar errores en el
hardware cuando un nodo participa de forma activa en un cluster.

> Probar ping
Hace ping en una lista de hosts determinada o, si no se especifica ninguna, crea de forma dinamica
una lista de todos los nodos registrados en el cluster y hace ping en cada uno de ellos para establecer
una conectividad sencilla.

o Probar la conectividad remota
Prueba la conectividad con todos los nodos de clusteres emparejados de forma remota haciendo ping

en la IP de cluster (CIP) en cada nodo. Esta prueba solo se mostrara en un nodo si el nodo forma
parte de un cluster activo.

Ejecute las utilidades del sistema con la interfaz de usuario por nodo

Se puede usar la interfaz de usuario por nodo para el nodo de almacenamiento a fin de
crear o eliminar paquetes de soporte, restablecer la configuracion de las unidades y
reiniciar los servicios de red o de cluster.

Inicid sesion en la interfaz de usuario por nodo del nodo de almacenamiento.

1. Haga clic en Utilidades del sistema.

2. Haga clic en el botdn de la utilidad del sistema que desea ejecutar.
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@ Esta operacion provoca la pérdida temporal de conectividad de red.

Especifique los siguientes parametros:

= Accion: Las opciones incluyen reinicio y parada (apagado).

= Retraso en el reactivacion: En cualquier momento adicional antes de que el nodo vuelva a estar
online.

> Recopilar registros de nodos
Crea un paquete de soporte en el directorio /tmp/bundles del nodo.
Especifique los siguientes parametros:

= Bundle Name: Nombre Unico para cada paquete de soporte creado. Si no se proporciona ningun
nombre, "supportBundle" y el nombre de nodo se utilizan como nombre de archivo.

= Extra args: Este parametro se alimenta con el script sf_make_support_bundle. Este parametro solo
se debe usar si lo solicita el soporte de NetApp.

= Timeout Sec: Especifique el numero de segundos que se deben esperar para cada respuesta ping
individual.

o Borrar registros de nodos

Elimina todos los paquetes de soporte actuales del nodo que se crearon con Crear paquete de
soporte de cluster o el método API CreateSupportBundle.

o Restablecer las unidades

Inicializa las unidades y quita todos los datos que residen en ese momento en la unidad. Es posible
reutilizar la unidad en un nodo existente o en un nodo actualizado.

Especifique el siguiente parametro:

= Unidades: Lista de nombres de dispositivos (no drivelD) que se van a restablecer.

> Restablecer configuraciéon de red

Ayuda a resolver problemas de configuracién de red para un nodo individual y restablece la
configuracion de red de un nodo individual a la configuracién predeterminada de fabrica.

> Restablecer nodo
Restablece un nodo a la configuracion de fabrica. Todos los datos se quitan, pero la configuracion de

red del nodo se conserva durante esta operacién. Los nodos solo se pueden restablecer si no se han
asignado a un cluster y en estado disponible.

@ Cuando utiliza esta opcion, se eliminan del nodo todos los datos, paquetes
(actualizaciones de software), configuraciones y archivos de registro.

> Reinicie Networking

Reinicia todos los servicios de red de un nodo.

@ Esta operacion puede provocar la pérdida temporal de conectividad de red.
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o Reinicie Servicios

Reinicia los servicios del software Element en un nodo.

@ Esta operacion puede provocar una interrupcion temporal del servicio de los nodos.
Debe realizar esta operacién solo cuando lo indique el soporte de NetApp.

Especifique los siguientes parametros:

= Servicio: Nombre del servicio que se va a reiniciar.

= Accion: Accidn a realizar en el servicio. Las opciones incluyen inicio, parada y reinicio.

Trabaje con el nodo de gestion

Es posible usar el nodo de gestion (mNode) para actualizar los servicios del sistema,
gestionar los activos y la configuracion del cluster, ejecutar pruebas y utilidades del
sistema, configurar Active IQ para la supervisidon del sistema y habilitar el acceso al
soporte de NetApp para la solucién de problemas.

Como practica recomendada, solo asocie un nodo de gestion a una instancia de VMware
vCenter y evite definir los mismos recursos de almacenamiento y computacion o instancias de
vCenter en varios nodos de gestion.

Consulte "documentacion del nodo de gestion” si quiere mas informacion.

Comprender los niveles de llenado de clusteres

El cluster que ejecuta el software Element genera errores de cluster para advertir al
administrador de almacenamiento cuando se esta quedando sin capacidad el cluster.
Hay tres niveles de ocupacion del cluster, cada uno de los cuales se muestra en la
interfaz de usuario de NetApp Element: Warning, error y Critical.

El sistema usa el codigo de error BlockClusterFull para informar sobre el nivel de ocupacién del
almacenamiento en bloque de cluster. Puede ver los niveles de gravedad de ocupacion del cluster en la
pestafa Alerts de la interfaz de usuario de Element.

La siguiente lista incluye informacién sobre los niveles de gravedad de BlockClusterFull:

* Advertencia

Se trata de una advertencia que puede configurar el cliente y que aparece cuando la capacidad de
blogues del cluster se acerca al nivel de gravedad de error. De forma predeterminada, este nivel se

establece en el tres % por debajo del nivel de error y se puede ajustar a través de la interfaz de usuario y

la API de Element. Debe afiadir mas capacidad o liberar capacidad Lo antes posible..
* Error

Cuando el cluster presenta este estado, si se pierde un nodo, no habra suficiente capacidad en el cluster
para reconstruir la proteccién de datos de Double Helix. La creacion de los volimenes, los clones y las

snapshots se bloquea cuando el cluster esta en este estado. No es un estado seguro y no se recomienda

para ningun cluster. Debe anadir mas capacidad o liberar capacidad de inmediato.
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 Critico

Este error critico se ha producido porque se ha consumido el 100 % del cluster. Se trata de un estado de
solo lectura y no se puede realizar ninguna conexién iSCSI nueva con el cluster. Cuando se alcanza este
estado, debe liberar capacidad o afiadir mas de inmediato.

El sistema utiliza el codigo de error MetadataClusterFull para informar sobre la ocupacion del almacenamiento
de metadatos del cluster. Puede ver la ocupacion del almacenamiento de metadatos del cluster en la seccion
Cluster Capacity en la pagina Overview de la pestafia Reporting en la interfaz de usuario de Element.

En la siguiente lista, se incluye informacion acerca de los niveles de gravedad de MetadataClusterFull:
* Advertencia

Se trata de una advertencia que puede configurar el cliente y que aparece cuando la capacidad de datos
de metadatos del cluster se acerca al nivel de gravedad de error. De forma predeterminada, este nivel se
establece en el tres por ciento por debajo del nivel de error y se puede ajustar a través de la API de
Element. Debe afiadir mas capacidad o liberar capacidad Lo antes posible..

e Error

Cuando el cluster presenta este estado, si se pierde un nodo, no habra suficiente capacidad en el cluster
para reconstruir la proteccion de datos de Double Helix. La creacidn de los volumenes, los clones y las
snapshots se bloquea cuando el cluster esta en este estado. No es un estado seguro y no se recomienda
para ningun cluster. Debe afiadir mas capacidad o liberar capacidad de inmediato.

* Critico
Este error critico se ha producido porque se ha consumido el 100 % del cluster. Se trata de un estado de

solo lectura y no se puede realizar ninguna conexién iISCSI nueva con el cluster. Cuando se alcanza este
estado, debe liberar capacidad o anadir mas de inmediato.

@ Lo siguiente se aplica a los umbrales de cluster de dos nodos:

* El error de ocupaciéon de metadatos esta un 20% por debajo de critico.

* El error de ocupacion de los bloques es 1 unidad de bloque (incluida la capacidad desaprovechada) que
se encuentra por debajo de la crucial. Esto significa que vale de dos unidades de bloque la capacidad por
debajo de la critica.
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