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Proteja sus datos

Proteja sus datos

El software NetApp Element permite proteger los datos de diversos modos con
funcionalidades como copias de Snapshot de volúmenes o grupos de volúmenes
individuales, replicación entre clústeres y volúmenes que se ejecutan en Element y
replicación en sistemas ONTAP.

• Instantáneas

La protección de datos con Snapshot replica los datos modificados en momentos específicos a un clúster
remoto. Solo se replican las copias de Snapshot que se crean en el clúster de origen. No se producen las
escrituras activas del volumen de origen.

Use copias Snapshot de volumen para la protección de datos

• Replicación remota entre clústeres y volúmenes que se ejecutan en Element

Es posible replicar datos de volúmenes de forma síncrona o asíncrona desde un clúster de una pareja de
clústeres, tanto en ejecución en Element para los escenarios de conmutación por error y conmutación tras
recuperación.

Llevar a cabo la replicación remota entre los clústeres que ejecutan el software NetApp Element

• Replicación entre clústeres de Element y ONTAP mediante tecnología SnapMirror

Con la tecnología SnapMirror de NetApp, puede replicar copias de Snapshot que se hayan realizado
utilizando Element en ONTAP con fines de recuperación ante desastres. En una relación de SnapMirror,
Element es un extremo y ONTAP es el otro.

Use la replicación de SnapMirror entre clústeres de Element y ONTAP

• Copia de seguridad y restauración de volúmenes desde almacenes de objetos SolidFire, S3 o Swift

Es posible realizar backups y restaurar volúmenes en otro almacenamiento de SolidFire, así como en
almacenes de objetos secundarios que sean compatibles con OpenStack Swift o Amazon S3.

Realizar backups y restaurar volúmenes en almacenes de objetos SolidFire, S3 o Swift

Si quiere más información

• "Documentación de SolidFire y el software Element"

• "Plugin de NetApp Element para vCenter Server"

Use copias Snapshot de volumen para la protección de
datos
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Use copias Snapshot de volumen para la protección de datos

Una copia de Snapshot de volumen es una copia de un momento específico de un
volumen. Puede realizar una copia de Snapshot de un volumen y usarla más adelante si
se tiene que revertir un volumen al estado que tenía en el momento de creación de la
copia de Snapshot.

Las copias Snapshot son similares a los clones de volúmenes. No obstante, las copias de Snapshot son
réplicas de los metadatos del volumen, por lo que no es posible montarlas ni escribir en ellas. Además, para
crear una copia de Snapshot de volumen, solo se requiere una pequeña cantidad de espacio y recursos del
sistema, lo cual es más rápido crear una copia de Snapshot que clonar.

Es posible realizar una copia de Snapshot de un volumen individual o un conjunto de volúmenes.

Opcionalmente, replique las snapshots en un clúster de remoto y utilícelos como copia de backup del
volumen. Gracias a ello, es posible revertir un volumen a un momento específico mediante la copia de
Snapshot replicada. Como alternativa, es posible crear un clon de un volumen a partir de una copia de
Snapshot replicada.

Obtenga más información

• Use copias de Snapshot de volumen individuales para la protección de datos

• El uso de copias de Snapshot de grupo para la tarea de protección de datos

• Programar una copia de Snapshot

Use copias de Snapshot de volumen individuales para la protección de datos

Use copias de Snapshot de volumen individuales para la protección de datos

Una copia de Snapshot de volumen es una copia de un momento específico de un
volumen. Se puede usar un volumen individual en lugar de un grupo de volúmenes para
la copia de Snapshot.

Obtenga más información

• Cree una copia de Snapshot de volumen

• Editar la retención de snapshot

• Eliminar una copia de Snapshot

• Clonar un volumen a partir de una copia de Snapshot

• Revertir un volumen a una copia de Snapshot

• Realizar backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3

• Realizar backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift

• Realizar backups de una copia de Snapshot de volumen en un clúster de SolidFire

Cree una copia de Snapshot de volumen

Se puede crear una copia de Snapshot de un volumen activo para conservar la imagen
del volumen en un momento determinado. Es posible crear hasta 32 copias de Snapshot
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de un solo volumen.

1. Haga clic en Administración > volúmenes.

2. Haga clic en el icono acciones del volumen que desea utilizar para la instantánea.

3. En el menú que se abre, seleccione Snapshot.

4. En el cuadro de diálogo Crear instantánea del volumen, introduzca el nuevo nombre de instantánea.

5. Opcional: Active la casilla de verificación incluir instantánea en la replicación cuando se empareja
para asegurarse de que la instantánea se captura en la replicación cuando el volumen principal está
emparejado.

6. Para configurar la retención de la copia de Snapshot, seleccione una de las siguientes opciones:

◦ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.

◦ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para elegir un
período de tiempo durante el cual el sistema retendrá la instantánea.

7. Para crear una sola snapshot de forma inmediata, realice los siguientes pasos:

a. Haga clic en tomar instantánea ahora.

b. Haga clic en  Crear Snapshot.

8. Para programar que la copia de Snapshot se ejecute en el futuro, realice los siguientes pasos:

a. Haga clic en Crear programación Snapshot.

b. Introduzca un Nuevo nombre de programa.

c. Seleccione un Tipo de programación de la lista.

d. Opcional: Active la casilla de verificación Programación periódica para repetir periódicamente la
instantánea programada.

e. Haga clic en Crear programación.

Obtenga más información

Programar una copia de Snapshot

Editar la retención de snapshot

Puede cambiar el período de retención de una snapshot y determinar si el sistema
elimina las snapshots y cuándo. El período de retención que se especifica comienza
cuando se introduce el nuevo intervalo. Cuando se establece un período de retención, se
puede seleccionar un período que comience en ese mismo momento (la retención no se
calcula a partir del momento de creación de la copia de Snapshot). Los intervalos se
pueden especificar en minutos, horas y días.

Pasos

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en el icono acciones de la instantánea que desea editar.

3. En el menú que se abre, haga clic en Editar.

4. Opcional: Active la casilla de verificación  incluir instantánea en la replicación cuando se empareje
para asegurarse de que la instantánea se capture en la replicación cuando el volumen primario se
empareje.
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5. Opcional: Seleccione una opción de retención para la instantánea:

◦ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.

◦ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para
seleccionar un período de tiempo durante el cual el sistema retendrá la instantánea.

6. Haga clic en Guardar cambios.

Eliminar una copia de Snapshot

Es posible eliminar una copia de Snapshot de volumen de un clúster de almacenamiento
donde se ejecuta el software Element. Cuando se elimina una copia de Snapshot, el
sistema la quita de forma inmediata.

Es posible eliminar del clúster de origen copias de Snapshot que se están replicando. Si una snapshot se está
sincronizando en el clúster de destino cuando se la elimina, se completa la replicación sincrónica y la
snapshot se elimina del clúster de origen. La copia de Snapshot no se elimina del clúster de destino.

También es posible eliminar del clúster de destino las copias de Snapshot que se hayan replicado en el
destino. La copia de Snapshot eliminada se guarda en una lista de copias de Snapshot eliminadas en el
destino hasta que el sistema detecta que se ha eliminado la copia de Snapshot en el clúster de origen.
Cuando el destino detecta que se ha eliminado la copia de Snapshot de origen, el destino detiene la
replicación de la copia de Snapshot.

Cuando se elimina una snapshot del clúster de origen, la snapshot del clúster de destino no se ve afectada (lo
contrario también aplica).

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en el icono acciones de la instantánea que desea eliminar.

3. En el menú que se abre, seleccione Eliminar.

4. Confirme la acción.

Clonar un volumen a partir de una copia de Snapshot

Es posible crear un nuevo volumen a partir de una copia de Snapshot de un volumen. En
ese caso, el sistema utiliza la información de la copia de Snapshot para clonar un
volumen nuevo con los datos que contenía el volumen en el momento en el que se creó
la copia de Snapshot. En este proceso se almacena información sobre otras copias de
Snapshot del volumen en el volumen que se acaba de crear.

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en el icono acciones de la instantánea que desee utilizar para la clonación de volumen.

3. En el menú que se abre, haga clic en Clone Volume from Snapshot.

4. Introduzca un Nombre de volumen en el cuadro de diálogo Clonar volumen desde Snapshot.

5. Seleccione una Tamaño total y unidades de tamaño para el nuevo volumen.

6. Seleccione un tipo Access para el volumen.

7. Seleccione una cuenta de la lista para asociarla con el nuevo volumen.

8. Haga clic en Iniciar clonación.

4



Revertir un volumen a una copia de Snapshot

Siempre que lo desee, es posible revertir un volumen a una snapshot anterior. De este
modo se revierten los cambios que se hayan hecho al volumen desde el momento de la
creación de la snapshot.

Pasos

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en el icono acciones de la instantánea que desee utilizar para la reversión de volumen.

3. En el menú que se abre, seleccione revertir volumen a instantánea.

4. Opcional: para guardar el estado actual del volumen antes de retroceder a la instantánea:

a. En el cuadro de diálogo revertir a instantánea, seleccione Guardar estado actual del volumen
como instantánea.

b. Escriba un nombre para la snapshot nueva.

5. Haga clic en revertir Snapshot.

Realice un backup de una copia de Snapshot de volumen

Realice un backup de una copia de Snapshot de volumen

La función integrada de backup se puede usar para realizar un backup de una copia de
Snapshot de volumen. Es posible realizar backups de snapshots de un clúster de
SolidFire en un almacén de objetos externo o en otro clúster de SolidFire. Cuando se
crea un backup de una copia de Snapshot en un almacén de objetos externo, debe
haber una conexión con el almacén de objetos que permita realizar operaciones de
lectura y escritura.

• "Realice backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3"

• "Realice backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift"

• "Realice backups de una copia de Snapshot de volumen en un clúster de SolidFire"

Realice backups de una copia de Snapshot de volumen en un almacén de objetos Amazon S3

Es posible realizar backups de snapshots de SolidFire en almacenes de objetos externos
que sean compatibles con Amazon S3.

1. Haga clic enProtección de datos > Snapshots.

2. Haga clic en el icono acciones de la instantánea de la que desea realizar la copia de seguridad.

3. En el menú que se abre, haga clic en copia de seguridad en.

4. En el cuadro de diálogo copia de seguridad integrada en copia de seguridad a, seleccione S3.

5. Seleccione una opción en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.
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7. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.

8. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.

9. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.

10. Opcional: Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo etiqueta de nombre.

11. Haga clic en Iniciar lectura.

Realice backups de una copia de Snapshot de volumen en un almacén de objetos OpenStack Swift

Es posible realizar backups de snapshots de SolidFire en almacenes de objetos
secundarios que sean compatibles con OpenStack Swift.

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en el icono acciones de la instantánea de la que desea realizar la copia de seguridad.

3. En el menú que se abre, haga clic en copia de seguridad en.

4. En el cuadro de diálogo Backup integrado, en Backup to, seleccione Swift.

5. Seleccione una opción en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca una URL para acceder al almacén de objetos.

7. Introduzca un Nombre de usuario para la cuenta.

8. Introduzca clave de autenticación para la cuenta.

9. Introduzca el contenedor en el que desea almacenar la copia de seguridad.

10. Opcional: Introduzca una etiqueta de nombre.

11. Haga clic en Iniciar lectura.

Realice backups de una copia de Snapshot de volumen en un clúster de SolidFire

Puede realizar backups de snapshots de volumen que residen en un clúster de SolidFire
en un clúster de SolidFire remoto.

Debe confirmar que los clústeres de origen y destino están emparejados.

Cuando se crea un backup o se restaura de un clúster a otro, el sistema genera una clave que se debe usar
como autenticación entre los clústeres. Con esta clave de escritura masiva de volúmenes, el clúster de origen
puede autenticarse con el clúster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
en el volumen de destino. Como parte del proceso de backup o restauración, debe generar una clave de
escritura masiva de volúmenes desde el volumen de destino antes de iniciar la operación.

1. En el clúster de destino, haga clic en Administración > volúmenes.

2. Haga clic en el icono acciones del volumen de destino.

3. En el menú que se abre, haga clic en Restaurar de.

4. En el cuadro de diálogo Restauración integrada, en Restaurar de, seleccione SolidFire.

5. Seleccione un formato de datos en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.
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◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Haga clic en generar clave.

7. Copie la clave del cuadro Bulk Volume Write Key en el portapapeles.

8. En el clúster de origen, haga clic en Protección de datos > instantáneas.

9. Haga clic en el icono Actions de la snapshot que quiera usar para el backup.

10. En el menú que se abre, haga clic en copia de seguridad en.

11. En el cuadro de diálogocopia de seguridad integrada, en copia de seguridad en, seleccione SolidFire.

12. Seleccione el mismo formato de datos que haya seleccionado anteriormente en el campo Formato de
datos.

13. Introduzca la dirección IP virtual de administración del clúster del volumen de destino en el campo Remote
Cluster MVIP.

14. Introduzca el nombre de usuario del clúster remoto en el campo Nombre de usuario del clúster remoto.

15. Introduzca la contraseña del clúster remoto en el campo Remote Cluster Password.

16. En el campo Bulk Volume Write Key, pegue la clave que ha generado en el clúster de destino
anteriormente.

17. Haga clic en Iniciar lectura.

Utilice copias Snapshot de grupo para la protección de datos

El uso de copias de Snapshot de grupo para la tarea de protección de datos

Se puede crear una copia de Snapshot de grupo de un conjunto relacionado de
volúmenes para conservar una copia de un momento específico de los metadatos de
cada volumen. La snapshot de grupo se puede usar más adelante como un backup o
una reversión para restaurar el estado del grupo de volúmenes en un estado anterior.

Obtenga más información

• Crear una copia de Snapshot de grupo

• Editar copias de Snapshot de grupo

• Editar los miembros de la copia de Snapshot de grupo

• Eliminar una copia de Snapshot de grupo

• Revertir volúmenes a una copia de Snapshot de grupo

• Clone varios volúmenes

• Clone varios volúmenes a partir de una copia de Snapshot de grupo

Detalles de la copia de Snapshot de grupo

En la página Group Snapshots de la pestaña Data Protection, se proporciona
información sobre las snapshots de grupo.

• ID

El ID que genera el sistema para la copia de Snapshot de grupo.
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• UUID

El ID único de la copia de Snapshot de grupo.

• Nombre

El nombre definido por el usuario para la snapshot de grupo.

• Crear tiempo

La hora en la que se ha creado la snapshot de grupo.

• Estado

El estado actual de la copia de Snapshot de grupo. Los posibles valores son los siguientes:

◦ Preparing: La copia de Snapshot se está preparando para poder usarla y aún no se puede escribir en
ella.

◦ Done: Esta snapshot se ha terminado de preparar y se puede usar.

◦ Active: La snapshot es la rama activa.

• # volúmenes

El número de volúmenes en el grupo.

• Mantener hasta

La fecha y la hora en las que se eliminó la copia de Snapshot.

• Replicación remota

Indica si la snapshot se habilita para la replicación en un clúster de SolidFire remoto. Los posibles valores
son los siguientes:

◦ Enabled: La snapshot está habilitada para la replicación remota.

◦ Disabled: La snapshot no está habilitada para la replicación remota.

Crear una copia de Snapshot de grupo

Puede crear una snapshot de un grupo de volúmenes, así como planificar snapshots de
grupo para automatizarlas. Una copia de Snapshot de grupo puede realizar copias de
forma constante de hasta 32 volúmenes a la vez.

Pasos

1. Haga clic en Administración > volúmenes.

2. Use las casillas para seleccionar varios volúmenes de un grupo de volúmenes.

3. Haga clic en acciones masivas.

4. Haga clic en instantánea de grupo.

5. Introduzca un nombre de snapshot de grupo nuevo en el cuadro de diálogo Create Group Snapshot of
Volumes.

6. Opcional: Active la casilla de verificación incluir cada miembro de instantánea de grupo en
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replicación cuando se empareja para asegurarse de que cada instantánea se captura en la replicación
cuando el volumen principal está emparejado.

7. Seleccione una opción de retención para la copia de Snapshot de grupo:

◦ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.

◦ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para elegir un
período de tiempo durante el cual el sistema retendrá la instantánea.

8. Para crear una sola snapshot de forma inmediata, realice los siguientes pasos:

a. Haga clic en tomar instantánea de grupo ahora.

b. Haga clic en Crear instantánea de grupo.

9. Para programar que la copia de Snapshot se ejecute en el futuro, realice los siguientes pasos:

a. Haga clic en Crear programación Snapshot de grupo.

b. Introduzca un Nuevo nombre de programa.

c. Seleccione un Tipo de programación de la lista.

d. Opcional: Active la casilla de verificación Programación periódica para repetir periódicamente la
instantánea programada.

e. Haga clic en Crear programación.

Editar copias de Snapshot de grupo

La configuración de la replicación y la retención se puede editar para las snapshots de
grupos existentes.

1. Haga clic en Protección de datos > instantáneas de grupo.

2. Haga clic en el icono Actions de la snapshot de grupo que quiera editar.

3. En el menú que se abre, seleccione Editar.

4. Opcional: para cambiar la configuración de replicación de la instantánea de grupo:

a. Haga clic en Editar junto a replicación actual.

b. Active la casilla de verificación incluir cada miembro de Snapshot de grupo en replicación cuando
se empareja para asegurarse de que cada instantánea se capture en la replicación cuando el
volumen primario esté emparejado.

5. Opcional: para cambiar la configuración de retención de la instantánea de grupo, seleccione una de las
siguientes opciones:

a. Haga clic en Editar junto a retención actual.

b. Seleccione una opción de retención para la copia de Snapshot de grupo:

▪ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.

▪ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para
elegir un período de tiempo durante el cual el sistema retendrá la instantánea.

6. Haga clic en Guardar cambios.

Eliminar una copia de Snapshot de grupo

Es posible eliminar una copia de Snapshot de grupo del sistema. Cuando se elimina la
copia de Snapshot de grupo, se puede elegir si se eliminarán todas las copias de
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Snapshot asociadas al grupo o si se retendrán como copias de Snapshot individuales.

Si elimina un volumen o una copia de Snapshot que forma parte de una copia de Snapshot de grupo, no se
puede revertir a la copia de Snapshot de grupo. Sin embargo, se puede revertir a cada volumen de forma
individual.

1. Haga clic en Protección de datos > instantáneas de grupo.

2. Haga clic en el icono Actions de la snapshot que quiera eliminar.

3. En el menú que se abre, haga clic en Eliminar.

4. Seleccione una de las siguientes opciones en el cuadro de diálogo de confirmación:

◦ Haga clic en Eliminar instantánea de grupo Y todos los miembros de instantánea de grupo para
eliminar la instantánea de grupo y todas las instantáneas de miembro.

◦ Haga clic en retener miembros de instantánea de grupo como instantáneas individuales para
eliminar la instantánea de grupo pero conservar todas las instantáneas de miembro.

5. Confirme la acción.

Revertir volúmenes a una copia de Snapshot de grupo

Siempre que lo desee, puede revertir un grupo de volúmenes a una snapshot de grupo.

Cuando se restaura un grupo de volúmenes, todos los volúmenes del grupo se restauran con el estado que
tenían en el momento en que se creó la snapshot de grupo. La reversión también restaura el tamaño
registrado en la snapshot original de los volúmenes. Si el sistema ha purgado un volumen, todas las copias de
Snapshot de dicho volumen se eliminan durante la purga. Por ello, el sistema no restaura ninguna de las
copias de Snapshot de volumen eliminadas.

1. Haga clic en Protección de datos > instantáneas de grupo.

2. Haga clic en el icono Actions de la snapshot de grupo que desee usar para revertir el volumen.

3. En el menú que se abre, seleccione revertir volúmenes a Group Snapshot.

4. Opcional: Para guardar el estado actual de los volúmenes antes de revertir a la instantánea:

a. En el cuadro de diálogo revertir a instantánea, seleccione Guardar volúmenes' Estado actual
como una instantánea de grupo.

b. Escriba un nombre para la snapshot nueva.

5. Haga clic en revertir Snapshot de grupo.

Editar miembros de la copia de Snapshot de grupo

La configuración de retención se puede editar para los miembros de una copia de
Snapshot de grupo existente.

1. Haga clic en Protección de datos > instantáneas.

2. Haga clic en la ficha Miembros.

3. Haga clic en el icono Actions del miembro de la snapshot de grupo que desea editar.

4. En el menú que se abre, seleccione Editar.

5. Para cambiar la configuración de replicación de la snapshot, seleccione una de las siguientes opciones:

◦ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.
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◦ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para elegir un
período de tiempo durante el cual el sistema retendrá la instantánea.

6. Haga clic en Guardar cambios.

Clone varios volúmenes

Es posible crear varios clones de volúmenes en una única operación para crear una
copia de los datos de un momento específico en un grupo de volúmenes.

Cuando se clona un volumen, el sistema crea una copia Snapshot del volumen y, a continuación, crea un
nuevo volumen a partir de los datos de la copia. Es posible montar el nuevo clon de volumen y escribir en él.
El clonado de varios volúmenes es un proceso asíncrono cuya duración puede variar en función del tamaño y
el número de volúmenes que se van a clonar.

El tamaño del volumen y la carga del clúster actual influirán en el tiempo que se necesite para completar una
operación de clonado.

Pasos

1. Haga clic en Administración > volúmenes.

2. Haga clic en la ficha activo.

3. Use las casillas para seleccionar varios volúmenes con el fin de crear un grupo de volúmenes.

4. Haga clic en acciones masivas.

5. Haga clic en Clonar en el menú que aparece.

6. Introduzca un * prefijo de nombre de nuevo volumen* en el cuadro de diálogo Clonar varios volúmenes.

El prefijo se aplica a todos los volúmenes del grupo.

7. Opcional: Seleccione otra cuenta a la que pertenecerá el clon.

Si no selecciona ninguna cuenta, el sistema asignará los nuevos volúmenes a la cuenta de volumen
actual.

8. Opcional: Seleccione un método de acceso diferente para los volúmenes del clon.

Si no selecciona ninguno, el sistema usará el acceso de volumen actual.

9. Haga clic en Iniciar clonación.

Clonar varios volúmenes a partir de una copia de Snapshot de grupo

Es posible clonar un grupo de volúmenes desde una copia de Snapshot de grupo
específica. Esta operación requiere la existencia de una snapshot de grupo de los
volúmenes, puesto que la snapshot de grupo sirve como base para crear los volúmenes.
Después de crear los volúmenes, es posible usarlos como cualquier otro volumen del
sistema.

El tamaño del volumen y la carga del clúster actual influirán en el tiempo que se necesite para completar una
operación de clonado.

1. Haga clic en Protección de datos > instantáneas de grupo.
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2. Haga clic en el icono Actions de la snapshot de grupo que desee usar para los clones de volúmenes.

3. En el menú que se abre, seleccione Clonar volúmenes desde Group Snapshot.

4. Introduzca un * prefijo de nombre de nuevo volumen* en el cuadro de diálogo Clonar volúmenes desde
Snapshot de grupo.

El prefijo se aplica a todos los volúmenes que se creen a partir de la copia de Snapshot de grupo.

5. Opcional: Seleccione otra cuenta a la que pertenecerá el clon.

Si no selecciona ninguna cuenta, el sistema asignará los nuevos volúmenes a la cuenta de volumen
actual.

6. Opcional: Seleccione un método de acceso diferente para los volúmenes del clon.

Si no selecciona ninguno, el sistema usará el acceso de volumen actual.

7. Haga clic en Iniciar clonación.

Programar una copia de Snapshot

Programar una copia de Snapshot

Se pueden proteger datos en un volumen o un grupo de volúmenes mediante la
programación de copias de Snapshot de volumen para que se produzcan en intervalos
concretos. Se pueden programar las copias de Snapshot de un solo volumen o las
copias de Snapshot de grupo para que se ejecuten automáticamente.

Cuando se configura una programación de Snapshot, se puede elegir entre intervalos de tiempo basados en
los días de la semana o los días del mes. También es posible especificar los días, las horas y los minutos
antes de que se produzca la siguiente copia de Snapshot. Las snapshots resultantes se pueden almacenar en
un sistema de almacenamiento de remoto si el volumen se está replicando.

Obtenga más información

• Crear una programación de Snapshot

• Editar una programación de Snapshot

• Eliminar una programación de Snapshot

• Copiar una programación de Snapshot

Detalles de la programación de Snapshot

En la página Data Protection > Schedules, puede ver la siguiente información en la lista
de programaciones de snapshots.

• ID

El ID que genera el sistema para la copia de Snapshot.

• Tipo

El tipo de programación. Actualmente, Snapshot es el único tipo admitido.
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• Nombre

El nombre que se le dio a la programación cuando se creó. Los nombres de las programaciones de
snapshots pueden tener hasta 223 caracteres y contener a-z, 9 y guion (-).

• Frecuencia

La frecuencia con la que se ejecuta la programación. La frecuencia se puede establecer en horas y
minutos, semanas o meses.

• Recurrente

Indicación de si el programa se ejecutará sólo una vez o a intervalos regulares.

• Pausado manualmente

Indica si la programación se pausó manualmente o no.

• ID de volumen

El ID del volumen que usará la programación cuando se ejecute.

• Última ejecución

La última vez que se ejecutó la programación.

• Estado de la última ejecución

El resultado de la última ejecución de la programación. Los posibles valores son los siguientes:

◦ Correcto

◦ Fallo

Crear una programación de Snapshot

Se puede programar la ejecución automática de una copia de Snapshot de un volumen o
de varios volúmenes en intervalos concretos.

Cuando se configura una programación de Snapshot, se puede elegir entre intervalos de tiempo basados en
los días de la semana o los días del mes. Igualmente, se puede crear una programación recurrente y
especificar los días, las horas y los minutos antes de que se ejecute la siguiente snapshot.

Si se programa la ejecución de una copia de Snapshot en un período que no sea divisible entre 5 minutos, la
copia de Snapshot se ejecutará en el siguiente período que lo sea 5. Por ejemplo, si se programa la ejecución
de una copia de Snapshot a las 12:42:00 UTC, se realizará a las 12:45:00 UTC. No se podrá programar la
ejecución de una copia de Snapshot en intervalos inferiores a 5 minutos.

A partir de Element 12.5, puede habilitar la creación de serie y seleccionar si desea conservar las
instantáneas en la interfaz de usuario del primero en primero en salir (FIFO).

• La opción Activar creación de serie especifica que sólo se replica una instantánea a la vez. Se produce
un error al crear una nueva snapshot cuando aún hay una replicación de snapshot anterior en curso. Si no
se selecciona la casilla de comprobación, se permite la creación de una snapshot cuando aún hay otra
replicación de snapshot en curso.
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• La opción FIFO añade la capacidad de retener un número consistente de las últimas instantáneas.
Cuando se selecciona la casilla de verificación, las instantáneas se conservan en base a FIFO. Una vez
que la cola de instantáneas FIFO alcanza su profundidad máxima, la instantánea FIFO más antigua se
descarta cuando se inserta una nueva instantánea FIFO.

Pasos

1. Seleccione Protección de datos > programas.

2. Seleccione Crear programación.

3. En el campo ID de volumen CSV, introduzca un ID de volumen único o una lista separada por comas con
los ID de volumen que desea incluir en la operación de instantánea.

4. Introduzca un nombre de programación nuevo.

5. Seleccione un tipo de programación y establezca la programación entre las opciones proporcionadas.

6. Opcional: Seleccione Recurring Schedule para repetir la programación de la instantánea de forma
indefinida.

7. Opcional: Escriba un nombre para la nueva instantánea en el campo Nuevo nombre de instantánea.

Si se deja el campo vacío, el sistema usará como nombre la hora y la fecha de la creación de la copia de
Snapshot.

8. Opcional: Active la casilla de verificación incluir instantáneas en replicación cuando se empareja para
asegurarse de que las instantáneas se capturan en la replicación cuando el volumen principal está
emparejado.

9. Opcional: Active la casilla de verificación Activar creación de serie para asegurarse de que sólo se
replica una instantánea a la vez.

10. Para configurar la retención de la snapshot, seleccione una de las siguientes opciones:

◦ Opcional: Active la casilla de verificación FIFO (primero en salir) para conservar un número
coherente de las últimas instantáneas.

◦ Seleccione mantener siempre para conservar la instantánea en el sistema indefinidamente.

◦ Seleccione establecer período de retención y utilice los cuadros de número de fecha para elegir un
período de tiempo durante el cual el sistema retendrá la instantánea.

11. Seleccione Crear programación.

Editar una programación de Snapshot

Puede modificar las programaciones de Snapshot que ya tenga. Después de
modificarlas, la próxima vez que se ejecute la programación, se utilizarán los atributos
actualizados. Las copias de Snapshot que se crean con la programación original siguen
en el sistema de almacenamiento.

Pasos

1. Haga clic en Protección de datos > programas.

2. Haga clic en el icono acciones de la programación que desea cambiar.

3. En el menú que se abre, haga clic en Editar.

4. En el campo ID de volumen CSV, modifique el ID de volumen único o la lista separada por comas de los
ID de volumen actualmente incluidos en la operación de instantánea.
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5. Para pausar o reanudar la programación, seleccione una de las siguientes opciones:

◦ Para pausar una programación activa, seleccione Sí en la lista Pausa manual.

◦ Para reanudar una programación pausada, seleccione no en la lista Pausa Manual.

6. Introduzca otro nombre para la programación en el campo Nombre de programación nuevo si lo desea.

7. Para cambiar la programación para que se ejecute en distintos días de la semana o del mes, seleccione
Tipo de programación y cambie la programación de las opciones proporcionadas.

8. Opcional: Seleccione Recurring Schedule para repetir la programación de la instantánea de forma
indefinida.

9. Opcional: Introduzca o modifique el nombre de la nueva instantánea en el campo Nuevo nombre de
instantánea.

Si se deja el campo vacío, el sistema usará como nombre la hora y la fecha de la creación de la copia de
Snapshot.

10. Opcional: Active la casilla de verificación incluir instantáneas en replicación cuando se empareja para
asegurarse de que las instantáneas se capturan en la replicación cuando el volumen principal está
emparejado.

11. Para cambiar la configuración de retención, seleccione una de las siguientes opciones:

◦ Haga clic en mantener siempre para conservar la instantánea en el sistema indefinidamente.

◦ Haga clic en establecer período de retención y utilice los cuadros de número de fecha para
seleccionar un período de tiempo durante el cual el sistema retendrá la instantánea.

12. Haga clic en Guardar cambios.

Copiar una programación de Snapshot

Puede copiar una programación y mantener sus atributos actuales.

1. Haga clic en Protección de datos > programas.

2. Haga clic en el icono Actions de la programación que quiera copiar.

3. En el menú que se abre, haga clic en hacer una copia.

Aparece el cuadro de diálogo Crear programación, con los atributos actuales de la programación.

4. Opcional: Introduzca un nombre y atributos actualizados para la nueva programación.

5. Haga clic en Crear programación.

Eliminar una programación de Snapshot

Es posible eliminar programaciones de Snapshot. Después de eliminar una
programación, no se ejecutan las siguientes copias de Snapshot programadas. Las
copias de Snapshot creadas con la programación permanecen en el sistema de
almacenamiento.

1. Haga clic en Protección de datos > programas.

2. Haga clic en el icono acciones de la programación que desea eliminar.

3. En el menú que se abre, haga clic en Eliminar.
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4. Confirme la acción.

Llevar a cabo la replicación remota entre los clústeres que
ejecutan el software NetApp Element

Llevar a cabo la replicación remota entre los clústeres que ejecutan el software
NetApp Element

Para los clústeres que ejecutan el software Element, la replicación en tiempo real permite
la creación rápida de copias remotas de datos de volumen. Un clúster de
almacenamiento se puede emparejar con hasta otros cuatro clústeres de
almacenamiento. Es posible replicar datos de volúmenes de forma síncrona o asíncrona
desde un clúster de una pareja de clústeres para escenarios de conmutación por error y
conmutación tras recuperación.

El proceso de replicación incluye los siguientes pasos:

• "Planifique el emparejamiento de clústeres y volúmenes para la replicación en tiempo real"

• "Emparejar clústeres para la replicación"

• "Emparejar volúmenes"

• "Validar la replicación de volúmenes"

• "Eliminar una relación de volumen después de la replicación"

• "Gestionar relaciones de volumen"

Planifique el emparejamiento de clústeres y volúmenes para la replicación en
tiempo real

La replicación remota en tiempo real requiere emparejar dos clústeres de
almacenamiento que ejecutan el software Element, emparejar volúmenes en cada clúster
y validar la replicación. Una vez que se completa la replicación, se debe eliminar la
relación de volumen.

Lo que necesitará

• Debe tener privilegios de administrador del clúster en uno de los clústeres que se está emparejando, o en
ambos.

• Todas las direcciones IP de nodos en las redes de gestión y almacenamiento para los clústeres
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emparejados se deben enrutar entre sí.

• La MTU de todos los nodos emparejados debe ser la misma y debe ser compatible entre clústeres de un
extremo a otro.

• Ambos clústeres de almacenamiento deben tener nombres de clúster únicos, MVIP, SVIP y todas las
direcciones IP de los nodos.

• La diferencia entre las versiones del software Element en los clústeres no debe ser superior a la versión
principal. Si la diferencia es superior, se debe actualizar uno de los clústeres para ejecutar la replicación
de datos.

NetApp no ha autorizado los dispositivos aceleradores WAN para usarlos al replicar datos.
Estos dispositivos pueden interferir con la compresión y la deduplicación si se implementan
entre dos clústeres que están replicando datos. Asegúrese de autorizar por completo los
efectos de cualquier dispositivo acelerador WAN antes de implementarlo en un entorno de
producción.

Obtenga más información

• Emparejar clústeres para la replicación

• Emparejar volúmenes

• Asigne un origen y un destino de replicación a los volúmenes emparejados

Emparejar clústeres para la replicación

Emparejar clústeres para la replicación

Debe emparejar dos clústeres como primer paso para utilizar la funcionalidad de
replicación en tiempo real. Después de emparejar y conectar dos clústeres, es posible
configurar volúmenes activos en un clúster para que se repliquen continuamente en un
segundo clúster; esto proporciona protección de datos continua (CDP).

Lo que necesitará

• Debe tener privilegios de administrador del clúster en uno de los clústeres que se está emparejando, o en
ambos.

• Todos los MIPs y SIPs de nodos están enrutados entre sí.

• Debe haber menos de 2000 ms de latencia de ida y vuelta entre clústeres.

• Ambos clústeres de almacenamiento deben tener nombres de clúster únicos, MVIP, SVIP y todas las
direcciones IP de los nodos.

• La diferencia entre las versiones del software Element en los clústeres no debe ser superior a la versión
principal. Si la diferencia es superior, se debe actualizar uno de los clústeres para ejecutar la replicación
de datos.

El emparejamiento de clústeres requiere una conectividad completa entre los nodos en la red
de gestión. La replicación requiere conectividad entre los nodos individuales en la red de
clústeres de almacenamiento.

Un clúster se puede emparejar con hasta otros cuatro clústeres para replicar volúmenes. De igual manera, los
clústeres que pertenecen a un grupo de clústeres se pueden emparejar entre sí.
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Emparejar clústeres con la MVIP o una clave de emparejamiento

Es posible emparejar un clúster de origen y de destino mediante la dirección MVIP de un clúster de destino si
ambos clústeres ofrece acceso de administrador de clúster. Si solo un clúster en una pareja de clústeres
ofrece acceso de administrador del clúster, se puede usar una clave de emparejamiento en el clúster de
destino para completar el emparejamiento de clústeres.

1. Seleccione uno de los siguientes métodos para emparejar clústeres:

◦ "Emparejar clústeres con la MVIP"Utilice este método si existe acceso de administrador de clúster a
ambos clústeres. Este método utiliza el MVIP del clúster remoto para emparejar dos clústeres.

◦ "Emparejar clústeres con una clave de emparejamiento"Utilice este método si solo uno de los clústeres
tiene acceso de administrador. Este método genera una clave de emparejamiento que se puede
utilizar en el clúster de destino para completar el emparejamiento del clúster.

Obtenga más información

Requisitos de puerto de red

Emparejar clústeres con la MVIP

Es posible emparejar dos clústeres para la replicación en tiempo real mediante la
dirección MVIP de un clúster para establecer una conexión con el otro clúster. Para usar
este método, debe tener acceso de administrador de clúster en ambos clústeres. La
contraseña y el nombre de usuario del administrador de clúster se usan para autenticar
el acceso a los clústeres antes de que estos se puedan emparejar.

1. En el clúster local, seleccione Data Protection > Cluster Pairs.

2. Haga clic en Pair Cluster.

3. Haga clic en Iniciar emparejamiento y haga clic en Sí para indicar que tiene acceso al clúster remoto.

4. Introduzca la dirección de MVIP del clúster remoto.

5. Haga clic en emparejamiento completo en clúster remoto.

En la ventana autenticación requerida, introduzca el nombre de usuario y la contraseña del
administrador del clúster remoto.

6. En el clúster remoto, seleccione Protección de datos > pares de clústeres.

7. Haga clic en Pair Cluster.

8. Haga clic en Complete Pairing.

9. Haga clic en el botón Complete Pairing.

Obtenga más información

• Emparejar clústeres con una clave de emparejamiento

• "Emparejar clústeres con la MVIP (vídeo)"

Emparejar clústeres con una clave de emparejamiento

Si tiene acceso de administrador del clúster a un clúster local, pero no al clúster remoto,
puede emparejar los clústeres mediante una clave de emparejamiento. Una clave de

18

https://docs.netapp.com/es-es/element-software/storage/reference_prereq_network_port_requirements.html
https://www.youtube.com/watch?v=HbKxPZnNvn4&feature=youtu.be


emparejamiento se genera en un clúster local y se envía de forma segura a un
administrador de clúster en un sitio remoto a fin de establecer una conexión y completar
el emparejamiento de clústeres para la replicación en tiempo real.

1. En el clúster local, seleccione Data Protection > Cluster Pairs.

2. Haga clic en Pair Cluster.

3. Haga clic en Iniciar emparejamiento y haga clic en no para indicar que no tiene acceso al clúster remoto.

4. Haga clic en generar clave.

Esta acción genera una clave de texto para el emparejamiento y crea una pareja de
clústeres sin configurar en el clúster local. Si no completa el procedimiento, deberá eliminar
manualmente la pareja de clústeres.

5. Copie la clave de emparejamiento del clúster en el portapapeles.

6. Ponga la clave de emparejamiento a disposición del administrador de clúster en el sitio del clúster remoto.

La clave de emparejamiento de clústeres contiene una versión de la dirección MVIP, el
nombre de usuario, la contraseña y la información de la base de datos para permitir las
conexiones de volúmenes para la replicación remota. Esta clave se debe tratar de una
forma segura y no se debe almacenar de manera que se pueda acceder de forma
accidental o insegura al nombre de usuario o a la contraseña.

No modifique ningún carácter de la clave de emparejamiento. La clave pierde su validez si
se modifica.

7. En el clúster remoto, seleccione Protección de datos > pares de clústeres.

8. Haga clic en Pair Cluster.

9. Haga clic en Complete Pairing e introduzca la clave de emparejamiento en el campo Pairing Key (pegue
es el método recomendado).

10. Haga clic en Complete Pairing.

Obtenga más información

• Emparejar clústeres con la MVIP

• "Emparejamiento de clústeres con una clave de emparejamiento de clúster (vídeo)"

Valide la conexión de la pareja de clústeres

Una vez que se ha completado el emparejamiento de clústeres, es posible que desee
verificar la conexión de la pareja de clústeres para garantizar que la replicación se haya
realizado correctamente.

1. En el clúster local, seleccione Data Protection > Cluster Pairs.

2. En la ventana Cluster Pairs, compruebe que el par de clústeres esté conectado.

3. Opcional: vuelva al clúster local y a la ventana Cluster Pairs y compruebe que el par de clústeres esté
conectado.
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Emparejar volúmenes

Emparejar volúmenes

Después de establecer una conexión entre los clústeres de una pareja de clústeres, es
posible emparejar un volumen de un clúster con un volumen en el otro clúster de la
pareja. Cuando se establece una relación de emparejamiento de volúmenes, es
necesario identificar qué volumen es el destino de replicación.

Es posible emparejar dos volúmenes para replicación en tiempo real si están almacenados en clústeres de
almacenamiento diferentes en una pareja de clústeres conectados. Después de emparejar dos clústeres, es
posible configurar volúmenes activos en un clúster para que se repliquen continuamente en un segundo
clúster; esto proporciona protección de datos continua (CDP). También es posible asignar cada volumen como
origen o destino de la replicación.

Los emparejamientos de volúmenes se realizan siempre de uno a uno. Una vez que un volumen forma parte
de un emparejamiento con un volumen de otro clúster, no se puede volver a emparejar con otro volumen.

Lo que necesitará

• Estableció una conexión entre los clústeres de una pareja de clústeres.

• Tiene privilegios de administrador del clúster en uno de los clústeres que se está emparejando, o en
ambos.

Pasos

1. Cree un volumen objetivo con acceso de lectura o escritura

2. Emparejar volúmenes con un ID de volumen o una clave de emparejamiento

3. Asigne un origen y un destino de replicación a los volúmenes emparejados

Cree un volumen objetivo con acceso de lectura o escritura

El proceso de replicación implica dos extremos: El volumen de origen y el de destino.
Cuando se crea el volumen objetivo, el volumen se establece automáticamente en el
modo de lectura/escritura para aceptar los datos durante la replicación.

1. Seleccione Gestión > volúmenes.

2. Haga clic en Crear volumen.

3. En el cuadro de diálogo Create a New Volume, introduzca el nombre del volumen en Volume Name.

4. Introduzca el tamaño total del volumen, seleccione un tamaño de bloque para el volumen y seleccione la
cuenta que debe tener acceso al volumen.

5. Haga clic en Crear volumen.

6. En la ventana Active, haga clic en el icono Actions del volumen.

7. Haga clic en Editar.

8. Cambie el nivel de acceso de cuenta a destino de replicación.

9. Haga clic en Guardar cambios.

20

https://docs.netapp.com/es-es/element-software/storage/task_replication_pair_volumes_using_volume_id_or_pairing_key.html


Emparejar volúmenes con un ID de volumen o una clave de emparejamiento

Emparejar volúmenes con un ID de volumen

Puede emparejar un volumen con otro volumen en un clúster remoto si tiene acceso de
administrador de clúster a ambos clústeres en los que se van a emparejar los
volúmenes. Este método utiliza el ID del volumen en el clúster remoto para iniciar una
conexión.

Lo que necesitará

• Confirme que los clústeres que contienen los volúmenes están emparejados.

• Cree un nuevo volumen en el clúster remoto.

Puede asignar un origen y un destino de replicación después del proceso de
emparejamiento. Un origen u objetivo de replicación pueden ser un volumen de una pareja
de volúmenes. Debe crear un volumen de destino que no contenga datos y que tenga las
mismas características que el volumen de origen, como el tamaño, la configuración de
tamaño de bloque para los volúmenes (512e o 4k) y la configuración de calidad de servicio.
Si asigna un volumen existente como objetivo de replicación, los datos de ese volumen se
sobrescriben. El tamaño del volumen de destino puede ser mayor o igual que el del
volumen de origen, pero no menor.

• Determine el ID del volumen de destino.

Pasos

1. Seleccione Gestión > volúmenes.

2. Haga clic en el icono acciones del volumen que desea emparejar.

3. Haga clic en par.

4. En el cuadro de diálogo volumen de par, seleccione Iniciar emparejamiento.

5. Seleccione i do para indicar que tiene acceso al clúster remoto.

6. Seleccione un modo de replicación de la lista:

◦ Tiempo real (asíncrono): Las escrituras se reconocen en el cliente después de que se aplican en el
clúster de origen.

◦ Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto
en los clústeres de origen como de destino.

◦ Sólo instantáneas: Sólo se replican las instantáneas creadas en el clúster de origen. No se replican
las escrituras activas del volumen de origen.

7. Seleccione un clúster remoto de la lista Remote Cluster.

8. Seleccione un ID de volumen remoto.

9. Haga clic en Iniciar emparejamiento.

El sistema abre una pestaña del navegador web que se conecta a la interfaz de usuario de Element del
clúster remoto. Es posible que se le pida iniciar sesión en el clúster remoto con las credenciales de
administrador de clúster.

10. En la interfaz de usuario de Element del clúster remoto, seleccione Complete Pairing.

11. Confirme los detalles en Confirmar emparejamiento de volúmenes.
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12. Haga clic en Complete Pairing.

Después de confirmar el emparejamiento, los dos clústeres comienzan el proceso de conexión de los
volúmenes para el emparejamiento. Durante el proceso de emparejamiento, puede ver mensajes en la
columna Estado del volumen de la ventana pares de volúmenes. Se muestra la pareja de volúmenes
PausedMisconfigured hasta que se asignan el origen y el destino de la pareja de volúmenes.

Después de completar correctamente el emparejamiento, se recomienda actualizar la tabla Volumes para
eliminar la opción Pair de la lista Actions del volumen emparejado. Si no actualiza la tabla, la opción par
permanece disponible para su selección. Si vuelve a seleccionar la opción par, se abre una nueva
pestaña y, dado que el volumen ya está emparejado, el sistema informa un StartVolumePairing
Failed: xVolumeAlreadyPaired Mensaje de error en la ventana Pair Volume de la página UI de
Element.

Obtenga más información

• Mensajes sobre el emparejamiento de volúmenes

• Advertencias sobre el emparejamiento de volúmenes

• Asigne un origen y un destino de replicación a los volúmenes emparejados

Emparejar volúmenes con una clave de emparejamiento

Si solo tiene acceso de administrador de clúster al clúster de origen (no tiene
credenciales de administrador de clúster para un clúster remoto), puede emparejar un
volumen con otro volumen en un clúster remoto mediante una clave de emparejamiento.

Lo que necesitará

• Confirme que los clústeres que contienen los volúmenes están emparejados.

• Compruebe que haya un volumen en el clúster remoto que utilice para el emparejamiento.

Puede asignar un origen y un destino de replicación después del proceso de
emparejamiento. Un origen u objetivo de replicación pueden ser un volumen de una pareja
de volúmenes. Debe crear un volumen de destino que no contenga datos y que tenga las
mismas características que el volumen de origen, como el tamaño, la configuración de
tamaño de bloque para los volúmenes (512e o 4k) y la configuración de calidad de servicio.
Si asigna un volumen existente como objetivo de replicación, los datos de ese volumen se
sobrescriben. El tamaño del volumen de destino puede ser mayor o igual que el del
volumen de origen, pero no menor.

Pasos

1. Seleccione Gestión > volúmenes.

2. Haga clic en el icono acciones del volumen que desea emparejar.

3. Haga clic en par.

4. En el cuadro de diálogo volumen de par, seleccione Iniciar emparejamiento.

5. Seleccione no para indicar que no tiene acceso al clúster remoto.

6. Seleccione un modo de replicación de la lista:

◦ Tiempo real (asíncrono): Las escrituras se reconocen en el cliente después de que se aplican en el
clúster de origen.
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◦ Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto
en los clústeres de origen como de destino.

◦ Sólo instantáneas: Sólo se replican las instantáneas creadas en el clúster de origen. No se replican
las escrituras activas del volumen de origen.

7. Haga clic en generar clave.

Esta acción genera una clave de texto para el emparejamiento y crea una pareja de
volúmenes sin configurar en el clúster local. Si no completa el procedimiento, deberá
eliminar manualmente la pareja de volúmenes.

8. Copie la clave de emparejamiento en el portapapeles de su equipo.

9. Ponga la clave de emparejamiento a disposición del administrador del clúster en el sitio del clúster remoto.

La clave de emparejamiento se debe tratar de una forma segura y no se debe utilizar de
manera que se pueda acceder de forma accidental o insegura a ella.

No modifique ningún carácter de la clave de emparejamiento. La clave pierde su validez si
se modifica.

10. En la interfaz de usuario de elemento de clúster remoto, seleccione Administración > volúmenes.

11. Haga clic en el icono Actions del volumen que quiere emparejar.

12. Haga clic en par.

13. En el cuadro de diálogo volumen de par, seleccione emparejamiento completo.

14. Pegue la clave de emparejamiento del otro clúster en el cuadro clave de emparejamiento.

15. Haga clic en Complete Pairing.

Después de confirmar el emparejamiento, los dos clústeres comienzan el proceso de conexión de los
volúmenes para el emparejamiento. Durante el proceso de emparejamiento, puede ver mensajes en la
columna Estado del volumen de la ventana pares de volúmenes. Se muestra la pareja de volúmenes
PausedMisconfigured hasta que se asignan el origen y el destino de la pareja de volúmenes.

Después de completar correctamente el emparejamiento, se recomienda actualizar la tabla Volumes para
eliminar la opción Pair de la lista Actions del volumen emparejado. Si no actualiza la tabla, la opción par
permanece disponible para su selección. Si vuelve a seleccionar la opción par, se abre una nueva
pestaña y, dado que el volumen ya está emparejado, el sistema informa un StartVolumePairing
Failed: xVolumeAlreadyPaired Mensaje de error en la ventana Pair Volume de la página UI de
Element.

Obtenga más información

• Mensajes sobre el emparejamiento de volúmenes

• Advertencias sobre el emparejamiento de volúmenes

• Asigne un origen y un destino de replicación a los volúmenes emparejados

Asigne un origen y un destino de replicación a los volúmenes emparejados

Después de emparejar los volúmenes, debe asignar un volumen de origen y su volumen
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de destino de replicación. Un origen u objetivo de replicación pueden ser un volumen de
una pareja de volúmenes. Este procedimiento también se puede usar para redirigir los
datos enviados a un volumen de origen hacia un volumen de destino remoto en caso de
que no esté disponible el volumen de origen.

Lo que necesitará

Debe tener acceso a los clústeres que contienen los volúmenes de origen y de destino.

Pasos

1. Prepare el volumen de origen:

a. En el clúster que contiene el volumen que desea asignar como origen, seleccione Administración >
volúmenes.

b. Haga clic en el icono acciones del volumen que desea asignar como origen y haga clic en Editar.

c. En la lista desplegable Access, seleccione Read/Write.

Si va a revertir la asignación de origen y objetivo, esta acción hará que la pareja de
volúmenes muestre el siguiente mensaje hasta que se asigne un nuevo objetivo de
replicación: PausedMisconfigured

Cambiar el acceso pone en pausa la replicación de volumen y provoca el cese de la transmisión de datos.
Asegúrese de haber coordinado estos cambios en ambos sitios.

a. Haga clic en Guardar cambios.

2. Prepare el volumen objetivo:

a. Desde el clúster que contiene el volumen que desea asignar como destino, seleccione Gestión >
volúmenes.

b. Haga clic en el icono Actions del volumen que desea asignar como destino y haga clic en Editar.

c. En la lista desplegable Access, seleccione destino de replicación.

Si asigna un volumen existente como objetivo de replicación, los datos de ese volumen
se sobrescriben. Debe usar un nuevo volumen de destino que no contiene datos y que
tenga las mismas características que el volumen de origen, como el tamaño, la
configuración 512e y la configuración de calidad de servicio. El tamaño del volumen de
destino puede ser mayor o igual que el del volumen de origen, pero no menor.

d. Haga clic en Guardar cambios.

Obtenga más información

• Emparejar volúmenes con un ID de volumen

• Emparejar volúmenes con una clave de emparejamiento

Validar la replicación de volúmenes

Una vez que se replica un volumen, los volúmenes de origen y objetivo deben estar
activos. Cuando en un estado activo, los volúmenes se emparejan, los datos se envían
del volumen de origen al de destino y los datos están sincronizados.
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1. En ambos clústeres, seleccione Protección de datos > pares de volúmenes.

2. Compruebe que el estado del volumen sea Active.

Obtenga más información

Advertencias sobre el emparejamiento de volúmenes

Eliminar una relación de volumen después de la replicación

Una vez que se completa la replicación y ya no se necesita la relación de pareja de
volúmenes, es posible eliminar la relación de volumen.

1. Seleccione Protección de datos > pares de volúmenes.

2. Haga clic en el icono acciones del par de volúmenes que desee eliminar.

3. Haga clic en Eliminar.

4. Confirme el mensaje.

Gestionar relaciones de volumen

Detenga la replicación

Puede pausar manualmente la replicación si necesita detener el procesamiento de I/o
durante un breve periodo de tiempo. Puede que desee pausar la replicación si hay un
aumento en el procesamiento de I/o y desea reducir la carga de procesamiento.

1. Seleccione Protección de datos > pares de volúmenes.

2. Haga clic en el icono Actions de la pareja de volúmenes.

3. Haga clic en Editar.

4. En el panel Editar par de volúmenes, detenga manualmente el proceso de replicación.

Cuando se pausa o se reanuda manualmente una replicación de volumen, se detiene o se
reanuda la transmisión de datos. Asegúrese de haber coordinado estos cambios en ambos
sitios.

5. Haga clic en Guardar cambios.

Cambie el modo de replicación

Es posible editar las propiedades de una pareja de volúmenes para cambiar el modo de
replicación de la relación de pareja de volúmenes.

1. Seleccione Protección de datos > pares de volúmenes.

2. Haga clic en el icono Actions de la pareja de volúmenes.

3. Haga clic en Editar.

4. En el panel Editar par de volúmenes, seleccione un nuevo modo de replicación:

◦ Tiempo real (asíncrono): Las escrituras se reconocen en el cliente después de que se aplican en el
clúster de origen.

25



◦ Real-Time (Synchronous): Las escrituras se reconocen en el cliente después de que se aplican tanto
en los clústeres de origen como de destino.

◦ Sólo instantáneas: Sólo se replican las instantáneas creadas en el clúster de origen. No se replican
las escrituras activas del volumen de origen. Atención: al cambiar el modo de replicación, se cambia
el modo inmediatamente. Asegúrese de haber coordinado estos cambios en ambos sitios.

5. Haga clic en Guardar cambios.

Eliminar parejas de volúmenes

Es posible eliminar una pareja de volúmenes si se desea quitar una asociación de pareja
entre dos volúmenes.

1. Seleccione Protección de datos > pares de volúmenes.

2. Haga clic en el icono Actions de la pareja de volúmenes que desea eliminar.

3. Haga clic en Eliminar.

4. Confirme el mensaje.

Elimine una pareja de clústeres

Es posible eliminar una pareja de clústeres desde la interfaz de usuario de Element de
cualquiera de los clústeres que componen la pareja.

1. Haga clic en Protección de datos > pares de clústeres.

2. Haga clic en el icono Actions de una pareja de clústeres.

3. En el menú que se abre, haga clic en Eliminar.

4. Confirme la acción.

5. Repita los pasos desde el segundo clúster de la pareja de clústeres.

Detalles de parejas de clústeres

La página Cluster Pairs de la pestaña Data Protection proporciona información sobre los
clústeres que se hayan emparejado o que estén en proceso de emparejarse. El sistema
muestra mensajes de emparejamiento y progreso en la columna Status.

• ID

Un ID generado por el sistema que se otorga a cada pareja de clústeres.

• Nombre de clúster remoto

El nombre del otro clúster de la pareja.

• MVIP remoto

La dirección IP virtual de gestión del otro clúster en la pareja.

• Estado

El estado de replicación del clúster remoto

26



• Replicación de volúmenes

La cantidad de volúmenes que contiene el clúster emparejados para la replicación.

• UUID

Un ID único que se otorga a cada clúster en la pareja.

pares de volumen

Detalles de parejas de volúmenes

La página Volume Pairs de la pestaña Data Protection proporciona información sobre los
volúmenes que se hayan emparejado o que estén en proceso de emparejarse. El
sistema muestra los mensajes de emparejamiento y progreso en la columna Volume
Status.

• ID

El ID que genera el sistema para el volumen.

• Nombre

El nombre que se le dio al volumen cuando se creó. Los nombres de volumen pueden tener hasta 223
caracteres y contener a-z, 9 y guion (-).

• Cuenta

El nombre de la cuenta asignada al volumen.

• Estado del volumen

El estado de replicación del volumen

• Estado de instantánea

El estado del volumen de snapshot.

• Modo

El método de replicación de escritura del cliente. Los valores posibles son los siguientes:

◦ Asincrónica

◦ Solo Snapshot

◦ Sincr

• Dirección

La dirección de los datos del volumen:

◦ Icono de volumen de origen ( ) indica que los datos se escriben en un objetivo fuera del clúster.

◦ Icono de volumen de destino ( ) indica que los datos se escriben en el volumen local desde un origen
externo.
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• Retraso asíncrono

El tiempo transcurrido desde que el volumen se sincronizó por última vez con el clúster remoto. Si el
volumen no se empareja, el valor es nulo.

• Cluster remoto

El nombre del clúster remoto en el que reside el volumen.

• ID de volumen remoto

El ID de volumen del volumen en el clúster remoto.

• Nombre del volumen remoto

El nombre que se le dio al volumen remoto cuando se creó.

Mensajes sobre el emparejamiento de volúmenes

Es posible ver mensajes de emparejamiento de volúmenes durante el proceso inicial de
emparejamiento desde la página Volume Pairs de la pestaña Data Protection. Estos
mensajes pueden aparecer tanto en los extremos de origen como de destino de la pareja
en la vista de lista Replicating Volumes.

• PausedDisconnected

Se agotó el tiempo de ejecución de la replicación de origen o los RPC de sincronización. Se perdió la
conexión con el clúster remoto. Compruebe las conexiones de red con el clúster.

• ResumingConnected

La sincronización de replicación remota está activa. Se inicia el proceso de sincronización y se esperan
los datos.

• ResumingRRSync

Se hace una copia sencilla de Helix de los metadatos del volumen en el clúster emparejado.

• ResumingLocalSync

Se hace una copia doble de Helix de los metadatos del volumen en el clúster emparejado.

• ReumingDataTransfer

Se reanudó la transferencia de datos.

• Activo

Los volúmenes están emparejados y los datos se envían del volumen de origen al de destino; los datos
están sincronizados.

• Inactivo

No se produce ninguna actividad de replicación.
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Advertencias sobre el emparejamiento de volúmenes

Lapágina Volume Pairs en la pestaña Data Protection proporciona estos mensajes
después de emparejar volúmenes. Estos mensajes pueden aparecer tanto en los
extremos de origen como de destino de la pareja (a menos que se indique lo contrario)
en la vista de lista Replicating Volumes.

• PausedaClusterFull

Dado que el clúster de destino está lleno, la replicación de origen y la transferencia de datos masivos no
pueden continuar. El mensaje aparece solamente en el extremo de origen de la pareja.

• PausedExceedededededMaxSnapshotCount

El volumen de destino ya cuenta con el número máximo de copias de Snapshot y no puede replicar copias
de Snapshot adicionales.

• PausedManual

El volumen local se pausó manualmente. La pausa se debe cancelar antes de que se reanude la
replicación.

• PausedManualRemote

El volumen remoto se pausó manualmente. Se requiere intervención manual para cancelar la pausa del
volumen remoto antes de que se reanude la replicación.

• PausedMisconfigured

Se esperan un origen y un destino activos. Se requiere intervención manual para reanudar la replicación.

• PausedQoS

La calidad de servicio de destino no pudo sostener el I/o de entrada. La replicación se reanuda
automáticamente. El mensaje aparece solamente en el extremo de origen de la pareja.

• PausedSlowLink

Se detectó un enlace lento y se detuvo la replicación. La replicación se reanuda automáticamente. El
mensaje aparece solamente en el extremo de origen de la pareja.

• PausedVolumeSizediscordancia

El volumen de destino no tiene el mismo tamaño que el volumen de origen.

• PausedXCopy

Se envía un comando SCSI XCOPY a un volumen de origen. El comando debe completarse antes de que
la replicación se pueda reanudar. El mensaje aparece solamente en el extremo de origen de la pareja.

• StoppedMisconfigured

Se detectó un error de configuración permanente. El volumen remoto se purgó o se desemparejó. No se
puede realizar ninguna acción correctiva y se debe establecer un nuevo emparejamiento.
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Usar replicación SnapMirror entre clústeres de Element y
ONTAP (IU de Element)

Usar replicación SnapMirror entre clústeres de Element y ONTAP (IU de Element)

Las relaciones de SnapMirror se pueden crear en la pestaña Data Protection de la
interfaz de usuario de NetApp Element. La funcionalidad de SnapMirror debe estar
habilitada para poder verla en la interfaz de usuario de.

IPv6 no es compatible con la replicación de SnapMirror entre el software NetApp Element y los clústeres de
ONTAP.

"Vídeo de NetApp: SnapMirror para software NetApp HCI y Element"

Los sistemas que ejecutan el software NetApp Element admiten la funcionalidad SnapMirror para copiar y
restaurar copias Snapshot con sistemas ONTAP de NetApp. El principal motivo para usar esta tecnología es la
recuperación ante desastres de NetApp HCI a ONTAP. Los extremos incluyen ONTAP, ONTAP Select y Cloud
Volumes ONTAP. Consulte TR-4641 Protección de datos de NetApp HCI.

"Informe técnico de NetApp 4641: Protección de datos de NetApp HCI"

Obtenga más información

• "Crear una estructura de datos con NetApp HCI, ONTAP e infraestructura convergente"

• "Replicación entre software NetApp Element y ONTAP (CLI de ONTAP)"

Información general de SnapMirror

Los sistemas que ejecutan el software NetApp Element admiten la funcionalidad
SnapMirror para copiar y restaurar copias Snapshot con los sistemas ONTAP de NetApp.

Los sistemas que ejecutan Element pueden comunicarse directamente con SnapMirror en los sistemas
ONTAP 9.3 o posteriores. La API de NetApp Element proporciona métodos para habilitar la funcionalidad de
SnapMirror en clústeres, volúmenes y snapshots. Además, la interfaz de usuario de Element incluye toda la
funcionalidad necesaria para gestionar las relaciones de SnapMirror entre el software Element y los sistemas
ONTAP.

Es posible replicar volúmenes originados de ONTAP en volúmenes de Element en casos de uso específicos
con funcionalidad limitada. Para obtener más información, consulte "Replicación entre software Element y
ONTAP (CLI de ONTAP)".

Habilite SnapMirror en el clúster

Debe habilitar manualmente la funcionalidad de SnapMirror en el nivel del clúster a
través de la interfaz de usuario de NetApp Element. El sistema viene con la funcionalidad
de SnapMirror deshabilitada de forma predeterminada y no se habilita automáticamente
como parte de una nueva instalación o actualización. Habilitar la función SnapMirror es
una tarea de configuración que solo debe hacer una vez.

SnapMirror solo se puede habilitar en clústeres que ejecutan el software Element que se usa junto con
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volúmenes de un sistema ONTAP de NetApp. Solo debe habilitar la funcionalidad SnapMirror si el clúster está
conectado para usarlo con volúmenes de ONTAP de NetApp.

Lo que necesitará

El clúster de almacenamiento debe ejecutar el software NetApp Element.

Pasos

1. Haga clic en Clusters > Configuración.

2. Busque la configuración específica del clúster para SnapMirror.

3. Haga clic en Activar SnapMirror.

Al habilitar la funcionalidad SnapMirror, se modifica la configuración del software Element
de forma permanente. Puede deshabilitar la función SnapMirror y restaurar la configuración
predeterminada solo si devuelve el clúster a la imagen de fábrica.

4. Haga clic en Sí para confirmar el cambio de configuración de SnapMirror.

Habilite SnapMirror en el volumen

Debe habilitar SnapMirror en el volumen en la interfaz de usuario de Element. Esto
permite la replicación de datos en volúmenes de ONTAP especificados. Se trata de un
permiso del administrador del clúster donde se ejecuta el software NetApp Element para
que SnapMirror controle un volumen.

Lo que necesitará

• Debe habilitar SnapMirror en la interfaz de usuario de Element para el clúster.

• Existe un extremo de SnapMirror disponible.

• El volumen debe ser el tamaño de bloque 512e.

• El volumen no participa en la replicación remota.

• El tipo de acceso de volumen no es destino de replicación.

También puede establecer esta propiedad al crear o clonar un volumen.

Pasos

1. Haga clic en Administración > volúmenes.

2. Haga clic en el icono acciones del volumen para el que desea activar SnapMirror.

3. En el menú que se abre, seleccione Editar.

4. En el cuadro de diálogo Editar volumen, active la casilla de verificación Activar SnapMirror.

5. Haga clic en Guardar cambios.

Cree un extremo de SnapMirror

Debe crear un extremo de SnapMirror en la interfaz de usuario de NetApp Element para
poder crear una relación.

Un extremo de SnapMirror es un clúster de ONTAP que funciona como destino de replicación para un clúster
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que ejecuta el software Element. Antes de crear una relación de SnapMirror, primero se debe crear un
extremo de SnapMirror.

Es posible crear y gestionar hasta cuatro extremos de SnapMirror en un clúster de almacenamiento que
ejecuta el software Element.

Si originalmente se creó un extremo existente mediante la API y no se guardaron las
credenciales, puede ver el extremo en la interfaz de usuario de Element y verificar su
existencia, pero no se puede gestionar mediante la interfaz de usuario de Element. Este
extremo solo puede gestionarse mediante la API de Element.

Para obtener más detalles sobre los métodos de la API, consulte "Gestione el almacenamiento con la API de
Element".

Lo que necesitará

• Debe haber habilitado SnapMirror en la interfaz de usuario de Element para el clúster de almacenamiento.

• Conoce las credenciales de ONTAP para el extremo.

Pasos

1. Haga clic en Protección de datos > terminales de SnapMirror.

2. Haga clic en Crear extremo.

3. En el cuadro de diálogo Crear un nuevo extremo, introduzca la dirección IP de administración del clúster
del sistema ONTAP.

4. Introduzca las credenciales de administrador de ONTAP asociadas con el extremo.

5. Consulte información adicional:

◦ LIF: Enumera las interfaces lógicas de interconexión de clústeres de ONTAP que se utilizan para
comunicarse con Element.

◦ Status: Muestra el estado actual del extremo de SnapMirror. Los valores posibles son: Conectado,
desconectado y no administrado.

6. Haga clic en Crear extremo.

Crear una relación de SnapMirror

Debe crear una relación de SnapMirror en la interfaz de usuario de NetApp Element.

Cuando aún no se habilita un volumen para SnapMirror y seleccione para crear una relación
desde la interfaz de usuario de Element, se habilita automáticamente SnapMirror en ese
volumen.

Lo que necesitará

Está habilitado SnapMirror en el volumen.

Pasos

1. Haga clic en Administración > volúmenes.

2. Haga clic en el icono acciones del volumen que va a formar parte de la relación.

3. Haga clic en Crear una relación de SnapMirror.

4. En el cuadro de diálogo Crear una relación de SnapMirror, seleccione un extremo de la lista Endpoint.
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5. Seleccione si la relación se creará con un volumen de ONTAP nuevo o con un volumen de ONTAP
existente.

6. Para crear un nuevo volumen ONTAP en la interfaz de usuario de Element, haga clic en Crear nuevo
volumen.

a. Seleccione Storage Virtual Machine para esta relación.

b. Seleccione aggregate en la lista desplegable.

c. En el campo sufijo de nombre de volumen, introduzca un sufijo.

El sistema detecta el nombre del volumen de origen y lo copia en el campo Nombre de
volumen. El sufijo que introduzca anexa el nombre.

d. Haga clic en Crear volumen de destino.

7. Para utilizar un volumen de ONTAP existente, haga clic en utilizar volumen existente.

a. Seleccione Storage Virtual Machine para esta relación.

b. Seleccione el volumen que será el destino de esta nueva relación.

8. En la sección Detalles de la relación, seleccione una directiva. Si la directiva seleccionada tiene reglas de
mantenimiento, la tabla Reglas muestra las reglas y las etiquetas asociadas.

9. Opcional: Selecciona un horario.

Esto determina la frecuencia con la que la relación crea copias.

10. Opcional: En el campo limitar ancho de banda a, introduzca la cantidad máxima de ancho de banda que
pueden consumir las transferencias de datos asociadas con esta relación.

11. Consulte información adicional:

◦ Estado: Estado actual de la relación del volumen de destino. Los valores posibles son:

▪ Inicializado: El volumen de destino no se ha inicializado.

▪ snapmirror: El volumen de destino se ha inicializado y está listo para recibir actualizaciones de
SnapMirror.

▪ Roto-off: El volumen de destino es de lectura/escritura y existen snapshots.

◦ Estado: Estado actual de la relación. Los valores posibles son ralentí, transferencia, comprobación,
desactivación, inactivo, puesta en cola, preparación, finalización, anulación y ruptura.

◦ Tiempo de retardo: La cantidad de tiempo en segundos que el sistema de destino está retrasado con
respecto al sistema de origen. El tiempo de desfase no debe superar el intervalo de programación de
transferencia.

◦ Límite de ancho de banda: La cantidad máxima de ancho de banda que pueden consumir las
transferencias de datos asociadas a esta relación.

◦ Última transferencia: Marca de hora de la última instantánea transferida. Haga clic para obtener más
información.

◦ Nombre de la política: Nombre de la política de SnapMirror de ONTAP para la relación.

◦ Tipo de directiva: Tipo de política de SnapMirror de ONTAP seleccionada para la relación. Los
valores posibles son:

▪ async_mirror

▪ mirror_vault
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◦ Nombre del programa: Nombre del programa preexistente del sistema ONTAP seleccionado para
esta relación.

12. Para no inicializar en este momento, asegúrese de que la casilla de verificación inicializar no está
activada.

La inicialización puede requerir mucho tiempo. Tal vez desee ejecutarlo durante las horas
de menor actividad. La inicialización realiza una transferencia básica; realiza una copia
Snapshot del volumen de origen y, a continuación, transfiere esa copia y todos los bloques
de datos a los que hace referencia al volumen de destino. Puede inicializar manualmente o
utilizar una programación para iniciar el proceso de inicialización (y las actualizaciones
posteriores) según la programación.

13. Haga clic en Crear relación.

14. Haga clic en Protección de datos > Relaciones de SnapMirror para ver esta nueva relación de
SnapMirror.

Acciones de relaciones con SnapMirror

Puede configurar una relación desde la página SnapMirror Relationships de la pestaña
Data Protection. Las opciones del icono acciones se describen aquí.

• Edición: Edita la directiva utilizada o la programación de la relación.

• Eliminar: Elimina la relación de SnapMirror. Esta función no elimina el volumen de destino.

• Inicializar: Realiza la primera transferencia inicial de datos de línea de base para establecer una nueva
relación.

• Actualizar: Realiza una actualización bajo demanda de la relación, replicando los datos nuevos y las
copias Snapshot incluidas desde la última actualización al destino.

• Quiesce: Previene cualquier actualización adicional para una relación.

• Reanudar: Reanuda una relación que se detiene.

• Break: Hace que el volumen de destino sea de lectura y escritura y detiene todas las transferencias
actuales y futuras. Determine que los clientes no utilizan el volumen de origen original, ya que la operación
de resincronización inversa hace que el volumen de origen original sea de solo lectura.

• Resync: Restablece una relación rota en la misma dirección antes de que se produjera la ruptura.

• Resync inversa: Automatiza los pasos necesarios para crear e inicializar una nueva relación en la
dirección opuesta. Esto sólo se puede hacer si la relación existente se encuentra en un estado roto. Esta
operación no eliminará la relación actual. El volumen de origen original se revierte a la copia Snapshot
común más reciente y se vuelve a sincronizar con el destino. Se perderán todos los cambios realizados en
el volumen de origen original desde la última actualización correcta de SnapMirror. Los cambios realizados
o los nuevos datos escritos en el volumen de destino actual se devuelven al volumen de origen original.

• Anular: Cancela una transferencia actual en curso. Si se emite una actualización de SnapMirror para una
relación abortada, la relación continúa con la última transferencia desde el último punto de comprobación
de reinicio que se creó antes de que se produjera la anulación.

Etiquetas de SnapMirror
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Etiquetas de SnapMirror

Una etiqueta de SnapMirror sirve como marcador para la transferencia de una copia de
Snapshot específica según las reglas de retención de la relación.

Si se aplica una etiqueta a una copia de Snapshot, esta se Marca como destino de la replicación de
SnapMirror. El rol de la relación es aplicar las reglas sobre la transferencia de datos seleccionando la
snapshot con la etiqueta correspondiente, copiándola al volumen de destino y garantizando que se conserva
el número correcto de copias. Se refiere a la política para determinar el recuento de retenciones y el período
de retención. La directiva puede tener un número cualquiera de reglas y cada regla tiene una etiqueta única.
Esta etiqueta actúa como enlace entre la snapshot y la regla de retención.

Es la etiqueta de SnapMirror que indica qué regla se aplica a la snapshot, la snapshot de grupo o la
programación seleccionada.

Añada etiquetas de SnapMirror a snapshots

Las etiquetas de SnapMirror especifican la política de retención de snapshots en el
extremo de SnapMirror. Se pueden añadir etiquetas a las copias de Snapshot y las
copias de Snapshot de grupo.

Puede ver las etiquetas disponibles en un cuadro de diálogo existente de relación de SnapMirror o en el
Administrador del sistema ONTAP de NetApp.

Cuando se añade una etiqueta a una copia de Snapshot de grupo, se sobrescriben todas las
etiquetas existentes a copias de Snapshot individuales.

Lo que necesitará

• Se habilita SnapMirror en el clúster.

• La etiqueta que desea añadir ya existe en ONTAP.

Pasos

1. Haga clic en Protección de datos > Snapshots o instantánea de grupo.

2. Haga clic en el icono acciones de la instantánea o la instantánea de grupo a la que desea agregar una
etiqueta de SnapMirror.

3. En el cuadro de diálogo Editar instantánea, introduzca texto en el campo etiqueta de SnapMirror. La
etiqueta debe coincidir con una etiqueta de regla de la política aplicada a la relación de SnapMirror.

4. Haga clic en Guardar cambios.

Añadir etiquetas de SnapMirror a las programaciones de Snapshot

Puede añadir etiquetas de SnapMirror a programaciones de Snapshot para garantizar
que se aplique una política de SnapMirror. Puede ver las etiquetas disponibles en un
cuadro de diálogo existente de relación de SnapMirror o en ONTAP System Manager de
NetApp.

Lo que necesitará

• Se debe habilitar SnapMirror en el nivel de clúster.

• La etiqueta que desea añadir ya existe en ONTAP.
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Pasos

1. Haga clic en Protección de datos > programas.

2. Añada una etiqueta de SnapMirror a una programación de una de las siguientes maneras:

Opción Pasos

Crear una nueva
programación

a. Seleccione Crear programación.

b. Introduzca todos los demás detalles relevantes.

c. Seleccione Crear programación.

Modificación de la
programación existente

a. Haga clic en el icono acciones de la programación a la que desea agregar
una etiqueta y seleccione Editar.

b. En el cuadro de diálogo que aparece, introduzca texto en el campo
etiqueta de SnapMirror.

c. Seleccione Guardar cambios.

Obtenga más información

Crear una programación de Snapshot

Recuperación ante desastres mediante SnapMirror

Recuperación ante desastres mediante SnapMirror

En caso de producirse un problema con un volumen o un clúster que ejecuta el software
NetApp Element, utilice la funcionalidad SnapMirror para dividir la relación y la
conmutación por error al volumen de destino.

Si el clúster original ha fallado completamente o no existe, póngase en contacto con el soporte
de NetApp para obtener ayuda.

Ejecute una conmutación al nodo de respaldo desde un clúster de Element

Puede realizar una conmutación al nodo de respaldo desde el clúster de Element para
hacer que el volumen de destino sea de lectura/escritura y accesible para los hosts en el
lado de destino. Antes de realizar una conmutación al nodo de respaldo del clúster de
Element, debe interrumpir la relación de SnapMirror.

Use la interfaz de usuario de NetApp Element para realizar la conmutación al respaldo. Si la interfaz de
usuario de Element no está disponible, también es posible usar ONTAP System Manager o la CLI de ONTAP
para ejecutar el comando break Relationship.

Lo que necesitará

• Existe una relación de SnapMirror y tiene al menos una snapshot válida en el volumen de destino.

• Necesita una conmutación al nodo de respaldo en el volumen de destino debido a una interrupción del
servicio no planificada o un evento planificado en el sitio principal.
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Pasos

1. En la interfaz de usuario de Element, haga clic en Protección de datos > Relaciones de SnapMirror.

2. Busque la relación con el volumen de origen que desea conmutar al nodo de respaldo.

3. Haga clic en el icono acciones.

4. Haga clic en descanso.

5. Confirme la acción.

El volumen del clúster de destino ahora tiene acceso de lectura/escritura y se puede montar en los hosts
de la aplicación para reanudar las cargas de trabajo de producción. Toda la replicación de SnapMirror se
detiene como resultado de esta acción. La relación muestra un estado de ruptura.

Realice una conmutación tras recuperación al elemento

Aprenda cómo realizar una recuperación ante fallos a Element

Cuando se mitigó el problema en el lado primario, se debe volver a sincronizar el
volumen de origen original y conmutar al software NetApp Element. Los pasos que
realice varían en función de si todavía existe el volumen de origen original o si necesita
realizar la conmutación tras recuperación en un volumen recién creado.

Escenarios de conmutación tras recuperación de SnapMirror

La funcionalidad de recuperación ante desastres de SnapMirror se ilustra en dos escenarios de conmutación
tras recuperación. Se asume que la relación original ha sido fallida (rota).

Los pasos de los procedimientos correspondientes se añaden como referencia.

En los ejemplos que se muestran aquí, R1 = la relación original en la que el clúster que ejecuta
el software NetApp Element es el volumen de origen original (elemento) y ONTAP es el
volumen de destino original (ONTAP). R2 y R3 representan las relaciones inversas creadas a
través de la operación de resincronización inversa.

La siguiente imagen muestra el escenario de conmutación por recuperación cuando el volumen de origen
sigue existiendo:
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La siguiente imagen muestra el escenario de conmutación por recuperación cuando el volumen de origen ya
no existe:

Obtenga más información

• Realice una conmutación tras recuperación cuando el volumen de origen siga existiendo

• Realice una conmutación tras recuperación cuando el volumen de origen ya no exista
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• Escenarios de conmutación tras recuperación de SnapMirror

Realice una conmutación tras recuperación cuando el volumen de origen siga existiendo

Es posible resincronizar el volumen de origen original y conmutar por error con la interfaz
de usuario de NetApp Element. Este procedimiento se aplica a situaciones en las que
aún existe el volumen de origen original.

1. En la interfaz de usuario de Element, busque la relación que rompió para realizar la conmutación al
respaldo.

2. Haga clic en el icono acciones y haga clic en Reverse Resync.

3. Confirme la acción.

La operación de resincronización inversa crea una nueva relación en la que se invierten los
roles de los volúmenes de origen y de destino originales (esto provoca dos relaciones a
medida que persiste la relación original). Los datos nuevos del volumen de destino original
se transfieren al volumen de origen original como parte de la operación de resincronización
inversa. Puede seguir accediendo al volumen activo y escribiendo datos en el lado de
destino, pero deberá desconectar todos los hosts del volumen de origen y realizar una
actualización de SnapMirror antes de volver a redirigir al volumen primario original.

4. Haga clic en el icono acciones de la relación inversa que acaba de crear y haga clic en Actualizar.

Ahora que ha completado la resincronización inversa y aseguró que no hay sesiones activas conectadas
al volumen en el lado de destino y que los datos más recientes se encuentran en el volumen primario
original, es posible realizar los siguientes pasos para completar la conmutación tras recuperación y
reactivar el volumen primario original:

5. Haga clic en el icono Actions de la relación inversa y haga clic en Break.

6. Haga clic en el icono Actions de la relación original y haga clic en Resync.

El volumen primario original ahora se puede montar para reanudar las cargas de trabajo de
producción en el volumen primario original. La replicación original de SnapMirror se reanuda
a partir de la normativa y el programa que se ha configurado para la relación.

7. Después de confirmar que el estado original de la relación es "sinreflejado", haga clic en el icono acciones
de la relación inversa y haga clic en Eliminar.

Obtenga más información

Escenarios de conmutación tras recuperación de SnapMirror

Realice una conmutación tras recuperación cuando el volumen de origen ya no exista

Es posible resincronizar el volumen de origen original y conmutar por error con la interfaz
de usuario de NetApp Element. Esta sección se aplica a situaciones en las que se ha
perdido el volumen de origen original, pero el clúster original sigue intacto. Para obtener
instrucciones sobre cómo restaurar en un clúster nuevo, consulte la documentación en el
sitio de soporte de NetApp.

Lo que necesitará
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• Tiene una relación de replicación despareja entre los volúmenes de Element y ONTAP.

• El volumen de Element se pierde de forma irreversiblemente.

• El nombre del volumen original se muestra como NO ENCONTRADO.

Pasos

1. En la interfaz de usuario de Element, busque la relación que rompió para realizar la conmutación al
respaldo.

Mejor práctica: anote la política de SnapMirror y los detalles del horario de la relación original de
compensación. Esta información será necesaria al recrear la relación.

2. Haga clic en el icono acciones y haga clic en Reverse Resync.

3. Confirme la acción.

La operación de resincronización inversa crea una nueva relación en la que se revierten los
roles del volumen de origen y del volumen de destino (esto provoca dos relaciones a
medida que persiste la relación original). Como el volumen original ya no existe, el sistema
crea un nuevo volumen de Element con el mismo nombre de volumen y tamaño de volumen
que el volumen de origen original. Al nuevo volumen se le asigna una política de calidad de
servicio predeterminada denominada recuperación sm y se asocia a una cuenta
predeterminada denominada recuperación sm. Deberá editar manualmente la cuenta y la
política de calidad de servicio de todos los volúmenes creados por SnapMirror para
reemplazar los volúmenes de origen originales destruidos.

Los datos de la copia snapshot más reciente se transfieren al nuevo volumen como parte de la operación
de resincronización inversa. Puede seguir accediendo al volumen activo y escribiendo datos en el lado de
destino, pero deberá desconectar todos los hosts del volumen activo y realizar una actualización de
SnapMirror antes de restablecer la relación primaria original en un paso posterior. Una vez finalizada la
resincronización inversa y asegúrese de que no haya sesiones activas conectadas al volumen en el lado
de destino y que los últimos datos estén en el volumen primario original, siga estos pasos para completar
la conmutación por recuperación y reactivar el volumen primario original:

4. Haga clic en el icono acciones de la relación inversa que se creó durante la operación Reverse Resync y
haga clic en Break.

5. Haga clic en el icono acciones de la relación original, en la que el volumen de origen no existe, y haga clic
en Eliminar.

6. Haga clic en el icono acciones de la relación inversa, que rompió en el paso 4, y haga clic en Resync
inversa.

7. De este modo, se revierte el origen y el destino y se establece una relación con el mismo origen y el
mismo destino de volumen que la relación original.

8. Haga clic en el icono acciones y en Editar para actualizar esta relación con la directiva QoS original y la
configuración de programación de la que tomó nota.

9. Ahora es seguro eliminar la relación inversa que usted reynced en el paso 6.

Obtenga más información

Escenarios de conmutación tras recuperación de SnapMirror
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Realice una transferencia o una migración puntual de ONTAP a Element

Generalmente, cuando se usa SnapMirror para la recuperación ante desastres de un
clúster de almacenamiento de SolidFire que ejecuta el software NetApp Element al
software ONTAP, Element es el origen y ONTAP el destino. Sin embargo, en algunos
casos, el sistema de almacenamiento ONTAP puede actuar como el origen y elemento
como el destino.

• Existen dos situaciones hipotéticas:

◦ No existe ninguna relación anterior de recuperación ante desastres. Siga todos los pasos de este
procedimiento.

◦ Existe una relación anterior de recuperación ante desastres, pero no entre los volúmenes que se
utilizan para esta mitigación. En este caso, siga sólo los pasos 3 y 4 que se indican a continuación.

Lo que necesitará

• ONTAP debe haber accesible el nodo de destino de Element.

• El volumen de Element debe estar habilitado para la replicación de SnapMirror.

Debe especificar la ruta de destino del elemento en el formato hotip:/lun/<id_number>, donde lun es la cadena
real "'lun'" e id_number es el ID del volumen del elemento.

Pasos

1. Con ONTAP, cree la relación con el clúster de Element:

snapmirror create -source-path SVM:volume|cluster://SVM/volume

-destination-path hostip:/lun/name -type XDP -schedule schedule -policy

    policy

cluster_dst::> snapmirror create -source-path svm_1:volA_dst

-destination-path 10.0.0.11:/lun/0005 -type XDP -schedule my_daily

-policy MirrorLatest

2. Compruebe que la relación de SnapMirror se ha creado mediante el comando ONTAP snapmirror show.

Consulte la información sobre la creación de una relación de replicación en la documentación de ONTAP
y, para obtener una sintaxis de comando completa, consulte la página man de ONTAP.

3. Con el ElementCreateVolume API, cree el volumen objetivo y establezca el modo de acceso del
volumen de destino en SnapMirror:

Cree un volumen de Element mediante la API de Element
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{

   "method": "CreateVolume",

   "params": {

        "name": "SMTargetVolumeTest2",

        "accountID": 1,

        "totalSize": 100000000000,

        "enable512e": true,

        "attributes": {},

        "qosPolicyID": 1,

        "enableSnapMirrorReplication": true,

        "access": "snapMirrorTarget"

    },

    "id": 1

}

4. Inicialice la relación de replicación mediante la ONTAP snapmirror initialize comando:

snapmirror initialize -source-path hostip:/lun/name

-destination-path SVM:volume|cluster://SVM/volume

Replicación entre software NetApp Element y ONTAP (CLI
de ONTAP)

Replicación entre software NetApp Element y información general de ONTAP (CLI
de ONTAP)

Puede garantizar la continuidad del negocio en un sistema Element mediante SnapMirror
para replicar copias Snapshot de un volumen de Element en un destino de ONTAP. En
caso de desastre en el sitio de Element, podrá seguir prestando servicio a los clientes
desde el sistema ONTAP y, a continuación, reactivar el sistema Element cuando el
servicio se restaure.

A partir de ONTAP 9.4, puede replicar copias de Snapshot de una LUN creada en un nodo ONTAP en otro
sistema Element. Puede haber creado una LUN durante una interrupción del servicio en el sitio de Element, o
bien podría utilizar una LUN para migrar datos desde ONTAP al software Element.

Debe trabajar con Element en el backup de ONTAP si se aplica lo siguiente:

• Quiere utilizar las prácticas recomendadas, no explorar todas las opciones disponibles.

• Desea usar la interfaz de línea de comandos (CLI) de ONTAP, no System Manager ni una herramienta de
secuencias de comandos automatizada.

• Usted utiliza iSCSI para servir datos a los clientes.

Si necesita información conceptual o de configuración adicional de SnapMirror, consulte "Información general
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sobre la protección de datos".

Acerca de la replicación entre Element y ONTAP

A partir de ONTAP 9.3, se puede usar SnapMirror para replicar copias Snapshot de un volumen de Element en
un destino de ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los
clientes desde el sistema ONTAP y, a continuación, reactivar el volumen de origen de Element cuando el
servicio se restaure.

A partir de ONTAP 9.4, puede replicar copias de Snapshot de una LUN creada en un nodo ONTAP en otro
sistema Element. Puede haber creado una LUN durante una interrupción del servicio en el sitio de Element, o
bien podría utilizar una LUN para migrar datos desde ONTAP al software Element.

Los tipos de relaciones de protección de datos

SnapMirror ofrece dos tipos de relación de protección de datos. Para cada tipo, SnapMirror crea una copia
Snapshot del volumen de origen de Element antes de inicializar o actualizar la relación:

• En una relación de protección de datos recuperación ante desastres (DR), el volumen de destino solo
contiene la copia de snapshot creada por SnapMirror, desde la cual puede continuar proporcionando datos
en caso de catástrofe en el sitio principal.

• En una relación de protección de datos de retención a largo plazo, el volumen de destino contiene copias
de Snapshot de un momento específico creadas por el software Element, así como la copia de Snapshot
creada por SnapMirror. Por ejemplo, se recomienda retener las copias Snapshot mensuales creadas a lo
largo de un plazo de 20 años.

Políticas predeterminadas

La primera vez que se invoca SnapMirror, se realiza una transferencia baseline del volumen de origen al
volumen de destino. La política de SnapMirror define el contenido de la línea de base y cualquier
actualización.

Se puede usar una política predeterminada o personalizada al crear una relación de protección de datos. El
tipo policy determina qué copias Snapshot se deben incluir y el número de copias que se retendrán.

La siguiente tabla muestra las directivas predeterminadas. Use MirrorLatest la política para crear una
relación tradicional de recuperación ante desastres. Use la MirrorAndVault Unified7year política OR
para crear una relación de replicación unificada, en la que la recuperación ante desastres y la retención a
largo plazo estén configuradas en el mismo volumen de destino.

Política Tipo de directiva Comportamiento de actualización

MirrorÚltimas reflejo asíncrono Transfiera la copia Snapshot creada por SnapMirror.

Reflejo de AndVault mirror-vault Transferir la copia snapshot creada por SnapMirror y
las copias snapshot menos recientes realizadas
desde la última actualización, siempre que tengan las
etiquetas de SnapMirror «daaily» o «weekly».
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Unified7 año mirror-vault Transferir la copia snapshot creada por SnapMirror y
las copias snapshot menos recientes realizadas
desde la última actualización, siempre que tengan las
etiquetas de SnapMirror “Daily”, “Weekly” o
“MonFourth”.

Para obtener información general completa sobre las políticas de SnapMirror, incluida la
orientación sobre qué política utilizar, consulte "Información general sobre la protección de
datos".

Etiquetas de SnapMirror

Cada política con el tipo de política «marror-vault» debe tener una regla que especifique qué copias de
instantáneas replicar. Por ejemplo, la regla “Daily” indica que solo se deben replicar las copias de instantáneas
asignadas a la etiqueta SnapMirror “Daily”. Al configurar las copias de Snapshot de Element, se asigna la
etiqueta de SnapMirror.

Replicación desde un clúster de origen de Element a un clúster de destino de ONTAP

Puede usar SnapMirror para replicar copias de Snapshot de un volumen Element en un sistema de destino
ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los clientes desde el
sistema ONTAP y, a continuación, reactivar el volumen de origen de Element cuando el servicio se restaure.

Un volumen de Element es aproximadamente equivalente a una LUN de ONTAP. SnapMirror crea un LUN con
el nombre del volumen de Element cuando se inicializa una relación de protección de datos entre el software
Element y ONTAP. SnapMirror replica datos a una LUN existente si la LUN cumple con los requisitos para la
replicación de Element en ONTAP.

Las reglas de replicación son las siguientes:

• Un volumen de ONTAP puede contener datos solo de un volumen de Element.

• No es posible replicar datos desde un volumen de ONTAP en varios volúmenes de Element.

Replicación desde un clúster de origen de ONTAP a un clúster de destino de Element

A partir de ONTAP 9.4, puede replicar copias Snapshot de un LUN creado en un sistema ONTAP nuevamente
en un volumen de Element:

• Si ya existe una relación de SnapMirror entre un origen de elemento y un destino de ONTAP, una LUN
creada mientras ofrece datos desde el destino se replica automáticamente cuando el origen se vuelve a
activar.

• De lo contrario, debe crear e inicializar una relación de SnapMirror entre el clúster de origen de ONTAP y
el clúster de destino de Element.

Las reglas de replicación son las siguientes:

• La relación de replicación debe tener una política de tipo «"duplicación asíncrona"».

No se admiten las políticas de tipo «espejo».

• Solo se admiten LUN iSCSI.

• No es posible replicar más de un LUN desde un volumen de ONTAP a un volumen de Element.
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• No es posible replicar un LUN desde un volumen de ONTAP a varios volúmenes de Element.

Requisitos previos

Debe haber completado las siguientes tareas antes de configurar una relación de protección de datos entre
Element y ONTAP:

• El clúster de Element debe ejecutar la versión 10.1 o posterior del software NetApp Element.

• El clúster de ONTAP debe ejecutar ONTAP 9.3 o una versión posterior.

• Debe haber obtenido la licencia de SnapMirror en el clúster de ONTAP.

• Debe haber configurado volúmenes en los clústeres de Element y ONTAP que sean lo suficientemente
grandes como para manejar las transferencias de datos anticipadas.

• Si está utilizando el tipo de política «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

Sólo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

• Debe haberse asegurado de que el puerto 5010 está disponible.

• Si prevé que podría necesitar mover un volumen de destino, debe asegurarse de que existe una
conectividad de malla completa entre el origen y el destino. Cada nodo del clúster de origen de Element
debe poder comunicarse con cada nodo del clúster de destino de ONTAP.

Detalles de soporte

En la siguiente tabla se muestran detalles de compatibilidad de elemento en un backup de ONTAP.

Recurso o característica Detalles de soporte

SnapMirror • No se admite la función SnapMirror restore.

• MirrorAllSnapshots `XDPDefault`No se admiten las políticas y.

• No se admite el tipo de política «'vault»».

• No se admite la regla definida por el sistema "'all_source_snapshots'".

• El tipo de política «mirror-vault» solo se admite para la replicación del
software Element a ONTAP. Utilice «duplicación asíncrona» para la
replicación de ONTAP al software Element.

• -schedule -prefix `snapmirror policy add-rule`No se admiten las
opciones y para.

• -preserve -quick-resync `snapmirror resync`No se admiten las
opciones y para.

• No se mantiene la eficiencia del almacenamiento.

• No se admiten las puestas en marcha de protección de datos en cascada ni
en distribución ramificada.

ONTAP • ONTAP Select es compatible a partir de ONTAP 9.4 y Element 10.3.

• Cloud Volumes ONTAP es compatible a partir de ONTAP 9.5 y Element 11.0.
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Elemento • El límite de tamaño del volumen es de 8 TIB.

• El tamaño de bloque del volumen debe ser 512 bytes. No se admite un
tamaño de bloque de 4 KB.

• El tamaño del volumen debe ser múltiplo de 1 MIB.

• Los atributos del volumen no se conservan.

• El número máximo de copias Snapshot que se deben replicar es de 30.

Red • Se permite una sola conexión TCP por transferencia.

• El nodo de Element se debe especificar como dirección IP. No se admite la
búsqueda de nombre de host DNS.

• No se admiten los espacios IP.

SnapLock No se admiten los volúmenes de SnapLock.

FlexGroup No se admiten los volúmenes de FlexGroup.

DR DE SVM No se admiten los volúmenes de ONTAP en una configuración de recuperación
ante desastres de SVM.

MetroCluster No se admiten los volúmenes de ONTAP en una configuración de MetroCluster.

Flujo de trabajo de replicación entre Element y ONTAP

Si va a replicar datos de Element en ONTAP o de ONTAP a Element, debe configurar
una programación de trabajo, especificar una política y crear e inicializar la relación.
Puede usar una directiva predeterminada o personalizada.

El flujo de trabajo supone que ha completado las tareas de requisitos que se muestran en "Requisitos
previos". Para obtener información general completa sobre las políticas de SnapMirror, incluida la orientación
sobre qué política utilizar, consulte "Información general sobre la protección de datos".
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Habilite SnapMirror en el software Element

Habilite SnapMirror en el clúster de Element

Es necesario habilitar SnapMirror en el clúster de Element para poder crear una relación
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de replicación. Solo puede realizar esta tarea en la interfaz de usuario web del software
Element o mediante el "Método API".

Antes de empezar

• El clúster de Element debe ejecutar la versión 10.1 o posterior del software NetApp Element.

• Solo se puede habilitar SnapMirror en clústeres de Element que se usan con los volúmenes de ONTAP de
NetApp.

Acerca de esta tarea

El sistema Element viene con SnapMirror deshabilitado de forma predeterminada. SnapMirror no se habilita
automáticamente como parte de una nueva instalación o actualización.

Una vez que está habilitada, SnapMirror no se puede deshabilitar. Solo puede deshabilitar la
función SnapMirror y restaurar la configuración predeterminada si devuelve el clúster a la
imagen de fábrica.

Pasos

1. Haga clic en Clusters > Configuración.

2. Busque la configuración específica del clúster para SnapMirror.

3. Haga clic en Activar SnapMirror.

Habilite SnapMirror en el volumen de origen de Element

Es necesario habilitar SnapMirror en el volumen de origen de Element para poder crear
una relación de replicación. Solo puede realizar esta tarea en la interfaz de usuario web
del software Element o mediante "Volumen ModificíoVolume"los métodos API
y."ModificyVolumes"

Antes de empezar

• Debe haber habilitado SnapMirror en el clúster de Element.

• El tamaño de bloque del volumen debe ser 512 bytes.

• El volumen no debe participar en la replicación remota de Element.

• El tipo de acceso al volumen no debe ser «'destino de replicación»».

Acerca de esta tarea

En el siguiente procedimiento se asume que el volumen ya existe. SnapMirror también es posible habilitar
cuando se crea o se clona un volumen.

Pasos

1. Seleccione Gestión > volúmenes.

2. Seleccione  el botón del volumen.

3. En el menú desplegable, seleccione Editar.

4. En el cuadro de diálogo Editar volumen, seleccione Activar SnapMirror.

5. Seleccione Guardar cambios.
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Cree un extremo de SnapMirror

Debes crear un punto de conexión SnapMirror antes de poder crear una relación de
replicación. Esta tarea solo se puede realizar en la interfaz web del software Element o
utilizando "Métodos de API de SnapMirror".

Antes de empezar

Debe haber habilitado SnapMirror en el clúster de Element.

Pasos

1. Haga clic en Protección de datos > terminales de SnapMirror.

2. Haga clic en Crear extremo.

3. En el cuadro de diálogo Crear un nuevo extremo, introduzca la dirección IP de administración del clúster
ONTAP.

4. Introduzca el ID de usuario y la contraseña del administrador del clúster de ONTAP.

5. Haga clic en Crear extremo.

Configurar una relación de replicación

Cree una programación de trabajo de replicación

Si va a replicar datos de Element en ONTAP o de ONTAP a Element, debe configurar
una programación de trabajo, especificar una política y crear e inicializar la relación.
Puede usar una directiva predeterminada o personalizada.

Puede utilizar el job schedule cron create comando para crear una programación de trabajo de
replicación. La programación de tareas determina el momento en que SnapMirror actualiza automáticamente
la relación de protección de datos a la que se asigna la programación.

Acerca de esta tarea

Debe asignar una programación de tareas cuando crea una relación de protección de datos. Si no asigna una
programación de trabajo, debe actualizar la relación manualmente.

Paso

1. Crear un programa de trabajo:

job schedule cron create -name job_name -month month -dayofweek day_of_week

-day day_of_month -hour hour -minute minute

Para -month -dayofweek , y -hour, puede especificar all que se ejecute el trabajo cada mes, día de
la semana y hora, respectivamente.

A partir de ONTAP 9.10.1, puede incluir Vserver para su programación de trabajo:

job schedule cron create -name job_name -vserver Vserver_name -month month

-dayofweek day_of_week -day day_of_month -hour hour -minute minute

El siguiente ejemplo crea una programación de trabajo llamada my_weekly que se ejecuta los sábados a
las 3:00 a.m.:
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cluster_dst::> job schedule cron create -name my_weekly -dayofweek

"Saturday" -hour 3 -minute 0

Personalizar una política de replicación

Cree una política de replicación personalizada

Puede usar una directiva predeterminada o personalizada al crear una relación de
replicación. Para una política de replicación unificada personalizada, debe definir una o
más rules que determinen qué copias de snapshot se transfieren durante la inicialización
y actualización.

Puede crear una directiva de replicación personalizada si la directiva predeterminada para una relación no es
adecuada. Se pueden comprimir datos en una transferencia de red, por ejemplo, o modificar el número de
intentos que realiza SnapMirror para transferir copias Snapshot.

Acerca de esta tarea

El policy type de la directiva de replicación determina el tipo de relación que admite. En la siguiente tabla se
muestran los tipos de directivas disponibles.

Tipo de política Tipo de relación

reflejo asíncrono Recuperación ante desastres de SnapMirror

mirror-vault Replicación unificada

Paso

1. Cree una política de replicación personalizada:

snapmirror policy create -vserver SVM -policy policy -type async-

mirror|mirror-vault -comment comment -tries transfer_tries -transfer-priority

low|normal -is-network-compression-enabled true|false

Para obtener una sintaxis de comando completa, consulte la página man.

A partir de ONTAP 9.5, puede especificar la programación para crear una programación de copias
Snapshot común para las relaciones de SnapMirror síncronas mediante -common-snapshot-schedule
el parámetro. De forma predeterminada, la programación común de copias de Snapshot para las
relaciones síncronas de SnapMirror es de una hora. Es posible especificar un valor entre 30 minutos y dos
horas para la programación de copia Snapshot para las relaciones síncronas de SnapMirror.

En el ejemplo siguiente se crea una política de replicación personalizada para la recuperación ante
desastres de SnapMirror que permite la compresión de red para las transferencias de datos:

cluster_dst::> snapmirror policy create -vserver svm1 -policy

DR_compressed -type async-mirror -comment “DR with network compression

enabled” -is-network-compression-enabled true
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En el ejemplo siguiente se crea una política de replicación personalizada para la replicación unificada:

cluster_dst::> snapmirror policy create -vserver svm1 -policy my_unified

-type mirror-vault

Después de terminar

Para los tipos de políticas «marror-vault», debe definir reglas que determinen qué copias de instantáneas se
transfieren durante la inicialización y actualización.

Utilice snapmirror policy show el comando para verificar que la política de SnapMirror se ha creado.
Para obtener una sintaxis de comando completa, consulte la página man.

Defina una regla para una política

Para las políticas personalizadas con el tipo de política «marror-vault», debe definir al
menos una regla que determine qué copias de instantánea se transfieren durante la
inicialización y la actualización. También puede definir reglas para las políticas
predeterminadas con el tipo de política «mirror-vault».

Acerca de esta tarea

Cada política con el tipo de política «marror-vault» debe tener una regla que especifique qué copias de
instantáneas replicar. La regla “bimensual”, por ejemplo, indica que solo se deben replicar las copias snapshot
asignadas a la etiqueta “bimensual” de SnapMirror. Al configurar las copias de Snapshot de Element, se
asigna la etiqueta de SnapMirror.

Cada tipo de política está asociado a una o más reglas definidas por el sistema. Estas reglas se asignan
automáticamente a una directiva cuando se especifica su tipo de directiva. La siguiente tabla muestra las
reglas definidas por el sistema.

Regla definida por el sistema Se utiliza en tipos de políticas Resultado

sm_creado reflejo asíncrono, reflejo de
almacenes

Se transfiere una copia snapshot
creada por SnapMirror en el
momento de la inicialización y la
actualización.

todos los días mirror-vault Las nuevas copias instantáneas en
el origen con la etiqueta de
SnapMirror “DAILY” se transfieren
en la inicialización y actualización.

semanal mirror-vault Las nuevas copias snapshot del
origen con la etiqueta «semanal»
de SnapMirror se transfieren en el
momento de la inicialización y la
actualización.
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mensual mirror-vault Las nuevas copias instantáneas en
el origen con la etiqueta de
SnapMirror “en orden” se
transfieren en el momento de la
inicialización y la actualización.

Puede especificar reglas adicionales según sea necesario, para directivas predeterminadas o personalizadas.
Por ejemplo:

• Para la política predeterminada MirrorAndVault, puede crear una regla denominada «bimensual» para
hacer coincidir las copias snapshot del origen con la etiqueta «bimensual» de SnapMirror.

• Para una política personalizada con el tipo de política “Mirror-vault”, puede crear una regla llamada
“bisemanal” para hacer coincidir las copias instantáneas en el origen con la etiqueta “bisemanal” de
SnapMirror.

Paso

1. Definir una regla para una directiva:

snapmirror policy add-rule -vserver SVM -policy policy_for_rule -snapmirror

-label snapmirror-label -keep retention_count

Para obtener una sintaxis de comando completa, consulte la página man.

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-monthly a la
MirrorAndVault política predeterminada:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy

MirrorAndVault -snapmirror-label bi-monthly -keep 6

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror bi-weekly a la my_snapvault
política personalizada:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy

my_snapvault -snapmirror-label bi-weekly -keep 26

En el siguiente ejemplo, se agrega una regla con la etiqueta SnapMirror app_consistent a la Sync
política personalizada:

cluster_dst::> snapmirror policy add-rule -vserver svm1 -policy Sync

-snapmirror-label app_consistent -keep 1

Luego, puede replicar copias Snapshot del clúster de origen que coincidan con esta etiqueta de
SnapMirror:
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cluster_src::> snapshot create -vserver vs1 -volume vol1 -snapshot

snapshot1 -snapmirror-label app_consistent

Cree una relación de replicación

Crear una relación desde un origen de elemento a un destino de ONTAP

La relación entre el volumen de origen del almacenamiento primario y el volumen de
destino del almacenamiento secundario se denomina relación de protección de datos.
Puede usar el snapmirror create comando para crear una relación de protección de
datos desde un origen de Element a un destino de ONTAP, o desde un origen de ONTAP
a un destino de Element.

Puede usar SnapMirror para replicar copias de Snapshot de un volumen Element en un sistema de destino
ONTAP. En caso de desastre en el sitio de Element, puede seguir prestando servicio a los clientes desde el
sistema ONTAP y, a continuación, reactivar el volumen de origen de Element cuando el servicio se restaure.

Antes de empezar

• ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.

• El volumen de Element debe estar habilitado para la replicación de SnapMirror.

• Si está utilizando el tipo de política «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

Sólo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

Un volumen de Element es aproximadamente equivalente a una LUN de ONTAP. SnapMirror crea un LUN con
el nombre del volumen de Element cuando se inicializa una relación de protección de datos entre el software
Element y ONTAP. SnapMirror replica datos a una LUN existente si la LUN cumple con los requisitos para
replicar del software Element en ONTAP.

Las reglas de replicación son las siguientes:

• Un volumen de ONTAP puede contener datos solo de un volumen de Element.

• No es posible replicar datos desde un volumen de ONTAP en varios volúmenes de Element.

En ONTAP 9, 3 y anteriores, un volumen de destino puede contener hasta 251 copias Snapshot. En ONTAP 9,
4 y posteriores, un volumen de destino puede contener hasta 1019 copias Snapshot.

Paso

1. A partir del clúster de destino, cree una relación de replicación desde un origen de Element en un destino
de ONTAP:

snapmirror create -source-path <hostip:>/lun/<name> -destination-path
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<SVM:volume>|<cluster://SVM/volume> -type XDP -schedule schedule -policy

<policy>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se crea una relación de recuperación ante desastres de SnapMirror con la
MirrorLatest política predeterminada:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy MirrorLatest

En el siguiente ejemplo, se crea una relación de replicación unificada mediante la MirrorAndVault
política predeterminada:

cluster_dst:> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy MirrorAndVault

En el siguiente ejemplo se crea una relación de replicación unificada mediante Unified7year la política:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy Unified7year

En el siguiente ejemplo, se crea una relación de replicación unificada mediante la my_unified política
personalizada:

cluster_dst::> snapmirror create -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst -type XDP -schedule my_daily

-policy my_unified

Después de terminar

Utilice snapmirror show el comando para verificar que la relación de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la página man.

Cree una relación desde un origen de ONTAP a un destino de elemento

A partir de ONTAP 9.4, se puede usar SnapMirror para replicar copias de snapshots de
una LUN creada en un origen de ONTAP en un destino de Element. Es posible que
utilice la LUN para migrar datos desde ONTAP al software Element.

Antes de empezar

• ONTAP debe haber accesible el nodo de destino de Element.
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• El volumen de Element debe estar habilitado para la replicación de SnapMirror.

Acerca de esta tarea

Debe especificar la ruta de destino del elemento con el formato <hostip:>/lun/<name>, donde «lun» es
la cadena real «lun» y name es el nombre del volumen del elemento.

Las reglas de replicación son las siguientes:

• La relación de replicación debe tener una política de tipo «"duplicación asíncrona"».

Puede usar una directiva predeterminada o personalizada.

• Solo se admiten LUN iSCSI.

• No es posible replicar más de un LUN desde un volumen de ONTAP a un volumen de Element.

• No es posible replicar un LUN desde un volumen de ONTAP a varios volúmenes de Element.

Paso

1. Cree una relación de replicación desde un origen de ONTAP a un destino de Element:

snapmirror create -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name> -type XDP -schedule schedule -policy

<policy>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se crea una relación de recuperación ante desastres de SnapMirror con la
MirrorLatest política predeterminada:

cluster_dst::> snapmirror create -source-path svm_1:volA_dst

-destination-path 10.0.0.11:/lun/0005 -type XDP -schedule my_daily

-policy MirrorLatest

En el siguiente ejemplo se crea una relación de recuperación ante desastres de SnapMirror usando la
my_mirror política personalizada:

cluster_dst::> snapmirror create -source-path svm_1:volA_dst

-destination-path 10.0.0.11:/lun/0005 -type XDP -schedule my_daily

-policy my_mirror

Después de terminar

Utilice snapmirror show el comando para verificar que la relación de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la página man.

Inicializar una relación de replicación

Para todos los tipos de relaciones, la inicialización realiza una transferencia baseline:
Realiza una copia Snapshot del volumen de origen y luego transfiere esa copia y todos
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los bloques de datos a los que hace referencia al volumen de destino.

Antes de empezar

• ONTAP debe haber accesible desde el nodo Element que contiene el volumen que se va a replicar.

• El volumen de Element debe estar habilitado para la replicación de SnapMirror.

• Si está utilizando el tipo de política «marror-vault», se debe haber configurado una etiqueta SnapMirror
para que se repliquen las copias Snapshot de Element.

Sólo puede realizar esta tarea en el "Interfaz de usuario web del software Element" o
utilizando el "Métodos API".

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

La inicialización puede requerir mucho tiempo. Puede ser conveniente ejecutar la transferencia básica en
horas de menor actividad.

Si la inicialización de una relación desde un origen de ONTAP a un destino de Element genera
errores por cualquier motivo, seguirá presentando errores incluso después de haber corregido
el problema (un nombre de LUN no válido, por ejemplo). La solución es la siguiente:

1. Eliminar la relación.

2. Elimine el volumen de destino de Element.

3. Cree un nuevo volumen de destino de Element.

4. Cree e inicialice una nueva relación desde el origen de ONTAP hasta el volumen de destino
de Element.

Paso

1. Inicializar una relación de replicación:

snapmirror initialize -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume|cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se inicializa la relación entre el volumen de origen 0005 en la dirección IP
10.0.0.11 y el volumen de destino volA_dst en svm_backup:

cluster_dst::> snapmirror initialize -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

Proporcione datos desde un volumen de destino de recuperación ante desastres
de SnapMirror
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Haga que el volumen de destino sea modificable

Cuando el desastre deshabilita el sitio principal para una relación de recuperación ante
desastres de SnapMirror, puede proporcionar datos del volumen de destino con una
interrupción mínima. Se puede reactivar el volumen de origen cuando el servicio se
restaura en el sitio primario.

Debe hacer que el volumen de destino sea editable, para poder proporcionar datos del volumen a los clientes.
Puede utilizar snapmirror quiesce el comando para detener las transferencias programadas al destino,
snapmirror abort el comando para detener las transferencias continuas y el snapmirror break
comando para que el destino se pueda escribir.

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

Pasos

1. Detenga las transferencias programadas al destino:

snapmirror quiesce -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se detienen las transferencias programadas entre el volumen de origen 0005 en la
dirección IP 10.0.0.11 y el volumen de destino volA_dst en svm_backup:

cluster_dst::> snapmirror quiesce -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

2. Detenga las transferencias continuas al destino:

snapmirror abort -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se detienen las transferencias en curso entre el volumen de origen 0005 en la
dirección IP 10.0.0.11 y el volumen de destino volA_dst svm_backup en :

cluster_dst::> snapmirror abort -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

3. Rompa la relación de recuperación ante desastres de SnapMirror:

snapmirror break -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.
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En el ejemplo siguiente, se interrumpe la relación entre el volumen de origen 0005 volA_dst en la
dirección IP 10.0.0.11 y el volumen de destino en svm_backup y el volumen de destino en volA_dst
svm_backup :

cluster_dst::> snapmirror break -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

Configure el volumen de destino para acceder a los datos

Tras hacer que el volumen de destino sea editable, debe configurar el volumen para el
acceso a los datos. Los hosts SAN pueden acceder a los datos desde el volumen de
destino hasta que se reactive el volumen de origen.

1. Asigne la LUN de Element al iGroup correspondiente.

2. Crear sesiones iSCSI desde los iniciadores de host SAN a los LIF DE SAN.

3. En el cliente SAN, realice una nueva exploración del almacenamiento para detectar la LUN conectada.

Vuelva a activar el volumen de origen original

Puede restablecer la relación de protección de datos original entre los volúmenes de
origen y destino cuando ya no necesite servir datos desde el destino.

Acerca de esta tarea

En el siguiente procedimiento se asume que la línea base del volumen de origen original está intacta. Si la
base de referencia no está intacta, debe crear e inicializar la relación entre el volumen desde el que se sirven
datos y el volumen de origen original antes de realizar el procedimiento.

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

A partir de ONTAP 9.4, las copias Snapshot de una LUN creada mientras sirve datos desde el destino de
ONTAP se replican automáticamente cuando se reactiva el origen de Element.

Las reglas de replicación son las siguientes:

• Solo se admiten LUN iSCSI.

• No es posible replicar más de un LUN desde un volumen de ONTAP a un volumen de Element.

• No es posible replicar un LUN desde un volumen de ONTAP a varios volúmenes de Element.

Pasos

1. Elimine la relación de protección de datos original:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se elimina la relación entre el volumen de origen original, 0005 en la dirección IP
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10,0.0,11 y el volumen desde el que se sirven datos, volA_dst en svm_backup:

cluster_dst::> snapmirror delete -source-path 10.0.0.11:/lun/0005

-policy MirrorLatest -destination-path svm_backup:volA_dst

2. Invierta la relación de protección de datos original:

snapmirror resync -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la página man.

Aunque la resincronización no requiere una transferencia básica, puede requerir mucho tiempo. Puede
que desee ejecutar la resincronización en horas de menor actividad.

En el siguiente ejemplo se revierte la relación entre el volumen de origen, 0005 en la dirección IP
10,0.0,11 y el volumen desde el que se sirven datos, volA_dst en svm_backup:

cluster_dst::> snapmirror resync -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005 -policy MirrorLatest

3. Actualice la relación de inversión:

snapmirror update -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la página man.

El comando genera un error si no existe una copia Snapshot común en el origen y el
destino. Se utiliza snapmirror initialize para reinicializar la relación.

En el ejemplo siguiente se actualiza la relación entre el volumen desde volA_dst svm_backup el que se
sirven datos, en , y el volumen de origen original, 0005 en la dirección IP 10,0.0,11:

cluster_dst::> snapmirror update -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005

4. Detenga las transferencias programadas para la relación de inversión:

snapmirror quiesce -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se detienen las transferencias programadas entre el volumen desde volA_dst
svm_backup el que se están sirviendo datos, 0005 en y el volumen de origen original, en la dirección IP
10,0.0,11:
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cluster_dst::> snapmirror quiesce -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005

5. Detenga las transferencias continuas para la relación de inversión:

snapmirror abort -source-path <SVM:volume>|<cluster://SVM/volume> -destination

-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se detienen las transferencias continuas entre el volumen del que se están
sirviendo datos, volA_dst svm_backup 0005 en y el volumen de origen original, en la dirección IP
10,0.0,11:

cluster_dst::> snapmirror abort -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005

6. Rompa la relación inversa:

snapmirror break -source-path <SVM:volume>|<cluster://SVM/volume> -destination

-path <hostip:>/lun/<name>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se interrumpe la relación entre el volumen desde volA_dst svm_backup el que
se sirven datos, 0005 en , y el volumen de origen original, en la dirección IP 10,0.0,11:

cluster_dst::> snapmirror break -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005

7. Elimine las relaciones de protección de datos revertidas:

snapmirror delete -source-path <SVM:volume>|<cluster://SVM/volume>

-destination-path <hostip:>/lun/<name> -policy <policy>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se elimina la relación inversa entre el volumen de origen, 0005 en la dirección IP
10,0.0,11 y el volumen del que sirve datos, volA_dst en svm_backup:

cluster_src::> snapmirror delete -source-path svm_backup:volA_dst

-destination-path 10.0.0.11:/lun/0005 -policy MirrorLatest

8. Restablezca la relación de protección de datos original:

snapmirror resync -source-path <hostip:>/lun/<name> -destination-path
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<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se restablece la relación entre el volumen de origen original, 0005 en la dirección
IP 10,0.0,11, y el volumen de destino original, volA_dst en svm_backup:

cluster_dst::> snapmirror resync -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

Después de terminar

Utilice snapmirror show el comando para verificar que la relación de SnapMirror se ha creado. Para
obtener una sintaxis de comando completa, consulte la página man.

Actualice manualmente una relación de replicación

Es posible que deba actualizar una relación de replicación manualmente si falla una
actualización debido a un error de red.

Acerca de esta tarea

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

Pasos

1. Actualice manualmente una relación de replicación:

snapmirror update -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume>

Para obtener una sintaxis de comando completa, consulte la página man.

El comando genera un error si no existe una copia Snapshot común en el origen y el
destino. Se utiliza snapmirror initialize para reinicializar la relación.

En el ejemplo siguiente se actualiza la relación entre el volumen de origen 0005 en la dirección IP
10.0.0.11 y el volumen de destino volA_dst en svm_backup:

cluster_src::> snapmirror update -source-path 10.0.0.11:/lun/0005

-destination-path svm_backup:volA_dst

Resincronice una relación de replicación

Es necesario volver a sincronizar una relación de replicación después de hacer que un
volumen de destino sea modificable, después de un error en la actualización porque no
existe una copia Snapshot común en los volúmenes de origen y destino o si desea
cambiar la política de replicación de la relación.
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Acerca de esta tarea

Aunque la resincronización no requiere una transferencia básica, puede requerir mucho tiempo. Puede que
desee ejecutar la resincronización en horas de menor actividad.

Debe especificar la ruta de origen del elemento con el formato <hostip:>/lun/<name>, donde «lun» es la
cadena real «lun» y name es el nombre del volumen del elemento.

Paso

1. Resincronización de los volúmenes de origen y destino:

snapmirror resync -source-path <hostip:>/lun/<name> -destination-path

<SVM:volume>|<cluster://SVM/volume> -type XDP -policy <policy>

Para obtener una sintaxis de comando completa, consulte la página man.

En el ejemplo siguiente se vuelve a sincronizar la relación entre el volumen de origen 0005 en la dirección
IP 10.0.0.11 y el volumen de destino volA_dst en svm_backup:

cluster_dst::> snapmirror resync -source-path 10.0.0.11:/lun/0005

-policy MirrorLatest -destination-path svm_backup:volA_dst

Realice backups y restaure volúmenes

Realice backups y restaure volúmenes

Es posible realizar backups y restaurar volúmenes en otro almacenamiento de SolidFire,
así como en almacenes de objetos secundarios que sean compatibles con OpenStack
Swift o Amazon S3.

Cuando se restauran volúmenes desde OpenStack Swift o Amazon S3, se necesita información de manifiesto
desde el proceso de backup original. Si desea restaurar un volumen de del cual se había realizado un backup
en un sistema de almacenamiento de SolidFire, no será necesaria ninguna información de manifiesto.

Obtenga más información

• Realice backups de un volumen en un almacén de objetos Amazon S3

• Realice backups de un volumen en un almacén de objetos OpenStack Swift

• Realice backups de un volumen en un clúster de almacenamiento de SolidFire

• Restaure un volumen a partir de un backup en un almacén de objetos Amazon S3

• Restaure un volumen a partir de un backup en un almacén de objetos OpenStack Swift

• Restaure un volumen a partir de un backup en un clúster de almacenamiento de SolidFire

Realice backups de un volumen en un almacén de objetos Amazon S3

Es posible realizar backups de volúmenes de en almacenes de objetos externos que
sean compatibles con Amazon S3.
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1. Haga clic en Administración > volúmenes.

2. Haga clic en el icono Actions del volumen del que desea realizar un backup.

3. En el menú que se abre, haga clic en copia de seguridad en.

4. En el cuadro de diálogo copia de seguridad integrada en copia de seguridad a, seleccione S3.

5. Seleccione una opción en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.

7. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.

8. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.

9. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.

10. Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo etiqueta de nombre.

11. Haga clic en Iniciar lectura.

Realice backups de un volumen en un almacén de objetos OpenStack Swift

Es posible realizar backups de volúmenes de en almacenes de objetos externos que
sean compatibles con OpenStack Swift.

1. Haga clic en Administración > volúmenes.

2. Haga clic en el icono Actions del volumen del que desea realizar un backup.

3. En el menú que se abre, haga clic en copia de seguridad en.

4. En el cuadro de diálogo copia de seguridad integrada en copia de seguridad a, seleccione Swift.

5. Seleccione un formato de datos en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Introduzca una dirección URL para acceder al almacén de objetos en el campo URL.

7. Introduzca un nombre de usuario para la cuenta en el campo Nombre de usuario.

8. Introduzca la clave de autenticación de la cuenta en el campo clave de autenticación.

9. Introduzca el contenedor en el que desea almacenar la copia de seguridad en el campo Container.

10. Opcional: Introduzca una etiqueta de nombre para adjuntarla al prefijo en el campo nametag.

11. Haga clic en Iniciar lectura.

Realice backups de un volumen en un clúster de almacenamiento de SolidFire

Es posible realizar backups de volúmenes que residen en un clúster de en un clúster
remoto de para los clústeres de almacenamiento que ejecutan el software Element.

Debe confirmar que los clústeres de origen y destino están emparejados.

Consulte "Emparejar clústeres para la replicación".
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Cuando se crea un backup o se restaura de un clúster a otro, el sistema genera una clave que se debe usar
como autenticación entre los clústeres. Con esta clave de escritura masiva de volúmenes, el clúster de origen
puede autenticarse con el clúster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
en el volumen de destino. Como parte del proceso de backup o restauración, debe generar una clave de
escritura masiva de volúmenes desde el volumen de destino antes de iniciar la operación.

1. En el clúster de destino, Administración > volúmenes.

2. Haga clic en el icono Actions del volumen de destino.

3. En el menú que se abre, haga clic en Restaurar de.

4. En el cuadro de diálogo Restauración integrada, en Restaurar de, seleccione SolidFire.

5. Seleccione una opción en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Haga clic en generar clave.

7. Copie la clave del cuadro Bulk Volume Write Key en el portapapeles.

8. En el clúster de origen, vaya a Administración > volúmenes.

9. Haga clic en el icono Actions del volumen del que desea realizar un backup.

10. En el menú que se abre, haga clic en copia de seguridad en.

11. En el cuadro de diálogo copia de seguridad integrada, en copia de seguridad a, seleccione SolidFire.

12. Seleccione la misma opción que seleccionó anteriormente en el campo Formato de datos.

13. Introduzca la dirección IP virtual de administración del clúster del volumen de destino en el campo Remote
Cluster MVIP.

14. Introduzca el nombre de usuario del clúster remoto en el campo Nombre de usuario del clúster remoto.

15. Introduzca la contraseña del clúster remoto en el campo Remote Cluster Password.

16. En el campo Bulk Volume Write Key, pegue la clave que ha generado en el clúster de destino
anteriormente.

17. Haga clic en Iniciar lectura.

Restaure un volumen a partir de un backup en un almacén de objetos Amazon S3

Es posible restaurar un volumen a partir de un backup en un almacén de objetos
Amazon S3.

1. Haga clic en Informes > Registro de sucesos.

2. Busque el evento de backup que creó el backup que debe restaurar.

3. En la columna Detalles del evento, haga clic en Mostrar detalles.

4. Copie la información de manifiesto en el portapapeles.

5. Haga clic en Administración > volúmenes.

6. Haga clic en el icono Actions del volumen que desea restaurar.

7. En el menú que se abre, haga clic en Restaurar de.

8. En el cuadro de diálogo Restauración integrada en Restaurar de, seleccione S3.

9. Seleccione la opción que coincide con la copia de seguridad en Formato de datos:
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◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

10. Introduzca un nombre de host para acceder al almacén de objetos en el campo Hostname.

11. Introduzca un ID de clave de acceso para la cuenta en el campo ID de clave de acceso.

12. Introduzca la clave de acceso secreta de la cuenta en el campo clave de acceso secreta.

13. Introduzca el bloque S3 en el que desea almacenar la copia de seguridad en el campo S3 Bucket.

14. Pegue la información del manifiesto en el campo manifiesto.

15. Haga clic en Iniciar escritura.

Restaure un volumen a partir de un backup en un almacén de objetos OpenStack
Swift

Es posible restaurar un volumen a partir de un backup en un almacén de objetos
OpenStack Swift.

1. Haga clic en Informes > Registro de sucesos.

2. Busque el evento de backup que creó el backup que debe restaurar.

3. En la columna Detalles del evento, haga clic en Mostrar detalles.

4. Copie la información de manifiesto en el portapapeles.

5. Haga clic en Administración > volúmenes.

6. Haga clic en el icono Actions del volumen que desea restaurar.

7. En el menú que se abre, haga clic en Restaurar de.

8. En el cuadro de diálogo Integrated Restore, en Restore from, seleccione Swift.

9. Seleccione la opción que coincide con la copia de seguridad en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

10. Introduzca una dirección URL para acceder al almacén de objetos en el campo URL.

11. Introduzca un nombre de usuario para la cuenta en el campo Nombre de usuario.

12. Introduzca la clave de autenticación de la cuenta en el campo clave de autenticación.

13. Introduzca el nombre del contenedor en el que se almacena la copia de seguridad en el campo Container.

14. Pegue la información del manifiesto en el campo manifiesto.

15. Haga clic en Iniciar escritura.

Restaure un volumen a partir de un backup en un clúster de almacenamiento de
SolidFire

Es posible restaurar un volumen a partir de un backup en un clúster de almacenamiento
de SolidFire.

Cuando se crea un backup o se restaura de un clúster a otro, el sistema genera una clave que se debe usar
como autenticación entre los clústeres. Con esta clave de escritura masiva de volúmenes, el clúster de origen
puede autenticarse con el clúster de destino, lo que permite ofrecer un nivel de seguridad cuando se escribe
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en el volumen de destino. Como parte del proceso de backup o restauración, debe generar una clave de
escritura masiva de volúmenes desde el volumen de destino antes de iniciar la operación.

1. En el clúster de destino, haga clic en Administración > volúmenes.

2. Haga clic en el icono Actions del volumen que desea restaurar.

3. En el menú que se abre, haga clic en Restaurar de.

4. En el cuadro de diálogo Restauración integrada, en Restaurar de, seleccione SolidFire.

5. Seleccione la opción que coincide con la copia de seguridad en Formato de datos:

◦ Original: Formato comprimido que sólo pueden leer los sistemas de almacenamiento SolidFire.

◦ Sin comprimir: Formato sin comprimir compatible con otros sistemas.

6. Haga clic en generar clave.

7. Copie la información de Bulk Volume Write Key en el portapapeles.

8. En el clúster de origen, haga clic en Administración > volúmenes.

9. Haga clic en el icono Actions del volumen que quiera usar para la restauración.

10. En el menú que se abre, haga clic en copia de seguridad en.

11. En el cuadro de diálogo copia de seguridad integrada, seleccione SolidFire en copia de seguridad.

12. Seleccione la opción que coincide con la copia de seguridad en Formato de datos.

13. Introduzca la dirección IP virtual de administración del clúster del volumen de destino en el campo Remote
Cluster MVIP.

14. Introduzca el nombre de usuario del clúster remoto en el campo Nombre de usuario del clúster remoto.

15. Introduzca la contraseña del clúster remoto en el campo Remote Cluster Password.

16. Pegue la clave del portapapeles en el campo Bulk Volume Write Key.

17. Haga clic en Iniciar lectura.

Configure los dominios de protección personalizados

En el caso de los clústeres de Element que contienen más de dos nodos de
almacenamiento, es posible configurar Protection Domains personalizados para cada
nodo. Cuando configura Protection Domains personalizados, debe asignar todos los
nodos del clúster a un dominio.

Cuando se asignan Protection Domains, se inicia una sincronización de datos entre nodos y
algunas operaciones del clúster no están disponibles hasta que se completa la sincronización
de datos. Después de configurar un dominio de protección personalizado para un clúster,
cuando se añade un nodo de almacenamiento nuevo, no es posible añadir unidades al nodo
nuevo hasta que se asigna un dominio de protección al nodo y permite que se complete la
sincronización de datos. Visite la "Documentación de Protection Domains" Para obtener más
información acerca de Protection Domains.
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Para que un esquema de Protection Domain personalizado sea útil en un clúster, todos los
nodos de almacenamiento de cada chasis deben asignarse al mismo dominio de protección
personalizado. Debe crear tantos dominios de protección personalizados como sea necesario
para que este sea el caso (el esquema de dominio de protección personalizado más pequeño
posible es tres dominios). Como práctica recomendada, configure un número igual de nodos
por dominio e intente garantizar que cada nodo asignado a un dominio en particular sea del
mismo tipo.

Pasos

1. Haga clic en Cluster > Nodes.

2. Haga clic en Configurar dominios de protección.

En la ventana Configurar dominios de protección personalizados, puede ver los dominios de
protección configurados actualmente (si los hay), así como las asignaciones de dominios de protección
para nodos individuales.

3. Escriba un nombre para el nuevo dominio de protección personalizado y haga clic en Crear.

Repita este paso para todos los dominios de protección nuevos que necesite crear.

4. Para cada nodo de la lista asignar nodos, haga clic en el menú desplegable de la columna dominio de
protección y seleccione un dominio de protección para asignar a ese nodo.

Asegúrese de comprender el diseño del nodo y el chasis, el esquema de dominio de
protección personalizado que ha configurado y los efectos del esquema en la protección de
datos antes de aplicar los cambios. Si aplica un esquema de Protection Domain y necesita
hacer cambios de inmediato, puede pasar algún tiempo antes de poder hacerlo debido a la
sincronización de datos que se produce una vez que se aplica una configuración.

5. Haga clic en Configurar dominios de protección.

Resultado

En función del tamaño del clúster, la sincronización de datos entre dominios podría llevar algún tiempo. Una
vez completada la sincronización de datos, puede ver las asignaciones personalizadas de Protection Domain
en la página Cluster > Nodes y el panel de la interfaz de usuario web de Element muestra el estado de
protección del clúster en el panel Custom Protection Domain Health.

Posibles errores

A continuación se muestran algunos errores tras aplicar una configuración personalizada de Protection
Domain:

Error Descripción Resolución

SetProtectionDomainLayout falló:
ProtectionDomainLayout dejaría el
identificador de nodo {9}
inutilizable. Los nombres
predeterminados y no
predeterminados no se pueden
usar juntos.

Un nodo no tiene asignado un
dominio de protección.

Asigne un dominio de protección al
nodo.
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SetProtectionDomainLayout falló:
El tipo de dominio de protección
'personalizado' divide el tipo de
dominio de protección 'chasis'.

A un nodo en un chasis de varios
nodos se le asigna un dominio de
protección diferente a los de otros
nodos del chasis.

Asegúrese de que todos los nodos
del chasis tengan asignado el
mismo dominio de protección.

Obtenga más información

• "Dominios de protección personalizados"

• "Gestione el almacenamiento con la API de Element"
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