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Requisitos
Redes

La configuracion de red para un sistema SolidFire consta de requisitos de switch y
puerto. La implementacion de estos depende de su sistema.

Si quiere mas informacién

+ "Configuracion de switches para los clusteres que ejecutan el software Element"
* "Requisitos de puerto de red"
* "Documentacion de SolidFire y el software Element”

* "Plugin de NetApp Element para vCenter Server"

Configuracion de switches para los clusteres que ejecutan
el software Element

El sistema de software NetApp Element tiene ciertos requisitos de switch y practicas
recomendadas para un rendimiento 6ptimo del almacenamiento.

Los nodos de almacenamiento requieren switches Ethernet de 10 GbE o 25GbE, en funcién del hardware de
nodos especificos para la comunicacion de los servicios de almacenamiento iSCSI y los servicios de nodo
dentro del cluster. Los switches de 1 GbE se pueden usar para estos tipos de trafico:

* Gestion del cluster y los nodos

 Trafico de gestidon dentro del cluster entre los nodos

* Trafico entre los nodos del cluster y la maquina virtual del nodo de gestion

Practica recomendada: debe implementar las siguientes practicas recomendadas al configurar los
conmutadores Ethernet para el trafico de cluster:

 Para el trafico que no sea de almacenamiento en el cluster, implemente un par de switches de 1 GbE
para proporcionar alta disponibilidad y uso compartido de la carga.

* En los switches de red de almacenamiento, implemente switches en parejas y configure y utilice tramas
gigantes (un tamano de MTU de 9216 bytes). Esto garantiza una instalacion correcta y elimina los
errores de red de almacenamiento debidos a paquetes fragmentados.

La implementacion de Element requiere al menos dos segmentos de red, uno para cada tipo de trafico
siguiente:

» Gestion

» Almacenamiento/datos
Segun los modelos de nodos de almacenamiento de NetApp H-Series y la configuracion de cableado

planificada, estas redes se pueden separar mediante switches distintos, o bien mediante VLAN. Para la
mayoria de las implementaciones, sin embargo, es necesario separar lé6gicamente estas redes mediante
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VLAN.
Los nodos de almacenamiento deben poder comunicarse antes, durante y después de la implementacion.

Si va a implementar redes de gestion independientes para los nodos de almacenamiento, asegurese de que
estas redes de gestion tengan rutas de red entre ellas. Estas redes deben tener puertas de enlace asignadas,
y debe existir una ruta entre las puertas de enlace. Asegurese de que cada nodo nuevo tenga asignada una
puerta de enlace para facilitar la comunicacion entre nodos y redes de gestion.

NetApp Element requiere lo siguiente:
» Todos los puertos de switch conectados a los nodos de almacenamiento H-Series de NetApp deben

configurarse como puertos periféricos de arbol de expansion.

> En los switches Cisco, en funcion del modelo del switch, la version del software y el tipo de puerto,
puede hacerlo con uno de los siguientes comandos:

" spanning-tree port type edge
" spanning-tree port type edge trunk
" spanning-tree portfast
" spanning-tree portfast trunk
° En los switches Mellanox, puede hacerlo con spanning-tree port type edge comando.

 Los switches que controlan el trafico de almacenamiento deben admitir velocidades de al menos 10 GbE
por puerto (se admiten hasta 25 GbE por puerto).

 Los switches que controlan el trafico de gestion deben admitir velocidades de al menos 1 GbE por puerto.

» Debe configurar tramas gigantes en los puertos del switch que controla el trafico de almacenamiento. Los
hosts deben poder enviar paquetes de 9000 bytes de extremo a extremo para una instalacion correcta.

 La latencia de red de ida y vuelta entre todos los nodos de almacenamiento no debe exceder los 2 ms.
Algunos nodos proporcionan funcionalidades de gestion fuera de banda adicionales a través de un puerto de
gestion dedicado. Los nodos NetApp H300S, H500S y H700S también permiten el acceso IPMI a través del

puerto A. Como practica recomendada, debe facilitar la gestion remota mediante la configuracion de la gestion
fuera de banda para todos los nodos del entorno.

Si quiere mas informacién

» "Requisitos de switch y red de NetApp HCI"
* "Documentacion de SolidFire y el software Element"

* "Plugin de NetApp Element para vCenter Server"

Requisitos de puerto de red

Es posible que tenga que permitir a los siguientes puertos TCP y UDP atravesar el
firewall perimetral del centro de datos, de manera que pueda gestionar el sistema de
forma remota y permitir a los clientes que estén fuera del centro de datos conectarse a
los recursos. En funcion de la manera en la que se use el sistema, es posible que
algunos puertos no sean necesarios.

Todos los puertos son TCP a menos que se especifique lo contrario, y todos los puertos TCP deben admitir la
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comunicacion de apreton de manos tripartito entre el servidor de soporte de NetApp, el nodo de gestion y los
nodos que ejecutan el software Element. Por ejemplo, el host de un origen del nodo de gestion se comunica
con el host en un destino de MVIP del cluster de almacenamiento a través del puerto TCP 443, y el host de
destino se vuelve a comunicar al host de origen a través de cualquier puerto.

Habilite ICMP entre el nodo de gestion, los nodos que ejecutan el software Element y la MVIP

del cluster.

En la tabla se emplean las siguientes abreviaturas:

* MIP: Direccion IP de gestion, una direccion por nodo

» SIP: Direccion IP de almacenamiento, una direccion por nodo

Origen
Clientes iSCSI

Clientes iSCSI

Clientes iSCSI

Nodo de gestion

Nodo de gestion

Nodo de gestion

Nodo de gestion

Nodo de gestion

Nodo de gestién

Nodo de gestion

MVIP: Direccion IP virtual de gestion

SVIP: Direccién IP virtual de almacenamiento

Destino

MVIP de cluster de
almacenamiento

SVIP de cluster de
almacenamiento

SIP de nodo de
almacenamiento

sfsupport.solidfire
.com

MIP de nodo de
almacenamiento

Servidores DNS

MIP de nodo de
almacenamiento

MVIP de cluster de
almacenamiento

monitoring.solidfir
e.com

MVIP de cluster de
almacenamiento

Puerto
443

3260

3260

22

22

53 TCP/UDP

442

442

443

443

Descripcion

Acceso de interfaz de usuario y API
(opcional)

Comunicaciones de cliente iSCSI

Comunicaciones de cliente iSCSI

Tunel SSH inverso para acceso al
soporte

Acceso SSH para soporte

Busqueda de DNS

Acceso de interfaz de usuario y de
API al nodo de almacenamiento y
actualizaciones del software Element

Acceso de interfaz de usuario y de
API al nodo de almacenamiento y
actualizaciones del software Element

Informes del clUster de
almacenamiento a Active I1Q

Acceso de interfaz de usuario y de
API al nodo de almacenamiento y
actualizaciones del software Element



Origen

Nodo de gestion

Nodo de gestion

Nodo de gestion

Nodo de gestion

Servidor SNMP

Servidor SNMP

BMC/IPMI de nodo de

almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

Destino

repo.netapp.com

BMC/IPMI de nodo de
almacenamiento

Nodo de testimonio

VVCenter Server

MVIP de cluster de
almacenamiento

MIP de nodo de
almacenamiento

Nodo de gestion

Servidores DNS

Nodo de gestion

Extremo de S3/Swift

Servidor NTP

Nodo de gestion

Servidor SNMP

Servidor LDAP

Puerto
443

623 UDP

9442

9443

161 UDP

161 UDP

623 UDP

53 TCP/UDP

80

80

123 UDP

162 UDP

162 UDP

389 TCP/UDP

Descripcion

Proporciona acceso a los
componentes necesarios para
instalar/actualizar la puesta en
marcha en las instalaciones.

Puerto RMCP. Esto es necesario
para gestionar los sistemas
habilitados para IPMI.

Servicio API de configuracién por
nodo

Registro del plugin de vCenter; El
puerto se puede cerrar una vez que
se completa el registro.

Sondeo de SNMP

Sondeo de SNMP

Puerto RMCP. Esto es necesario
para gestionar los sistemas
habilitados para IPMI.

Busqueda de DNS

Actualizaciones del software Element

Comunicacién HTTP con el extremo
de S3/Swift para backup y
recuperacion (opcional)

NTP

(Opcional) capturas SNMP

(Opcional) capturas SNMP

Busqueda de LDAP (opcional)



Origen

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

MIP de nodo de
almacenamiento

SIP de nodo de
almacenamiento

SIP de nodo de
almacenamiento

SIP de nodo de
almacenamiento

PC del administrador de
sistemas

PC del administrador de
sistemas

Destino

Nodo de gestion

MVIP de cluster de
almacenamiento remoto

MIP de nodo de
almacenamiento remoto

Extremo de S3/Swift

Nodo de gestion

Servidor de syslog

Servidor LDAPS

MIP de nodo de
almacenamiento remoto

SIP de nodo de
almacenamiento remoto

SIP de nodo de
almacenamiento

SIP de nodo de
almacenamiento remoto

Nodo de gestion

MIP de nodo de
almacenamiento

Puerto
443

443

443

443

514 TCP/UDP

10514
TCP/UDP

514 TCP/UDP

10514

TCP/UDP

636 TCP/UDP

2181

2181

3260

4000 hasta

4020

442

442

Descripcion
Actualizaciones de almacenamiento
de elementos

Comunicacion de emparejamiento de
clusteres de replicacion remota

Comunicacion de emparejamiento de
clusteres de replicacién remota

Comunicacion HTTPS con el
extremo de S3/Swift para backup y
recuperacion (opcional)

Reenvio de syslog

Reenvio de syslog

Busqueda LDAPS

Comunicacion entre clusteres para
replicacion remota

Comunicacion entre clusteres para
replicacion remota

ISCSI entre nodos

Transferencia de datos nodo a nodo
con replicacion remota

Acceso de interfaz de usuario de
HTTPS a nodo de gestion

Acceso de API e interfaz de usuario
de HTTPS a nodo de
almacenamiento



Origen

PC del administrador de
sistemas

PC del administrador de

sistemas

PC del administrador de
sistemas

PC del administrador de
sistemas

PC del administrador de
sistemas

PC del administrador de

sistemas

\V/Center Server

VVCenter Server

\VVCenter Server

\V/Center Server

VVCenter Server

Destino

Nodo de gestion

MVIP de cluster de
almacenamiento

Controlador de gestién en
placa base del nodo de
almacenamiento
(BMC)/interfaz de gestion
de plataforma inteligente
(IPMI) serie H410 y H600

MIP de nodo de
almacenamiento

Nodos de
almacenamiento series
BMC/IPMI H410 y H600

Nodo de testimonio

MVIP de cluster de
almacenamiento

Plugin remoto

Nodo de gestion

MVIP de cluster de

almacenamiento

Nodo de gestion

Si quiere mas informacién

* "Documentacion de SolidFire y el software Element”

Puerto
443

443

443

443

623 UDP

8080

443

8333

8443

8444

9443

Descripcion

Acceso HTTPS de interfaz de
usuario y API al nodo de gestion

Acceso de API e interfaz de usuario
de HTTPS a cluster de
almacenamiento

Acceso de API e interfaz de usuario
de HTTPS a control remoto de nodos

Creacion de cluster de
almacenamiento de HTTPS, acceso
de interfaz de usuario al cluster de
almacenamiento posterior a la
implementacion

Puerto del protocolo de control de
gestion remota. Esto es necesario
para gestionar los sistemas
habilitados para IPMI.

Interfaz de usuario web de un nodo
de testigos por nodo

Acceso de API de plugin de vCenter

Servicio de complemento de vCenter
remoto

Servicio QoSSIOC del plugin de
vCenter (opcional);

Acceso del proveedor VASA de
vCenter (solo VVol)

Registro del plugin de vCenter; El
puerto se puede cerrar una vez que
se completa el registro.
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* "Plugin de NetApp Element para vCenter Server"
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