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Trabaje con la interfaz de usuario del nodo de
gestion

Informacién general de la interfaz de usuario del nodo de
gestion
Con la interfaz de usuario del nodo de gestion (https://<ManagementNodeIP>:442),

puede realizar cambios en la configuracion de la red y del cluster, ejecutar pruebas del
sistema o utilizar utilidades del sistema.

Tareas que se pueden realizar con la interfaz de usuario del nodo de gestion:

« "Configure la supervision de alertas"
* "Modifique y pruebe la red, el cluster y la configuracion del sistema de los nodos de gestion"

* "Ejecute las utilidades del sistema desde el nodo de gestion"

Obtenga mas informacioén

» "Acceda al nodo de gestion"
* "Plugin de NetApp Element para vCenter Server"

* "Documentacion de SolidFire y el software Element"

Configure la supervision de alertas

Las herramientas de supervisidon de alertas estan configuradas para la supervision de
alertas NetApp HCI. Estas herramientas no estan configuradas ni se utilizan para el
almacenamiento all-flash de SolidFire. Si ejecuta las herramientas de estos clusteres, se
genera el siguiente error 405, el cual se espera para la configuracion:
webUIParseError : Invalid response from server. 405

Para obtener mas informacién sobre la configuracion de la supervision de alertas para NetApp HCI, consulte
"Configure la supervision de alertas"

Modifique y pruebe la red, el cluster y la configuracién del
sistema de los nodos de gestion

Puede modificar y probar la red de los nodos de gestion, el cluster y la configuracion del
sistema.

+ Actualice la configuracion de red del nodo de gestion
+ Actualice la configuracion del cluster del nodo de gestién

* Pruebe los ajustes del nodo de gestion


https://<ManagementNodeIP>:442
https://docs.netapp.com/es-es/element-software/mnode/task_mnode_access_ui.html
https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html
https://docs.netapp.com/us-en/hci/docs/task_mnode_enable_alerts.html

Actualice la configuracién de red del nodo de gestién

En la pestafia Network Settings de la interfaz de usuario de nodo de gestién por nodo, puede modificar los
campos de la interfaz de red de los nodos de gestion.
1. Abra la interfaz de usuario de cada nodo de gestion.
2. Seleccione la ficha Configuracion de red.
3. Vea o introduzca la siguiente informacion:
a. Método: Elija uno de los siguientes métodos para configurar la interfaz:

* loopback: Utilice para definir la interfaz de bucle invertido de IPv4.

* manual: Se utiliza para definir interfaces para las que no se realiza ninguna configuracion de
forma predeterminada.

* dhop: Se utiliza para obtener una direccion IP a través de DHCP.

* static: Se utiliza para definir interfaces Ethernet con direcciones IPv4 asignadas estaticamente.
b. Velocidad de enlace: La velocidad negociada por la NIC virtual.
c. Direccion IPv4: La direccion IPv4 de la red ethO.
d. Mascara de subred IPv4: Subdivisiones de direccién de la red IPv4.

e. Direccion de puerta de enlace IPv4: Direccion de red del router para enviar paquetes fuera de la red
local.

f. Direccion IPv6: La direccion IPv6 de la red ethO.

g. Direccion de puerta de enlace IPv6: Direccion de red del enrutador para enviar paquetes fuera de la
red local.

@ Las opciones IPv6 no son compatibles con las versiones 11.3 o posteriores del nodo de
gestion.

h. MTU: Tamafio de paquete mas grande que un protocolo de red puede transmitir. Debe ser mayor o
igual que 1500. Si se afade un segundo NIC de almacenamiento, el valor deberia ser 9000.
i. Servidores DNS: Interfaz de red utilizada para la comunicacion de clusteres.
j- Buscar dominios: Busque direcciones MAC adicionales disponibles para el sistema.
k. Estado: Valores posibles:
* UpAndRunning
" Down
* Up

|. Rutas: Rutas estaticas a hosts o redes especificos a través de la interfaz asociada que las rutas estan
configuradas para utilizar.

Actualice la configuracion del cluster del nodo de gestion

En la pestafia Cluster Settings de la interfaz de usuario por nodo para la gestion de los nodos, los campos de
la interfaz de cluster se pueden modificar cuando un nodo esta en el estado Available, Pending, PendingActive
y Active.



1. Abra la interfaz de usuario de cada nodo de gestion.

2. Seleccione la ficha Configuracién del cluster.

3. Vea o introduzca la siguiente informacion:
° Rol: Funcién que tiene el nodo de administracion en el cluster. El posible valor es: Management.
> Version: Version del software Element que se ejecuta en el cluster.

o Interfaz predeterminada: Interfaz de red predeterminada utilizada para la comunicacion del nodo de
administracion con el cluster que ejecuta el software Element.

Pruebe los ajustes del nodo de gestion

Después de cambiar la configuracion de red y de gestion del nodo de gestion y confirmar los cambios, puede
ejecutar pruebas para validar los cambios realizados.

1. Abra la interfaz de usuario de cada nodo de gestion.

2. En la interfaz de usuario del nodo de gestion, seleccione pruebas del sistema.

3. Realice alguna de las siguientes acciones:

a. Para comprobar que los ajustes de red configurados son validos para el sistema, seleccione probar
configuracion de red.

b. Para probar la conectividad de red a todos los nodos del cluster en las interfaces 1G y 10G mediante
paquetes ICMP, seleccione probar ping.

4. Vea o introduzca lo siguiente:

o Hosts: Especifique una lista separada por comas de direcciones o nombres de host de los dispositivos
que se van a hacer ping.

o Intentos: Especifique el nUmero de veces que el sistema debe repetir la prueba ping. El valor
predeterminado es 5.

o Tamafo de paquete: Especifique el numero de bytes que se enviaran en el paquete ICMP que se
envia a cada IP. El niumero de bytes debe ser inferior al MTU maximo especificado en la configuracion
de red.

> Tiempo de espera msec: Especifique el nimero de milisegundos que se deben esperar para cada
respuesta de ping individual. Valor predeterminado: 500 ms.

> Tiempo de espera total Sec: Especifique el tiempo en segundos que el ping debe esperar a una
respuesta del sistema antes de emitir el siguiente intento de ping o de terminar el proceso. El valor
predeterminado es 5.

> Prohibir fragmentacién: Activar el indicador DF (no fragmentar) para los paquetes ICMP.

Obtenga mas informacién

* "Plugin de NetApp Element para vCenter Server"

* "Documentacion de SolidFire y el software Element"

Ejecute las utilidades del sistema desde el nodo de gestion

Se puede usar la interfaz de usuario por nodo para el nodo de gestion a fin de crear o
eliminar paquetes de soporte de clusteres, restablecer la configuracion de nodos o
reiniciar las redes.


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html

Pasos

1. Abra la interfaz de usuario de cada nodo de gestion con las credenciales de administrador del nodo de
gestion.

2. Seleccione Utilidades del sistema.
3. Seleccione el boton de la utilidad que desea ejecutar:

a. Potencia de control: Reinicia, enciende o apaga el nodo. Especifique cualquiera de las siguientes
opciones.

@ Esta operacion provoca la pérdida temporal de conectividad de red.

= Accion: Las opciones incluyen Restart y.. Halt (apagado).
= Retardo de activacién: Cualquier tiempo adicional antes de que el nodo vuelva a estar en linea.

b. Crear paquete de soporte de cluster: Crea el paquete de soporte de cluster para ayudar a las
evaluaciones de diagnostico del soporte de NetApp de uno o mas nodos de un cluster. Especifique las
siguientes opciones:

= Nombre del paquete: Nombre Unico para cada paquete de soporte creado. Si no se proporciona
ningun nombre, "supportBundle" y el nombre de nodo se utilizan como nombre de archivo.

= Mvip: La MVIP del cluster. Los paquetes se agrupan en todos los nodos del cluster. Este
parametro es obligatorio si no se especifica el parametro Nodes.

* Nodes: Las direcciones IP de los nodos de los que se van a recopilar paquetes. Use nodos o
Mvip, pero no ambos, para especificar los nodos a partir de los cuales se van a formar paquetes.
Este parametro es obligatorio si no se especifica Mvip.

= Nombre de usuario: El nombre de usuario administrador del cluster.
= Contrasena: La contrasefia de administrador del cluster.

= Permitir incompleto: Permite que la secuencia de comandos continle ejecutandose si los
paquetes no se pueden recopilar de uno o mas de los nodos.

= Extra args: Este parametro se carga al sf make support bundle guion. Este parametro solo
se debe usar si lo solicita el soporte de NetApp.

c. Eliminar todos los paquetes de soporte: Elimina los paquetes de soporte actuales del nodo de
administracion.

d. Restablecer nodo: Restablece el nodo de administracion a una nueva imagen de instalaciéon. Esto
cambia todas las opciones, excepto la configuracion de red al estado predeterminado. Especifique las
siguientes opciones:

= Build: La direccion URL de una imagen de software de elemento remoto a la que se restablecera
el nodo.

= Opciones: Especificaciones para ejecutar las operaciones de restablecimiento. El soporte de
NetApp puede proporcionar detalles si es necesario.

@ Esta operacion provoca la pérdida temporal de conectividad de red.
e. Reiniciar red: Reinicia todos los servicios de red en el nodo de gestion.

@ Esta operacion provoca la pérdida temporal de conectividad de red.



Obtenga mas informacioén

* "Plugin de NetApp Element para vCenter Server"

» "Documentacién de SolidFire y el software Element"


https://docs.netapp.com/us-en/vcp/index.html
https://docs.netapp.com/us-en/element-software/index.html
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