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FlexPod Express

Guia de diseino de FlexPod Express con Cisco UCS C-
Series y la serie AFF C190 de NetApp

Disefio de la arquitectura NVA-1139: FlexPod Express con Cisco UCS C-Series y
AFF C190 Series de NetApp

Savita Kumari, NetApp

En colaboracion con:[Error: Falta la imagen grafica]

Las tendencias en el sector sefialan una gran transformacién de los centros de datos
hacia una infraestructura compartida y cloud computing. Ademas, las organizaciones
buscan una solucion sencilla y eficaz para oficinas remotas y sucursales que utilicen la
tecnologia con la que estan familiarizados en su centro de datos.

FlexPod Express es una arquitectura de centro de datos predisefiada con las mejores practicas que se basa
en Cisco Unified Computing System (Cisco UCS), la familia de switches Cisco Nexus y los sistemas AFF de
NetApp. Los componentes de FlexPod Express se asemejan a los homologos de FlexPod Datacenter, lo que
permite sinergias de gestién en un entorno completo de infraestructura TECNOLOGICA a una escala menor.
FlexPod Datacenter y FlexPod Express son plataformas éptimas para virtualizacién y para sistemas
operativos con configuracion basica y cargas de trabajo empresariales.

"Siguiente: Resumen del programa.”

Resumen del programa

Cartera de infraestructura convergente de FlexPod

Las arquitecturas de referencia de FlexPod se proporcionan como disefios validados por Cisco (CVD) o como
arquitecturas verificadas de NetApp (NVA). Se permiten las desviaciones basadas en los requisitos del cliente
de un CVD o NVA determinado si dichas variaciones no dan como resultado la puesta en marcha de
configuraciones no compatibles.

Como se muestra en la siguiente figura, la cartera de FlexPod incluye las siguientes soluciones: FlexPod
Express y FlexPod Datacenter.

» FlexPod Express es una solucion de gama basica con tecnologias de Cisco y NetApp.

* FlexPod Datacenter proporciona una base multiuso 6ptima para diversas cargas de trabajo y
aplicaciones.

[Error: Falta la imagen grafica]

Programa Arquitectura validada por NetApp

El programa Arquitectura verificada de NetApp ofrece a los clientes una arquitectura verificada para
soluciones NetApp. Una solucién NVA tiene las siguientes cualidades:

* Ha sido probada a conciencia


https://docs.netapp.com/es-es/flexpod/{relative_path}express-c-series-c190-design_program_summary.html

» Tiene naturaleza prescriptiva
» Minimiza los riesgos de implementacion

* Acelera el plazo de comercializacién esta guia detalla el disefio de FlexPod Express con VMware
vSphere.

Ademas, este disefio aprovecha el nuevo sistema AFF C190, que ejecuta el software ONTAP 9.6 de NetApp,
los conmutadores Cisco Nexus 31108 y los servidores Cisco UCS C220 M5 como nodos de hipervisor.

Descripcion general de la solucién

FlexPod Express esta disefiado para ejecutar cargas de trabajo de virtualizacién mixtas. Esta pensado para
oficinas remotas, sucursales y para pequenas y medianas empresas. También es perfecto para empresas mas
grandes que deseen implementar una solucion dedicada para un fin especifico. Esta nueva solucion para
FlexPod Express afiade nuevas tecnologias, como ONTAP 9.6 de NetApp, el sistema AFF C190 de NetApp y
VMware vSphere 6.7U2.

La siguiente figura muestra los componentes de hardware incluidos en la solucion FlexPod Express.

[Error: Falta la imagen grafica]

Publico objetivo

Este documento esta dirigido a usuarios que desean aprovechar una infraestructura creada para proporcionar
eficiencia TECNOLOGICA y posibilitar la innovacién EN tecnologia. El publico de este documento incluye, sin
limitarse a ellos, ingenieros de ventas, consultores de campo, personal de servicios profesionales, gestores
DE TECNOLOGIA, ingenieros de partners y clientes.

Tecnologia de soluciones

Esta solucion aprovecha las ultimas tecnologias de NetApp, Cisco y VMware. Incluye el nuevo sistema AFF
C190 de NetApp, que ejecuta el software ONTAP 9.6, los switches Cisco Nexus 31108 duales y los servidores
de montaje en rack Cisco UCS C220 M5 que ejecutan VMware vSphere 6.7U2. Esta solucion validada, como
se muestra en la siguiente figura, utiliza tecnologia Ethernet de 10 GB (10 GbE). También se ofrece
orientacion sobre como escalar agregando dos nodos de hipervisor a la vez para que la arquitectura FlexPod
Express pueda adaptarse a las cambiantes necesidades empresariales de una organizacion.

[Error: Falta la imagen grafical

"Siguiente: Requisitos tecnoldgicos."

Requisitos tecnoldégicos

FlexPod Express requiere una combinacion de componentes de hardware y software que
depende de la velocidad del hipervisor y de la red seleccionados. Ademas, FlexPod
Express puede establecer los componentes de hardware necesarios para afiadir nodos
de hipervisor en unidades de dos.

Requisitos de hardware

Independientemente del hipervisor elegido, todas las configuraciones exprés de FlexPod utilizan el mismo
hardware. Por lo tanto, aunque cambien los requisitos del negocio, puede utilizar un hipervisor diferente en el
mismo hardware de FlexPod Express.


https://docs.netapp.com/es-es/flexpod/{relative_path}express-c-series-c190-design_technology_requirements.html

En la siguiente tabla se enumeran los componentes de hardware necesarios para esta configuracion exprés
de FlexPod e implantar esta solucion. Los componentes de hardware que se usan en cualquier
implementacién de la solucién pueden variar en funcion de las necesidades del cliente.

Hardware subyacente Cantidad
Cluster de 2 nodos C190 de AFF 1
Servidor Cisco UCS C220 M5 2
Switch Cisco Nexus 31108 2

Tarjeta de interfaz virtual (VIC) Cisco UCS 1457 para 2
el servidor de montaje en rack Cisco UCS C220 M5
Requisitos de software

En la siguiente tabla se enumeran los componentes de software necesarios para implementar las
arquitecturas de la solucion FlexPod Express.

De NetApp Version Detalles

Controladora de gestion integrada 4.0.4 Para servidores en rack C220 M5

de Cisco (CIMC)

Cisco NX-OS 7.0(3)17(6) Para los switches Cisco Nexus
31108

ONTAP de NetApp 9.6 Para controladoras AFF C190 de
NetApp

En la siguiente tabla se muestra el software necesario para todas las implementaciones de VMware vSphere
en FlexPod Express.

De NetApp Version
Dispositivo VMware vCenter Server 6.7U2
VMware vSphere ESXi 6.7U2
Complemento VAAI de NetApp para ESXi 1.1.2
Consola de almacenamiento virtual de NetApp 9.6

"Siguiente: Opciones de disefio."

Opciones de disefo

Las tecnologias enumeradas en esta seccion se han elegido durante la fase de disefio
de la arquitectura. Cada tecnologia cumple un propdsito especifico en la solucion de
infraestructura Express de FlexPod.

Serie AFF C190 de NetApp con ONTAP 9.6

Esta solucion aprovecha dos de los productos mas recientes de NetApp: El sistema AFF C190 de NetApp y el
software ONTAP 9.6.


https://docs.netapp.com/es-es/flexpod/{relative_path}express-c-series-c190-design_design_choices.html

Sistema C190 de AFF

El grupo objetivo son los clientes que quieren modernizar su infraestructura TECNOLOGICA con tecnologia
all-flash a un precio asequible. El sistema AFF C190 incluye el nuevo ONTAP 9.6 y las licencias de paquetes
flash, lo que significa que las siguientes funciones estan integradas:

» CIFS, NFS, iSCSly FCP

» Software de replicacidon de datos SnapMirror de NetApp, software de backup SnapVault de NetApp,
software de recuperacion de datos SnapRestore de NetApp, suite de productos de software de gestion del
almacenamiento SnapManager de NetApp y software SnapCenter de NetApp

» Tecnologia FlexVol

* Deduplicacion, compresiéon y compactacion
» Aprovisionamiento ligero

+ Calidad de servicio del almacenamiento

* Tecnologia RAID DP de NetApp

» Tecnologia Snapshot de NetApp

+ FabricPool
Las siguientes figuras muestran las dos opciones para la conectividad de host.
La siguiente figura ilustra los puertos UTA 2 donde se puede insertar el médulo SFP+.
[Error: Falta la imagen grafica]

En la siguiente figura se muestran los puertos 10GBASE-T para la conexién a través de cables Ethernet RJ-45
convencionales.

[Error: Falta la imagen grafical

@ Para la opcioén de puerto 10GBASE-T, debe tener un switch de enlace ascendente basado en
10GBASE-T.

El sistema C190 de AFF se ofrece exclusivamente con SSD de 960 GB. Puede elegir entre cuatro fases de
expansion:

+ 8x 960 GB

* 12x 960 GB

* 18x 960 GB

» 24x 960 GB

Para obtener toda la informacién sobre el sistema de hardware C190 de AFF, consulte "Pagina de la cabina
all-flash C190 de AFF de NetApp".

Software ONTAP 9.6

Los sistemas AFF C190 de NetApp utilizan el nuevo software de gestion de datos ONTAP 9.6. ONTAP 9.6 es
el software de gestion de datos empresariales lider del sector. Combina nuevos niveles de simplicidad y
flexibilidad con potentes funcionalidades de gestion de datos, eficiencias de almacenamiento e integracion del
cloud lider.


https://www.netapp.com/us/products/entry-level-aff.aspx
https://www.netapp.com/us/products/entry-level-aff.aspx

ONTAP 9.6 cuenta con varias funciones que resultan adecuadas para la solucion FlexPod Express. Lo mas
importante es el compromiso de NetApp con la eficiencia del almacenamiento, que puede ser una de las
funciones mas importantes para implementaciones pequenas. Las caracteristicas distintivas de la eficiencia
del almacenamiento de NetApp, como la deduplicacion, la compresidn, la compactacion y el thin provisioning,
estan disponibles en ONTAP 9.6. El sistema WAFL de NetApp siempre escribe bloques de 4 KB; por tanto, la
compactacion combina varios bloques en un bloque de 4 KB cuando los bloques no utilizan el espacio
asignado de 4 KB. La siguiente figura ilustra este proceso.

[Error: Falta la imagen grafical

ONTAP 9.6 ahora admite un tamafo de bloque de 512 bytes opcional para volimenes NVMe. Esta
funcionalidad funciona bien con el sistema de archivos de maquina virtual (VMFS) de VMware, que utiliza de
forma nativa un bloque de 512 bytes. Puede permanecer con el tamafio predeterminado de 4K o,
opcionalmente, establecer el tamafio de bloque de 512 bytes.

Entre otras mejoras de las funciones de ONTAP 9.6 se incluyen:

» Cifrado de agregados de NetApp (NAE). NAE asigna claves a nivel de agregado, con lo que se cifran
todos los volumenes del agregado. Esta funcién permite cifrar y deduplicar los volimenes en el nivel de
agregado.

* Mejora de volumen de ONTAP FlexGroup de NetApp. En ONTAP 9.6, se puede cambiar facilmente el
nombre de un volumen de FlexGroup. No es necesario crear un nuevo volumen al que migrar los datos. El
tamafo del volumen también se puede reducir mediante System Manager o CLI de ONTAP.

* Mejora de FabricPool. ONTAP 9.6 afiadi6 compatibilidad adicional para almacenes de objetos como
niveles de nube. También se afiadié compatibilidad con Google Cloud y Alibaba Cloud Object Storage
Service (OSS). FabricPool admite varios almacenes de objetos, incluidos AWS S3, Azure Blob, el
almacenamiento de objetos IBM Cloud y el software de almacenamiento basado en objetos StorageGRID
de NetApp.

* Mejora de SnapMirror. en ONTAP 9.6, una nueva relacion de replicacion de volimenes se cifra de forma
predeterminada antes de salir de la matriz de origen y se descifra en el destino de SnapMirror.

Serie Nexus 3000 de Cisco

El Cisco Nexus 31108PC-V es un switch de superior rack (Tor) basado en 10 Gbps SFP+ con 48 puertos
SFP+ y 6 puertos QSFP28. Cada puerto SFP+ puede funcionar en 100 Mbps, 10 Gbps y cada puerto QSFP28
puede funcionar en modo nativo de 100 Gbps o0 40 Gbps 0 en modo 4x 10 Gbps, lo que ofrece opciones
flexibles de migracion. Este conmutador es un verdadero conmutador sin PHY optimizado para una baja
latencia y bajo consumo de energia.

La especificacion Cisco Nexus 31108PC-V incluye los siguientes componentes:

» Capacidad de conmutacion de 2,16 Tbps y velocidad de reenvio de hasta 1,2 Tbps para 31108PC-V.

* 48 puertos SFP admiten 1 y 10 Gigabit Ethernet (10GbE); los seis puertos QSFP28 admiten 4 x 10 GbE o
40 GbE cada uno o 100 GbE

La siguiente figura muestra el switch Cisco Nexus 31108PC-V.
[Error: Falta la imagen grafical

Para obtener mas informacion sobre los switches Cisco Nexus 31108PC-V, consulte "Hoja de datos de los
conmutadores Cisco Nexus 3172PQ, 3172TQ, 3172PQ-32T, 3172PQ-XL y 3172TQ-XL".


https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html
https://www.cisco.com/c/en/us/products/collateral/switches/nexus-3000-series-switches/data_sheet_c78-729483.html

Cisco UCS C-Series

Se eligio el servidor en rack Cisco UCS C-Series para FlexPod Express porque sus numerosas opciones de
configuracion permiten adaptarse a requisitos especificos en una puesta en marcha de FlexPod Express.

Los servidores de montaje en rack Cisco UCS C-Series ofrecen informatica unificada en un factor de forma
estandar del sector para reducir el TCO y aumentar la agilidad.

Los servidores de montaje en rack Cisco UCS C-Series ofrecen las siguientes ventajas:

» Un punto de entrada independiente del factor de forma en Cisco UCS
* Puesta en marcha de aplicaciones simplificada y rapida
« Ampliacion de las innovaciones y ventajas de la informatica unificada a los servidores en rack

* Mayor eleccion para el cliente gracias a sus ventajas unicas en un paquete de rack conocido
[Error: Falta la imagen grafica]

El servidor de montaje en rack Cisco UCS C220 M5, mostrado en la figura anterior, se encuentra entre la
infraestructura empresarial y los servidores de aplicaciones mas versatiles y generales del sector. Se trata de
un servidor en rack de dos sockets de alta densidad que ofrece un rendimiento y una eficiencia lideres en el
sector para una amplia gama de cargas de trabajo, incluidas aplicaciones de virtualizacion, colaboraciéon y con
configuracion basica. Los servidores en rack Cisco UCS C-Series se pueden implementar como servidores
independientes o como parte de Cisco UCS para aprovechar las innovaciones informaticas unificadas
basadas en estandares de Cisco que ayudan a reducir el coste total de propiedad de los clientes y a aumentar
la agilidad empresarial.

Para obtener mas informacioén sobre los servidores C220 M5, consulte "Hoja de datos del servidor en rack
Cisco UCS C220 M5".

Conectividad Cisco UCS VIC 1457 para servidores C220 M5

El adaptador Cisco UCS VIC 1457 mostrado en la siguiente figura es una LAN modular de factor de forma
pequefio y conectable (SFP28) de cuatro puertos en la tarjeta madre (mLOM) disefada para la generacion M5
de servidores Cisco UCS C-Series. La tarjeta admite Ethernet o FCoE de 10 Gbps. La tarjeta puede presentar
interfaces compatibles con los estandares PCle al host y pueden configurarse dinamicamente como NIC o
HBA.

[Error: Falta la imagen grafica]

Para obtener toda la informacion sobre el adaptador Cisco UCS VIC 1457, consulte "Especificaciones técnicas
de la serie 1400 de tarjeta de interfaz virtual Cisco UCS".

VMware vSphere 6.7U2

VMware vSphere 6.7U2 es una de las opciones de hipervisor para utilizar con FlexPod Express. VMware
vSphere permite a las organizaciones reducir su huella de potencia y refrigeracién a la vez que confirman que
la capacidad de computacién adquirida se ha aprovechado al maximo. Ademas, VMware vSphere permite la
proteccion contra fallos de hardware (alta disponibilidad de VMware o ha de VMware) y el equilibrio de carga
de recursos informaticos en un cluster de hosts vSphere (planificador de recursos distribuidos de VMware en
modo de mantenimiento o DRS-MM de VMware).

Dado que reinicia unicamente el kernel, VMware vSphere 6.7U2 permite a los clientes efectuar un arranque
rapido, cargando vSphere ESXi sin reiniciar el hardware. El cliente vSphere 6.7U2 vSphere (cliente basado en
HTMLD5) tiene algunas mejoras nuevas como Developer Center con Code Capture y API Explore. Con Code


https://www.cisco.com/c/en/us/products/collateral/servers-unified-computing/ucs-c-series-rack-servers/datasheet-c78-739281.html
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https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/datasheet-c78-741130.html
https://www.cisco.com/c/en/us/products/collateral/interfaces-modules/unified-computing-system-adapters/datasheet-c78-741130.html

Capture, puede registrar sus acciones en vSphere Client para proporcionar una salida de codigo simple y
utilizable. VSphere 6.7U2 también contiene nuevas funciones como DRS en modo de mantenimiento (DRS-
MM).

VMware vSphere 6.7U2 ofrece las siguientes funciones:

* VMware utiliza el modelo de puesta en marcha externo de VMware Platform Services Controller (PSC).

@ A partir de la siguiente version principal de vSphere, PSC externo no sera una opcion
disponible.

* Nueva compatibilidad de protocolos para realizar backups y restaurar un dispositivo de vCenter Server.
Introduccion de NFS y SMB como opciones de protocolo admitidas, hasta un total de 7 (HTTP, HTTPS,
FTP, FTPS, SCP, NFS y SMB) al configurar una instancia de vCenter Server para operaciones de backup
o restauracion basadas en archivos.

* Nuevo funcionalmente al utilizar la biblioteca de contenido. La sincronizacion de una plantilla de maquina
virtual nativa entre bibliotecas de contenido ahora esta disponible cuando vCenter Server esta configurado
para el modo vinculado mejorado.

* Actualice a la "Pagina de complementos de cliente".
* VMware vSphere Update Manager también afiade mejoras al cliente vSphere. Puede realizar el
cumplimiento de la comprobacion de asociacion y solucionar acciones desde una sola pantalla.

Para obtener mas informacién sobre VMware vSphere 6.7 U2, consulte "Pagina del blog de VMware vSphere".

Para obtener mas informacioén sobre las actualizaciones de VMware vCenter Server 6.7 U2, consulte "Notas
de la version".

Aunque esta solucion se validé con vSphere 6.7U2, admite cualquier version de vSphere

@ calificada con los otros componentes del "Herramienta de matriz de interoperabilidad de NetApp
(IMT)". NetApp recomienda poner en marcha la siguiente version de vSphere para sus
correcciones y funciones mejoradas.

Arquitectura de arranque
Entre las opciones admitidas para la arquitectura de arranque Express de FlexPod se incluyen las siguientes:
* LUN SAN iSCSI

* Tarjeta SD Cisco FlexFlash

* Disco local

El centro de datos FlexPod se arranca desde LUN de iSCSI; por tanto, la administracion de la solucion se
mejora mediante el uso también del arranque iISCSI para FlexPod Express.

Distribucion de la tarjeta de interfaz de red virtual del host ESXi

Cisco UCS VIC 1457 tiene cuatro puertos fisicos. Esta validacion de solucion incluye estos cuatro puertos
fisicos en el uso del host ESXi. Si tiene un nimero menor o mayor de NIC, puede tener diferentes niumeros
VMNIC.

En una implementacion de arranque iSCSI, el arranque iSCSI requiere tarjetas de interfaz de red virtual (VNIC)
independientes para el arranque iSCSI. Estos vNIC utilizan la VLAN iSCSI de la estructura adecuada como
VLAN nativa y estan conectados a los vSwitch de arranque iSCSI, como se muestra en la siguiente figura.


https://blogs.vmware.com/vsphere/2019/04/vcenter-server-6-7-update-2-whats-new.html
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[Error: Falta la imagen grafical

"Siguiente: Conclusion."

Conclusion

El disefo validado FlexPod Express es una solucién sencilla y efectiva que utiliza
componentes lideres en el sector. Al escalar y proporcionar opciones para la plataforma
del hipervisor, FlexPod Express se puede adaptar a las necesidades especificas del
negocio. FlexPod Express se ha disefiado para pequefias y medianas empresas, oficinas
remotas y sucursales, y otras empresas que requieren soluciones dedicadas.

"Siguiente: Donde encontrar informacion adicional."

Donde encontrar informacion adicional

Para obtener mas informacion sobre la informacidon descrita en este documento, consulte
los siguientes documentos y sitios web:

» Centro de documentacion de los sistemas AFF y FAS
"https://docs.netapp.com/platstor/index.jsp"

* Recursos de documentacion de AFF
"https://www.netapp.com/us/documentation/all-flash-fas.aspx"

» Guia de puesta en marcha de FlexPod Express con VMware vSphere 6.7 y AFF C190 de NetApp (en
curso)

* Documentacion de NetApp

"https://docs.netapp.com”

Guia de puesta en marcha de FlexPod Express con Cisco
UCS C-Series y la serie AFF C190 de NetApp

NVA-1142-PUESTA en MARCHA: FlexPod Express con Cisco UCS C-Series y AFF
C190 Series de NetApp: Puesta en marcha NVA

Savita Kumari, NetApp

Las tendencias del sector indican que se esta produciendo una gran transformacion de
los centros de datos hacia la infraestructura compartida y el cloud computing. Ademas,
las organizaciones buscan una solucion sencilla y eficaz para oficinas remotas y
sucursales que utilicen la tecnologia con la que estén familiarizados en su centro de
datos.

FlexPod® Express es una arquitectura de centro de datos disefiada previamente y basada en el Cisco Unified
Computing System (Cisco UCS), la familia de switches Cisco Nexus y las tecnologias de almacenamiento de
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NetApp®. Los componentes de un sistema FlexPod Express se asemejan a los del centro de datos FlexPod,
lo que permite sinergias de gestion en todo el entorno de infraestructura DE Tl a una escala menor. FlexPod
Datacenter y FlexPod Express son plataformas éptimas para virtualizaciéon y para sistemas operativos con
configuracion basica y cargas de trabajo empresariales.

El centro de datos de FlexPod y FlexPod Express proporcionan una configuracion basica y cuentan con la
flexibilidad necesaria para ajustar su tamafo y optimizarse con el objetivo de acomodar distintos casos de uso
y requisitos. Los clientes existentes de FlexPod Datacenter pueden gestionar su sistema FlexPod Express con
las herramientas a las que estan acostumbrados. Los nuevos clientes de FlexPod Express pueden realizar
facilmente la transicion a la gestion del centro de datos FlexPod a medida que crece su entorno.

FlexPod Express es una base de infraestructura 6ptima para oficinas remotas y sucursales y para pequefas y
medianas empresas. También es una solucion optima para los clientes que desean proporcionar
infraestructura para cargas de trabajo dedicadas.

FlexPod Express proporciona una infraestructura facil de gestionar que es adecuada para casi cualquier carga
de trabajo.

Descripcion general de la solucién

Esta solucion FlexPod Express forma parte del programa de infraestructura convergente
de FlexPod.

Programa de infraestructura convergente FlexPod

Las arquitecturas de referencia FlexPod se proporcionan como disefios validados por Cisco (CVD) o como
arquitecturas verificadas por NetApp (NVA). Se permiten las desviaciones basadas en los requisitos de los
clientes de un CVD o NVA determinado si estas variaciones no crean una configuracion incompatible.

El programa FlexPod incluye dos soluciones: FlexPod Express y FlexPod Datacenter.

* FlexPod Express. ofrece a los clientes una solucion de gama basica con tecnologias de Cisco y NetApp.

* FlexPod Datacenter. proporciona una base multiuso éptima para diversas cargas de trabajo y
aplicaciones.



The FlexPod Portfolio

A prevalidated, flexible platform that features

%
FlexPod

FlexPod® Express FlexPod Datacenter
Remote office or branch Enterprise apps, unified
office, retail, small and infrastructure, and

midsize business, and edge virtualization

Programa Arquitectura validada por NetApp

El programa Arquitectura verificada de NetApp ofrece a los clientes una arquitectura verificada para
soluciones NetApp. Una arquitectura verificada de NetApp ofrece una arquitectura de solucién de NetApp con
las siguientes cualidades:

» Completamente probado

* Naturaleza prescriptiva

* Riesgos minimos en la implementacion

* Plazos de comercializacion reducidos
Esta guia detalla el disefio de FlexPod Express con VMware vSphere. Ademas, este disefio utiliza el nuevo

sistema AFF C190 (que ejecuta ONTAP® 9.6 de NetApp), los servidores Cisco Nexus 31108 y Cisco UCS C-
Series C220 M5 como nodos de hipervisor.

Tecnologia de soluciones

Esta solucion aprovecha las ultimas tecnologias de NetApp, Cisco y VMware. Esta solucién incluye el nuevo
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sistema AFF C190 de NetApp con ONTAP 9.6, switches Cisco Nexus 31108 duales y servidores de rack Cisco
UCS C220 M5 con VMware vSphere 6.7U2. Esta solucion validada usa tecnologia 10 GbE. También se ofrece
orientacion sobre como escalar la capacidad de computacion mediante la adicion de dos nodos de hipervisor
a la vez para que la arquitectura FlexPod Express pueda adaptarse a las cambiantes necesidades
empresariales de una organizacion.

FlexPod Express

Cisco Mexus 31108 Switches

Cisco UGS G220 M5 C-Series
(Standalone server)
v3phere 6.7

NetApp AFF C190 Storage
Controller

Mgmt
___10GbE____

CIMC

@ Para utilizar los cuatro puertos fisicos de 10 GbE del VIC 1457 de manera eficiente, crear dos
enlaces adicionales desde cada servidor hasta los switches de bastidor superior.

Resumen de casos de uso

La solucion FlexPod Express puede aplicarse a varios casos practicos, incluidos los siguientes:

« Oficinas remotas o filiales

* Pequefas y medianas empresas

» Entornos que requieren una solucion dedicada y rentable
FlexPod Express esta indicado para cargas de trabajo virtualizadas y mixtas. Aunque esta solucion se valido
con vSphere 6.7U2, es compatible con cualquier version de vSphere cualificada con el resto de componentes

de la herramienta de matriz de interoperabilidad de NetApp. NetApp recomienda implementar vSphere 6.7U2
debido a sus correcciones y funciones mejoradas, como:

* Nueva compatibilidad de protocolos para backup y restauracion de un dispositivo servidor vCenter,
incluidos HTTP, HTTPS, FTP, FTPS, SCP, NFS Y SMB.
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* Nuevo funcionalmente al utilizar la biblioteca de contenido. La sincronizacion de plantillas de equipos
virtuales nativas entre bibliotecas de contenido ahora esta disponible cuando vCenter Server esta
configurado para el modo vinculado mejorado.

* Una pagina actualizada del complemento de cliente.
* Se han afadido mejoras en vSphere Update Manager (VUM) y el cliente de vSphere. Ahora puede realizar
las acciones de adjuntar, comprobar y solucionar, todas desde una sola pantalla.

Para obtener mas informacion sobre este tema, consulte "Pagina vSphere 6.7U2" y la "Notas de la version de
vCenter Server 6.7U2".

Requisitos tecnolégicos

Un sistema FlexPod Express requiere una combinacion de componentes de hardware y
software. FlexPod Express también describe los componentes de hardware necesarios
para afiadir nodos de hipervisor al sistema en unidades de dos.

Requisitos de hardware

Independientemente del hipervisor elegido, todas las configuraciones exprés de FlexPod utilizan el mismo
hardware. Por lo tanto, aunque cambien los requisitos del negocio, puede utilizar un hipervisor diferente en el
mismo hardware de FlexPod Express.

En la siguiente tabla se enumeran los componentes de hardware necesarios para la configuracion e
implementacién de FlexPod Express. Los componentes de hardware que se usan en cualquier
implementacion de la solucion pueden variar en funcion de las necesidades del cliente.

Hardware subyacente Cantidad
Cluster de dos nodos C190 de AFF 1
Servidor Cisco C220 M5 2
Switch Cisco Nexus 31108PC-V 2

Tarjeta de interfaz virtual (VIC) Cisco UCS 1457 para 2
el servidor de montaje en rack Cisco UCS C220 M5

Esta tabla enumera el hardware necesario ademas de la configuracion base para implementar 10 GbE.

Hardware subyacente Cantidad
Servidor Cisco UCS C220 M5 2
Cisco VIC 1457 2

Requisitos de software

En la siguiente tabla se enumeran los componentes de software necesarios para implementar las
arquitecturas de las soluciones Express de FlexPod.

De NetApp Versién Detalles
Controladora de gestion integrada 4.0.4 Para los servidores en rack Cisco
de Cisco (CIMC) UCS C220 M5
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De NetApp Version Detalles

Controlador nenic de Cisco 1.0.0.29 Para tarjetas de interfaz VIC 1457

Cisco NX-OS 7.0(3)17(6) Para switches Cisco Nexus
31108PC-V.

ONTAP de NetApp 9.6 Para controladoras C190 de AFF

En esta tabla, se enumera el software necesario para todas las implementaciones de VMware vSphere en
FlexPod Express.

De NetApp Version
Dispositivo VMware vCenter Server 6.7U2
Hipervisor ESXi de VMware vSphere 6.7U2
Complemento VAAI de NetApp para ESXi 1.1.2
VSC de NetApp 9.6

Informacién sobre el cableado exprés de FlexPod

Esta validacién de referencia se cablea como se muestra en las siguientes figuras y
tablas.

En esta figura, se muestra el cableado de validacion de referencia.

Cisco Nexus
31108PCV A

Cisca Nexis
31108PCV B

Cisco UCS
C220 M5 A

-

Ei' ........31

Clzea UCS
C220M5 B

Netapp
AFFCL30 A

En la siguiente tabla se muestra la informacion de cableado del switch Cisco Nexus 31108PC-V-A.
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Dispositivo local Puerto local Dispositivo remoto Puerto remoto

Switch Cisco Nexus Eth1/1 La controladora De eOc
31108PC-V A almacenamiento C190 de
AFF de NetApp
Eth1/2 Controladora de eOc

almacenamiento AFF
C190 de NetApp B.

Eth1/3 El servidor A MLOMO
independiente Cisco UCS
C220 C-Series

Eth1/4 Servidor B independiente  MLOMO
Cisco UCS C220 C-Series
Eth1/5 El servidor A MLOM1

independiente Cisco UCS
C220 C-Series

Eth1/6 Servidor B independiente  MLOM1
Cisco UCS C220 C-Series

Eth1/25 Switch Cisco Nexus Eth1/25
31108PC-V B

Eth1/26 Switch Cisco Nexus Eth1/26
31108PC-V B

Eth1/33 La controladora De EOM

almacenamiento C190 de
AFF de NetApp

Eth1/34 El servidor A CIMC (FEX135/1/25)
independiente Cisco UCS
C220 C-Series

Esta tabla enumera la informacién de cableado del switch Cisco Nexus 31108PC-V- B.
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Dispositivo local Puerto local Dispositivo remoto Puerto remoto

Switch Cisco Nexus Eth1/1 La controladora De e0d
31108PC-V B almacenamiento C190 de
AFF de NetApp

Eth1/2 Controladora de e0d
almacenamiento AFF
C190 de NetApp B.

Eth1/3 El servidor A MLOM2
independiente Cisco UCS
C220 C-Series

Eth1/4 Servidor B independiente  MLOM2
Cisco UCS C220 C-Series
Eth1/5 El servidor A MLOM3

independiente Cisco UCS
C220 C-Series

Eth1/6 Servidor B independiente MLOM3
Cisco UCS C220 C-Series

Eth1/25 Switch Cisco Nexus Eth1/25
31108 a

Eth1/26 Switch Cisco Nexus Eth1/26
31108 a

Eth1/33 Controladora de EOM

almacenamiento AFF
C190 de NetApp B.

Eth1/34 Servidor B independiente  CIMC (FEX135/1/26)
Cisco UCS C220 C-Series

Esta tabla enumera la informacién de cableado de la controladora de almacenamiento AFF C190 de NetApp

Dispositivo local Puerto local Dispositivo remoto Puerto remoto
La controladora De ela Controladora de ela
almacenamiento C190 de almacenamiento AFF
AFF de NetApp C190 de NetApp B.

eOb Controladora de eOb

almacenamiento AFF
C190 de NetApp B.

elc Switch Cisco Nexus Eth1/1
31108PC-V A

eOd Switch Cisco Nexus Eth1/1
31108PC-V B

EOM Switch Cisco Nexus Eth1/33
31108PC-V A

Esta tabla enumera la informacion de cableado de la controladora de almacenamiento AFF C190 de NetApp
B.



Dispositivo local Puerto local Dispositivo remoto Puerto remoto

Controladora de ela La controladora De ela
almacenamiento AFF almacenamiento C190 de
C190 de NetApp B. AFF de NetApp

eOb La controladora De eOb

almacenamiento C190 de
AFF de NetApp

eOc Switch Cisco Nexus Eth1/2
31108PC-V A

e0d Switch Cisco Nexus Eth1/2
31108PC-V B

EOM Switch Cisco Nexus Eth1/33
31108PC-V B

Procedimientos de implantacion

Descripciéon general

Este documento proporciona detalles para configurar un sistema FlexPod Express
completamente redundante y de alta disponibilidad. Para reflejar esta redundancia, los
componentes que se configuran en cada paso se denominan componente A o
componente B. Por ejemplo, la controladora Ay la controladora B identifican las dos
controladoras de almacenamiento de NetApp que se aprovisionan en este documento. El
switch Ay el switch B identifican un par de switches Cisco Nexus.

Ademas, en este documento se describen los pasos para aprovisionar varios hosts de Cisco UCS, que se
identifican secuencialmente como servidor A, servidor B, etc.

Para indicar que debe incluir la informacién pertinente a su entorno en un paso, <<text>> aparece como
parte de la estructura de comandos. Consulte el siguiente ejemplo de vlan create comando:

Controller0l> network port vlan create —node <<var nodeA>> -vlan-name
<<var vlan-name>>

Este documento permite configurar completamente el entorno de FlexPod Express. En este proceso, varios
pasos requieren que inserte convenciones de nomenclatura especificas del cliente, direcciones IP y esquemas
de red de area local virtual (VLAN). En la siguiente tabla se describen las VLAN necesarias para la
implementacion, tal y como se describe en esta guia. Esta tabla se puede completar en funcién de las
variables especificas del sitio y se puede utilizar para implementar los pasos de configuracién del documento.

@ Si se utilizan VLAN de gestion fuera de banda y en banda independientes, debe crear una ruta
de capa- 3 entre ellas. Para esta validacion, se utilizé una VLAN de gestion comun.
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Nombre de la VLAN Propésito de VLAN ID DE VLAN

VLAN de gestion VLAN para interfaces de 3437
gestiéon
VLAN NFS VLAN para tréfico NFS 3438

VLAN de VMware vMotion VLAN designada para 3441
mover maquinas virtuales
(VM) de un host fisico a

otro
VLAN de trafico de la VLAN para trafico de 3442
maquina virtual aplicaciones de equipos
virtuales
ISCSI-A-VLAN VLAN para trafico iSCSI 3439
en la estructura A
ISCSI-B-VLAN VLAN para trafico iSCSI 3440

en la estructura B

VLAN nativa VLAN a la que se asignan 2
tramas no etiquetadas

VSwitchO

VSwitchO
VSwitchO

VSwitchO

IScsiBootvSwitch

IScsiBootvSwitch

Los numeros VLAN son necesarios en toda la configuracion de FlexPod Express. Las VLAN se denominan

<<var_ xxxx_ vlan>>, donde xxxx Es la finalidad de la VLAN (como iSCSI-A).

En esta validacion se han creado dos vSwitch.

En la siguiente tabla se enumeran los vSwitch de la solucion.

Nombre de vSwitch Adaptadores Puertos
activos
VSwitch0 Vmnic2, vmnic4 predeterminado
(120)
IScsiBootvSwitch Vmnic3, vmnic5 predeterminado
(120)

MTU

9000

9000

Balanceo de carga

Ruta basada en
hash IP

Ruta basada en el
identificador de
puerto virtual de
origen.

El método hash IP del equilibrio de carga requiere la configuracion adecuada para el
conmutador fisico subyacente mediante SRC-DST-IP EtherChannel con un puerto-canal
estatico (modo activado). En caso de que se produzca una conectividad intermitente debido a
@ una posible configuracién incorrecta del switch, cierre temporalmente uno de los dos puertos de
enlace ascendente asociados en el switch de Cisco para restaurar la comunicacion con el
puerto vmkernel de gestion de ESXi mientras se solucionan los problemas de la configuracion

del canal de puertos.

La siguiente tabla enumera las maquinas virtuales de VMware que se crean.

Descripcion de la maquina virtual Nombre de host

Servidor VMware vCenter FlexPod-VCSA
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Descripcion de la maquina virtual Nombre de host

Consola de almacenamiento virtual FlexPod VSC

Ponga en marcha Cisco Nexus 31108PC-V

En esta seccion se detalla la configuracién del switch Cisco Nexus 331108PC-V utilizada
en un entorno FlexPod Express.

Configuracion inicial del switch Cisco Nexus 31108PC-V.

Los siguientes procedimientos describen como configurar los switches Cisco Nexus para su uso en un entorno
FlexPod Express basico.

@ En este procedimiento se asume que esta utilizando un Cisco Nexus 31108PC-V con el
software NX-OS version 7.0(3)17(6).

1. Tras el arranque y la conexion iniciales al puerto de la consola del switch, se inicia automaticamente la
configuracion de Cisco NX-OS. Esta configuracion inicial trata los valores basicos, como el nombre del
switch, la configuracion de la interfaz mgmt0 y la configuracién de Secure Shell (SSH).

2. Lared de gestidn del sistema FlexPod Express se puede configurar de varias maneras. Las interfaces
mgmt0 de los conmutadores 31108PC-V se pueden conectar a una red de administracion existente, o bien
las interfaces mgmt0 de los conmutadores 31108PC-V se pueden conectar en una configuracion posterior.
Sin embargo, este enlace no se puede utilizar para el acceso de gestion externo, como trafico SSH.

@ En esta guia de puesta en marcha, los switches Cisco Nexus 31108PC-V de FlexPod
Express estan conectados a una red de gestion existente.

3. Para configurar los switches Cisco Nexus 31108PC-V, encienda el switch y siga las indicaciones que
aparecen en pantalla, como se muestra aqui para la configuracion inicial de ambos switches, sustituyendo
los valores adecuados para la informacion especifica del conmutador.
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 31108PC-V-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n
Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal]: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>
Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. A continuacion, vera un resumen de la configuracion y se le preguntara si desea editarla. Si la
configuracion es correcta, introduzca n.

Would you like to edit the configuration? (y
es/no) [n]: n

9. A continuacion, se le preguntara si desea utilizar esta configuracion y guardarla. Si es asi, introduzca y.

Use this configuration and save it? (yes/no) [y]: Enter



6. Repita este procedimiento para el switch Cisco Nexus B.

Habilite las funciones avanzadas

Determinadas caracteristicas avanzadas deben estar habilitadas en Cisco NX-OS para proporcionar opciones
de configuracion adicionales. Para activar las funciones adecuadas en los switches a y B de Cisco Nexus,
entre en el modo de configuracion mediante el comando (config t) y ejecute los siguientes comandos:

feature interface-vlan
feature lacp
feature vpc

El hash de equilibrio de carga del canal de puerto predeterminado utiliza las direcciones IP de
origen y destino para determinar el algoritmo de equilibrio de carga en las interfaces del canal

@ de puerto. Puede lograr una mejor distribuciéon entre los miembros del canal de puerto
proporcionando mas entradas al algoritmo hash mas alla de las direcciones IP de origen y
destino. Por el mismo motivo, NetApp recomienda encarecidamente afiadir los puertos TCP de
origen y destino al algoritmo hash.

En el modo de configuracion (config t), introduzca los siguientes comandos para establecer la configuracion
global del equilibrio de carga del canal de puertos en el switch Ay el switch B de Cisco Nexus:

port-channel load-balance src-dst ip-l4port

Configurar arbol de expansion global

La plataforma Cisco Nexus utiliza una nueva funcién de proteccion llamada garantia de puente. La garantia de
puente ayuda a proteger contra un enlace unidireccional u otro error de software con un dispositivo que
continua redirectando el trafico de datos cuando ya no ejecuta el algoritmo de arbol expansivo. Los puertos se
pueden colocar en uno de varios estados, incluyendo la red o el borde, dependiendo de la plataforma.

NetApp recomienda establecer la garantia de puente para que todos los puertos se consideren puertos de red
de forma predeterminada. Este ajuste obliga al administrador de red a revisar la configuracion de cada puerto.
También revela los errores de configuracion mas comunes, como puertos de borde no identificados o un
vecino que no tiene activada la funcion de garantia de puente. Ademas, es mas seguro tener el bloque de
arbol expansivo muchos puertos en lugar de muy pocos, lo que permite que el estado de puerto
predeterminado mejore la estabilidad general de la red.

Preste especial atencion al estado de arbol de expansion al agregar servidores, almacenamiento y switches
ascendentes, especialmente si no admiten la garantia de puente. En estos casos, es posible que deba
cambiar el tipo de puerto para que los puertos estén activos.

El protector de unidad de datos de protocolo puente (BPDU) esta habilitado de forma predeterminada en
puertos periféricos como otra capa de proteccion. Para evitar bucles en la red, esta caracteristica cierra el
puerto si se ven BPDU de otro switch en esta interfaz.

En el modo de configuracion (config t), ejecute los siguientes comandos para configurar las opciones

predeterminadas de arbol de expansion, incluidos el tipo de puerto predeterminado y el protector BPDU, en el
conmutador A Cisco Nexus y el conmutador B:
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spanning-tree port type network default
spanning-tree port type edge bpduguard default
spanning-tree port type edge bpdufilter default
ntp server <<var ntp ip>> use-vrf management
ntp master 3

Defina las VLAN

Antes de configurar puertos individuales con VLAN diferentes, se deben definir las VLAN de capa 2 en el
switch. También se recomienda nombrar las VLAN para que la solucion de problemas sea sencilla en el futuro.

En el modo de configuracion (config t), ejecute los siguientes comandos para definir y describir las VLAN de
capa 2 en el switch A de Cisco Nexus y el switch B:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurar el acceso y las descripciones de los puertos de gestion

Como es el caso con la asignacion de nombres a las VLAN de capa 2, las descripciones de configuracion de
todas las interfaces pueden ayudar tanto al aprovisionamiento como a la resoluciéon de problemas.

Desde el modo de configuracion (config t) de cada uno de los switches, introduzca las siguientes
descripciones de puertos para la configuracion grande de FlexPod Express:

Switch Cisco Nexus a
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Switch Cisco Nexus
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4

AFF C190-A eOc

AFF C190-B eOc

UCS-Server-A:

UCS-Server-B:

UCS-Server-A:

UCS-Server-B:

vPC peer-1link

vPC peer-link

MLOM port 0

MLOM port O

MLOM port 1

MLOM port 1

31108PC-V-B

31108PC-V-B

AFF C190-A eOM

UCS Server A:

B

CIMC

AFF C190-A e0d

AFF C190-B e0Od

vSwitchO

vSwitchO

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26

UCS-Server—-A: MLOM port 2 vSwitchO

description UCS-Server-B: MLOM port 2 vSwitchO

int ethl/5
description
int ethl/6
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

UCS-Server-A:

UCS-Server-B:

vPC peer-link 31108PC-V-A

vPC peer-link 31108PC-V-A

MLOM port 3

MLOM port 3

AFF C190-B eOM

UCS Server B:

CIMC

iScsiBootvSwitch

iScsiBootvSwitch

1/25

1/26



Configurar las interfaces de gestion de almacenamiento y servidores

Las interfaces de gestion para el servidor y el almacenamiento suelen utilizar una sola VLAN. Por lo tanto,
configure los puertos de la interfaz de gestién como puertos de acceso. Defina la VLAN de administracion
para cada switch y cambie el tipo de puerto de arbol expansivo a EDGE.

En el modo de configuracion (config t), introduzca los siguientes comandos para configurar los ajustes del
puerto para las interfaces de gestion tanto de los servidores como del almacenamiento:

Switch Cisco Nexus a

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Switch Cisco Nexus B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Realizar la configuracion global del canal de puerto virtual

Un canal de puerto virtual (VPC) permite que los enlaces que estan conectados fisicamente a dos switches de
Cisco Nexus diferentes aparezcan como un unico canal de puerto a un tercer dispositivo. El tercer dispositivo
puede ser un conmutador, un servidor o cualquier otro dispositivo de red. Un VPC puede proporcionar una
multivia de nivel 2, que le permite crear redundancia aumentando el ancho de banda, habilitando varias rutas
paralelas entre los nodos y el trafico de equilibrio de carga donde haya rutas alternativas.

Un VPC proporciona las siguientes ventajas:

» Permitir que un unico dispositivo utilice un canal de puerto a través de dos dispositivos de subida
« Eliminar puertos bloqueados con protocolo de arbol expansivo

» Proporciona una topologia sin bucles

« Utilizando todo el ancho de banda disponible de enlace ascendente

» Proporcionar convergencia rapida si el enlace o un dispositivo falla

 Resiliencia a nivel de enlace

 Contribuir a proporcionar una alta disponibilidad

La funcién VPC requiere alguna configuracion inicial entre los dos switches de Cisco Nexus para que
funcionen correctamente. Si utiliza la configuracion de Mgmt0 de fondo a fondo, utilice las direcciones
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definidas en las interfaces y compruebe que se pueden comunicar mediante el ping
<<switch A/B mgmtO ip addr>>vrf comando de gestion.

En el modo de configuracion (config t), ejecute los siguientes comandos para configurar la configuracion global
de VPC para ambos switches:

Switch Cisco Nexus a

vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmt0 ip addr>> source
<<switch A mgmtO ip addr>> vrf
management
peer-switch
peer-gateway
auto-recovery
delay restore 150
ip arp synchronize
int ethl/25-26
channel-group 10 mode active
int Pol0
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan_ id>>,
<<iS8CSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Switch Cisco Nexus B
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vpc domain 1

peer-switch

role priority 20

peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

delay-restore 150

ip arp synchronize

int ethl/25-26

channel-group 10 mode active
int PolO0

description vPC peer-1link

switchport

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>

spanning-tree port type network

vpc peer-link
no shut
exit

copy run start

Configure los canales del puerto de almacenamiento

Las controladoras de almacenamiento de NetApp permiten una conexién activa-activa a la red mediante el
protocolo de control de agregacion de enlaces (LACP). El uso de LACP es preferido porque afade
negociacion y registro entre los switches. Debido a que la red esta configurada para VPC, este enfoque
permite disponer de conexiones activo-activo del almacenamiento para separar los switches fisicos. Cada
controladora tiene dos enlaces a cada uno de los switches. Sin embargo, los cuatro enlaces forman parte del
mismo VPC y grupo de interfaces (ifgrp).

En el modo de configuracion (config t), ejecute los siguientes comandos en cada uno de los switches para
configurar las interfaces individuales y la configuracion de canal de puerto resultante para los puertos
conectados a la controladora AFF de NetApp.

1. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
de la controladora De almacenamiento A:
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int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
de la controladora de almacenamiento B:

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

Configure las conexiones del servidor

Los servidores Cisco UCS tienen una tarjeta de interfaz virtual de cuatro puertos, VIC1457, que se utiliza para
el trafico de datos y el arranque del sistema operativo ESXi mediante iSCSI. Estas interfaces se configuran
para que se conmutan al nodo de respaldo entre si, lo que proporciona redundancia adicional mas alla de un
solo enlace. Al distribuir estos enlaces a través de varios switches, el servidor puede sobrevivir incluso a un
fallo completo del switch.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar los ajustes de
puerto para las interfaces conectadas a cada servidor.
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Switch Cisco Nexus A: Configuracion de Cisco UCS Server-A 'y Cisco UCS Server-B.

int ethl/5

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Cisco Nexus Switch B: Configuracion de Cisco UCS Server-A 'y Cisco UCS Server-B.

int ethl/6

switchport mode trunk

switchport trunk native vlan <<native vlan id>>

switchport trunk allowed vlan
<<i8CSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

Configure los canales del puerto del servidor

Ejecute los siguientes comandos en el switch Ay el switch B para configurar los canales de puertos para el
servidor A:
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int ethl/3
channel-group 13 mode active
int Pol3
description vPC to Server-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 13
no shut

Ejecute los siguientes comandos en el switch Ay el switch B para configurar los canales de puerto para el
servidor B:

int ethl/4
channel-group 14 mode active
int Pol4
description vPC to Server-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan id>>,<<mgmt vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 14
no shut

Se utilizé una MTU de 9000 en esta validacion de solucion. Sin embargo, puede configurar un
valor diferente para el MTU apropiado para los requisitos de sus aplicaciones. Es importante

(D establecer el mismo valor de MTU en la solucion de FlexPod. Una configuracion de MTU
incorrecta entre componentes provoca que se descartan los paquetes y estos paquetes
deberan transmitirse de nuevo, lo que afecta al rendimiento general de la solucién.

Para escalar la solucién afiadiendo servidores Cisco UCS adicionales, ejecute los comandos
@ anteriores con los puertos del switch a los que se han conectado los servidores recién afiadidos
en los switches Ay B.

Enlace ascendente a una infraestructura de red existente

En funcién de la infraestructura de red disponible, se pueden utilizar varios métodos y funciones para elevar el
entorno FlexPod. Si existe un entorno Cisco Nexus existente, NetApp recomienda utilizar PCs para elevar los
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switches Cisco Nexus 31108 incluidos en el entorno FlexPod a la infraestructura. Los enlaces ascendentes
pueden ser enlaces de subida de 10 GbE para una solucion de infraestructura de 10 GbE o 1 GbE para una
solucion de infraestructura de 1 GbE si fuera necesario. Los procedimientos descritos anteriormente se
pueden utilizar para crear un VPC de enlace ascendente al entorno existente. Asegurese de ejecutar Copy
START para guardar la configuracién en cada switch una vez completada la configuracion.

"Siguiente: Procedimiento de implementacion del almacenamiento de NetApp (parte 1)."

Procedimiento de instalacion de almacenamiento NetApp (parte 1)

En esta seccion se describe el procedimiento de implementacion del almacenamiento
AFF de NetApp.

Instalacion de la controladora de almacenamiento de NetApp C190 Series de AFF

Hardware Universe de NetApp

La aplicacion NetApp Hardware Universe (HWU) proporciona componentes de hardware y software
compatibles con cualquier version especifica de ONTAP. Proporciona informacion de configuracion para todos
los dispositivos de almacenamiento de NetApp compatibles actualmente con el software ONTAP. También se
proporciona una tabla de compatibilidades de componentes.

Confirme que los componentes de hardware y software que desea utilizar son compatibles con la version de
ONTAP que tiene previsto instalar:

Acceda a "HWU" aplicacion para ver las guias de configuracion del sistema. Haga clic en la pestana
controladoras para ver la compatibilidad entre distintas versiones del software ONTAP y los dispositivos de
almacenamiento de NetApp con las especificaciones que desea.

Como alternativa, para comparar componentes por dispositivo de almacenamiento, haga clic en Comparar
sistemas de almacenamiento.

Requisitos previos de la controladora AFF serie 190

Para planificar la ubicacion fisica de los sistemas de almacenamiento, consulte Hardware Universe de
NetApp. Consulte las siguientes secciones:

* Requisitos eléctricos
» Cables de alimentacion compatibles

» Puertos y cables integrados

Controladoras de almacenamiento

Siga los procedimientos de instalacion fisica de las controladoras en AFF "C190" Documentacion.
ONTAP 9.6 de NetApp

Hoja de datos de configuracion

Antes de ejecutar la secuencia de comandos de instalacion, rellene la hoja de datos de configuracion del
manual del producto. La hoja de datos de configuracion esta disponible en la Guia de configuracion de
software de ONTAP 9.6.
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https://docs.netapp.com/es-es/flexpod/express/express-c-series-c190-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62937&language=en-US

@ Este sistema se establece en una configuracion de cluster de dos nodos sin switch.

La siguiente tabla contiene informacion sobre la instalacién y la configuracion de ONTAP 9.6.

Detalles del cluster

Nodo del cluster: Direccién IP
Mascara de red Del nodo a del cluster
Nodo del cluster: Puerta de enlace
Nombre del nodo a del cluster
Direccion IP del nodo B del cluster
Mascara de red del nodo B del cluster
Puerta de enlace del nodo B del cluster
Nombre del nodo B del cluster
Direccion URL de ONTAP 9.6

El nombre del cluster

Direccion IP de gestion del cluster
Puerta de enlace del cluster B.
Mascara de red del cluster B.

Nombre de dominio

IP del servidor DNS (puede introducir mas de uno)

La IP del servidor NTP (es posible introducir mas de

uno)

Configure el nodo a

Valor de detalles de cluster
<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_ gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>
<var_dns_server_ip

<<var_ntp_server_ip>>

Para configurar el nodo A, complete los siguientes pasos:

1. Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse

Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort..

Permita que el sistema arranque.

autoboot

2. Pulse Ctrl-C para acceder al menu Inicio.
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1.

12.
13.
14.

15.

Si ONTAP 9.6 no es la versién del software que se esta arrancando, continlie con los pasos
siguientes para instalar el software nuevo. Si ONTAP 9.6 es la version que se va a arrancair,
seleccione la opcion 8 e y para reiniciar el nodo. A continuacion, continde con el paso 14.

Para instalar software nuevo, seleccione la opcién 7.

Introduzca y para realizar una actualizacion.

Seleccione eOM para el puerto de red que desee usar para la descarga.
Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Especifique la direccion URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

<<var_url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

. Introduzca y para establecer el software recién instalado como valor predeterminado que se utilizara para

los siguientes reinicios.

Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el

@ BIOS vy las tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el
cargador. Si se producen estas acciones, el sistema podria desviarse de este
procedimiento.

Pulse Ctrl-C para acceder al menu Inicio.
Seleccione la opcién 4 para Configuracion limpia y inicializar todos los discos.

Introduzca y para poner a cero discos, restablezca la configuracién e instale un nuevo sistema de
archivos.

Introduzca y para borrar todos los datos de los discos.

La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en
completarse, segun el numero y el tipo de discos conectados. Una vez finalizada la

@ inicializacion, el sistema de almacenamiento se reinicia. Tenga en cuenta que los SSD
tardan mucho menos tiempo en inicializarse. Puede continuar con la configuracion del nodo
B mientras los discos del nodo A se estan poniendo a cero.

Mientras el nodo A se esta inicializando, empiece a configurar el nodo B.
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Configure el nodo B

Para configurar el nodo B, complete los siguientes pasos:

1.

© N o g &

10.
1.

12.
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Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse
Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort..

Pulse Ctrl-C para acceder al menu Inicio.

autoboot

Pulse Ctrl-C cuando se le solicite.

Si ONTAP 9.6 no es la versioén del software que se esta arrancando, continde con los pasos
siguientes para instalar el software nuevo. Si ONTAP 9.6 es la version que se va a arrancar,
seleccione la opcién 8 e y para reiniciar el nodo. A continuacion, continde con el paso 14.

Para instalar software nuevo, seleccione la opcion 7.A.

Introduzca y para realizar una actualizacion.

Seleccione e0M para el puerto de red que desee usar para la descarga.
Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

Especifique la direccion URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

<<var url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

Introduzca y para establecer el software recién instalado como valor predeterminado que se utilizara para
los siguientes reinicios.

Introduzca y para reiniciar el nodo.



Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el

@ BIOS vy las tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el
cargador. Si se producen estas acciones, el sistema podria desviarse de este
procedimiento.

13. Pulse Ctrl-C para acceder al menu Inicio.
14. Seleccione la opcidn 4 para Configuracion limpia y inicializar todos los discos.

15. Introduzca y para poner a cero discos, restablezca la configuracion e instale un nuevo sistema de
archivos.

16. Introduzca y para borrar todos los datos de los discos.

La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en

@ completarse, segun el numero y el tipo de discos conectados. Una vez finalizada la
inicializacion, el sistema de almacenamiento se reinicia. Tenga en cuenta que los SSD
tardan mucho menos tiempo en inicializarse.

Continuacion de la configuracién del nodo a y de la configuracion del cluster

Desde un programa de puertos de consola conectado al puerto de la consola De la controladora De
almacenamiento A (nodo A), ejecute el script de configuracion del nodo. Este script se muestra cuando
ONTAP 9.6 arranca en el nodo por primera vez.

El procedimiento de configuracion del nodo y de los clusteres ha cambiado ligeramente en

@ ONTAP 9.6. El asistente de configuracion de cluster se utiliza ahora para configurar el primer
nodo de un cluster y el Administrador del sistema ONTAP de NetApp (anteriormente,
OnCommand® System Manager) se utiliza para configurar el cluster.

1. Siga las instrucciones para configurar el nodo A.
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [e0OM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line
interface:

. Vaya a la direccion IP de la interfaz de gestién del nodo.

@ La configuracién del cluster también se puede realizar mediante la CLI. Este documento
describe la configuracion del cluster mediante la configuracion guiada de System Manager.

3. Haga clic en Guided Setup para configurar el cluster.
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- Introduzca <<var clustername>> del nombre del cluster y. <<var nodeA>>y.. <<var nodeB>> para

cada uno de los nodos que va a configurar. Introduzca la contrasefia que desea usar para el sistema de
almacenamiento. Seleccione Switchless Cluster para el tipo de cluster. Introduzca la licencia base del
cluster.

. También es posible introducir licencias de funciones para Cluster, NFS e iSCSI.

. Ve un mensaje de estado que indica que el cluster se esta creando. Este mensaje de estado cambia por

varios Estados. Este proceso tarda varios minutos.

. Configure la red.



a. Anule la seleccion de la opcion intervalo de direcciones IP.

b. Introduzca <<var clustermgmt ip>> En el campo Cluster Management IP Address,
<<var clustermgmt mask>> En el campo mascara de red, y. <<var clustermgmt gateway>>
En el campo Puerta de enlace. Utilice el... Selector en el campo Port para seleccionar eOM del nodo A.

C. La IP de gestion de nodos para el nodo A ya se ha rellenado. Introduzca <<var nodeA mgmt ip>>
Para el nodo B.

d. Introduzca <<var domain name>> En el campo DNS Domain Name. Introduzca
<<var dns_server ip>> En el campo DNS Server |IP Address.

@ Puede introducir varias direcciones IP del servidor DNS.
€. Introduzca 10.63.172.162 En el campo servidor NTP primario.

@ También puede introducir un servidor NTP alternativo. La direccién IP 10.63.172.162
de <<var ntp server ip>> Es el |P de gestion de Nexus.

8. Configure la informacion de soporte.

a. Si el entorno requiere un proxy para acceder a AutoSupport, introduzca la URL en Proxy URL.

b. Introduzca el host de correo SMTP vy la direccion de correo electronico para las notificaciones de
eventos.

@ Debe, como minimo, configurar el método de notificacion de eventos antes de continuar.
Puede seleccionar cualquiera de los métodos.
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NetApp OnCommand System Manager

| =5 Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your ciuster:

Cluster Metwork Support Surmmary

@ Autosupport @

& Proxy URL (Optional) |

o Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Metify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with 3

COMMA...

SNMP Trap Host

[] snmP
Syslog Server

[ | syslog

Una vez que el sistema indica que ha finalizado la configuracion del cluster, haga clic en Manage your
Cluster para configurar el almacenamiento.



Continuacién de la configuraciéon del cluster de almacenamiento

Después de configurar los nodos de almacenamiento y el clister base, puede continuar con la configuracion
del cluster de almacenamiento.

Ponga a cero todos los discos de repuesto

Para poner a cero todos los discos de repuesto del cluster, ejecute el siguiente comando:

disk zerospares

Configure la personalidad de los puertos UTA2 integrados

1. Compruebe el modo actual y el tipo actual de los puertos ejecutando el ucadmin show comando.

AFF C190::> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFF C190 A Oc cna target = = online
AFF C190 A 0d cna target - - online
AFF C190 A Oe cna target = = online
AFF C190 A 0f cna target = = online
AFF C190 B Oc cna target - - online
AFF C190 B 0d cna target = = online
AFF C190 B Oe cna target = = online
AFF C190 B 0f cna target - - online

8 entries were displayed.

2. Compruebe que el modo actual de los puertos que se estan utilizando es cna y que el tipo actual esta
establecido como objetivo. De lo contrario, cambie la personalidad de puerto mediante el siguiente
comando:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna —-type target

(D Los puertos deben estar desconectados para que se ejecute el comando anterior. Para
desconectar un puerto, ejecute el siguiente comando:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down
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@ Si ha cambiado la personalidad del puerto, debe reiniciar cada nodo para que el cambio se
aplique.

Cambie el nombre de las interfaces légicas de gestion

Para cambiar el nombre de las interfaces légicas de gestion (LIF), realice los pasos siguientes:

1. Muestra los nombres de las LIF de gestion actuales.
network interface show -vserver <<clustername>>
2. Cambie el nombre de la LIF de gestion del cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Cambie el nombre del LIF de gestion del nodo B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF C190 B 1 -newname AFF C190-02 mgmtl

Configure la reversiéon automatica en la gestion del cluster

Configure el parametro de reversion automatica en la interfaz de gestion del cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Configure la interfaz de red del procesador de servicios

Para asignar una direccion |IPv4 estatica al procesador de servicios en cada nodo, ejecute los siguientes
comandos:

system service-processor network modify —-node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Las direcciones IP de Service Processor deben estar en la misma subred que las direcciones IP
de gestion de nodos.
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Activar la recuperacion tras fallos de almacenamiento en ONTAP

Para confirmar que la conmutacion por error del almacenamiento esta habilitada, ejecute los siguientes
comandos de una pareja de conmutacién por error:

1. Comprobar el estado de recuperacion tras fallos del almacenamiento.

storage failover show

(D Ambas <<var nodeA>>Yy.. <<var nodeB>> debe poder realizar una toma de control.
Vaya al paso 3 si los nodos pueden realizar una toma de control.

2. Habilite la conmutacion al nodo de respaldo en uno de los dos nodos.

storage failover modify -node <<var nodeA>> -enabled true

(D Habilitar la conmutacién al nodo de respaldo en un solo nodo permite que se produzca en
ambos nodos.

3. Compruebe el estado de alta disponibilidad del cluster de dos nodos.

(D Este paso no es aplicable para clusteres con mas de dos nodos.

cluster ha show

4. Vaya al paso 6 si esta configurada la alta disponibilidad. Si se ha configurado la alta disponibilidad, vera el
siguiente mensaje al emitir el comando:

High Availability Configured: true

5. Habilite el modo de alta disponibilidad solo para el cluster de dos nodos.

@ No ejecute este comando para clusteres con mas de dos nodos debido a que provoca
problemas con la conmutacién al nodo de respaldo.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Compruebe que la asistencia de hardware esta correctamente configurada y, si es necesario, modifique la
direccion IP del partner.

storage failover hwassist show
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El mensaje Keep Alive Status: Error: indica que una de las controladoras no recibio

(D alertas de hwassist keep alive de su compafiero, lo que indica que la asistencia de
hardware no esta configurada. Ejecute los siguientes comandos para configurar hardware
Assist.

storage failover modify —-hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_nodeB>>

Cree un dominio de retransmision MTU de trama gigante en ONTAP

Para crear un dominio de retransmisién de datos con un valor MTU de 9000, ejecute los siguientes comandos:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Quite los puertos de datos del dominio de retransmision predeterminado

Los puertos de datos de 10 GbE se utilizan para el trafico iISCSI/NFS y estos puertos deben eliminarse del
dominio predeterminado. Los puertos eOe y e0f no se utilizan y deben eliminarse del dominio predeterminado.

Para quitar puertos del dominio de retransmision, ejecute el siguiente comando:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e(0d, <<var nodeA>>:ele,
<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var nodeA>>:ele, <<var nodeA>>:e0f

Deshabilite el control de flujo en los puertos UTA2

Se recomienda utilizar las mejores practicas de NetApp para deshabilitar el control de flujo en todos los
puertos UTA2 conectados a dispositivos externos. Para desactivar el control de flujo, ejecute el siguiente
comando:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Configure el grupo de interfaces LACP en ONTAP

Este tipo de grupo de interfaces requiere dos o mas interfaces Ethernet y un switch compatible con LACP.
asegurese de que esta configurado segun los pasos de esta guia en la seccion 5.1.

Desde el simbolo del sistema del cluster, complete los siguientes pasos:
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

Configure las tramas gigantes en ONTAP

Para configurar un puerto de red ONTAP para que utilice tramas gigantes (normalmente con una MTU de
9,000 bytes), ejecute los siguientes comandos desde el shell del cluster:

AFF C190::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF C190::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy

Crear VLAN en ONTAP

Para crear VLAN en ONTAP, complete los siguientes pasos:

1. Cree puertos VLAN NFS y afiadalos al dominio de retransmisiéon de datos.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Cree puertos VLAN iSCSI y afiadalos al dominio de retransmision de datos.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var iscsi vlan A id>>,<<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var iscsi vlan B id>>,<<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. Cree puertos MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Crear agregados de datos en ONTAP

Durante el proceso de configuracion de ONTAP, se crea un agregado que contiene el volumen raiz. Para crear
agregados adicionales, determine el nombre del agregado, el nodo en el que se creara y el nimero de discos
que contiene.

Para crear agregados, ejecute los siguientes comandos:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var_ num disks>>

Conserve al menos un disco (seleccione el disco mas grande) en la configuracién como un

@ repuesto. Una practica recomendada es tener al menos un repuesto para cada tipo y tamano de
disco.

@ Empiece con cinco discos; puede afiadir discos a un agregado cuando necesite
almacenamiento adicional.
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No se puede crear el agregado hasta que se complete el establecimiento en cero del disco.
@ Ejecute el aggr show comando para mostrar el estado de creacion del agregado. No continue
hasta que aggr1_NODEA esté en linea.

Configurar la zona horaria en ONTAP

Para configurar la sincronizacién horaria y establecer la zona horaria en el cluster, ejecute el siguiente
comando:

timezone <<var timezone>>

Por ejemplo, en el este de Estados Unidos, la zona horaria es América/Nueva York. Cuando
haya comenzado a escribir el nombre de la zona horaria, pulse la tecla TAB para ver las
opciones disponibles.

Configurar SNMP en ONTAP

Para configurar SNMP, realice los siguientes pasos:
1. Configure la informacion basica de SNMP, como la ubicacion y el contacto. Cuando se sondean, esta

informacion es visible como sysLocationy.. sysContact Variables en SNMP.

snmp contact <<var snmp contact>>
snmp location “<<var snmp location>>"
snmp init 1

options snmp.enable on

2. Configure las capturas SNMP para que se envien a hosts remotos.

snmp traphost add <<var snmp server fgdn>>

Configure SNMPv1 en ONTAP

Para configurar SNMPv1, establezca la contrasefa de texto sin formato secreta compartida denominada
comunidad.

snmp community add ro <<var snmp community>>

@ Utilice la snmp community delete all comando con precaucion. Si se utilizan cadenas de
comunidad para otros productos de supervision, este comando las quita.

Configure SNMPv3 en ONTAP

SNMPv3 requiere que defina y configure un usuario para la autenticacion. Para configurar SNMPv3, lleve a
cabo los siguientes pasos:
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1. Ejecute el security snmpusers Comando para ver el ID del motor.

2. Cree un usuario llamado snmpv3user.

security login create -username snmpv3user -—-authmethod usm -application

snmp

3. Introduzca el ID de motor de la entidad autorizada y seleccione md5 como protocolo de autenticacion.

4. Escriba una contrasefna de longitud minima de ocho caracteres para el protocolo de autenticacién cuando
se le solicite.

5. Seleccione des como protocolo de privacidad.

6. Escriba una contrasefia de longitud minima de ocho caracteres para el protocolo de privacidad cuando se
le solicite.

Configure HTTPS de AutoSupport en ONTAP
La herramienta AutoSupport de NetApp envia informacion de resumen de soporte a NetApp mediante HTTPS.

Para configurar AutoSupport, ejecute el siguiente comando:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var storage admin email>>

Cree una maquina virtual de almacenamiento

Para crear una maquina virtual de almacenamiento (SVM) de infraestructura, complete los siguientes pasos:

1. Ejecute el vserver create comando.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. Ahada el agregado de datos a la lista de agregados de infra-SVM para VSC de NetApp.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Elimine los protocolos de almacenamiento que no se utilicen de la SVM, con lo que dejara NFS e iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Habilite y ejecute el protocolo NFS en la SVM de infra-SVM.
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nfs create -vserver Infra-SVM -udp disabled

5. Encienda la SVM vstorage Parametro para el plugin VAAI para NFS de NetApp. A continuacion,
compruebe que NFS se ha configurado.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Los comandos estan precedidos por vserver En la linea de comandos, debido a que las
SVM se denominaban previamente vServers.

Configure NFSv3 en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle
Host ESXi direccion IP de NFS <<var_esxi_hostA_nfs_ip>>
Direccion IP de NFS del host ESXi B <<var_esxi_hostB_nfs_ip>>

Para configurar NFS en la SVM, ejecute los siguientes comandos:

1. Cree una regla para cada host ESXi en la politica de exportaciéon predeterminada.

2. Asigne una regla para cada host ESXi que se cree. Cada host tiene su propio indice de reglas. El primer
host ESXi tiene el indice de regla 1, el segundo host ESXi tiene el indice de regla 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid false

vserver export-policy rule show

3. Asigne la politica de exportacion al volumen raiz de la SVM de infraestructura.

volume modify -vserver Infra-SVM -volume rootvol -policy default

después de configurar vSphere. Si no lo instala, debe crear reglas de politicas de

VSC de NetApp gestiona automaticamente las politicas de exportacion si decide instalarlas
exportacion cuando se afiadan servidores C-Series de Cisco UCS adicionales.
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Cree el servicio iSCSI en ONTAP

Para crear el servicio iSCSI en la SVM, ejecute el comando siguiente. Este comando también inicia el servicio
iSCSI y establece el IQN de iSCSI para la SVM. Comprobar que iSCSI se ha configurado.

iscsi create -vserver Infra-SVM
iscsi show

Crear reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP

Para crear un reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP, complete los pasos
siguientes:

1. Cree un volumen para que sea el reflejo de uso compartido de carga del volumen raiz de la SVM de

infraestructura en cada nodo.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB —-type DP
volume create -vserver Infra Vserver —-volume rootvol m02 —-aggregate
aggrl nodeB -size 1GB -type DP

2. Crear una programacion de tareas para actualizar las relaciones de mirroring del volumen raiz cada 15
minutos.

job schedule interval create -name 15min -minutes 15

3. Cree las relaciones de mirroring.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Inicialice la relacion de mirroring y compruebe que se haya creado.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol
snapmirror show

Configure el acceso HTTPS en ONTAP

Para configurar el acceso seguro a la controladora de almacenamiento, lleve a cabo los siguientes pasos:

1. Aumente el nivel de privilegio para acceder a los comandos de certificado.
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set -privilege diag
Do you want to continue? {yln}: vy

2. En general, ya se encuentra en funcionamiento un certificado autofirmado. Verifique el certificado

ejecutando el siguiente comando:

security certificate show

3. Para cada SVM que se muestra, el nombre comun de certificado debe coincidir con el FQDN de DNS de la

SVM. Los cuatro certificados predeterminados deben eliminarse y sustituirse por certificados autofirmados
o certificados de una entidad de certificacion.

La practica recomendada es eliminar certificados caducados antes de crear certificados.

(D Ejecute el security certificate delete comando para eliminar certificados
caducados. En el siguiente comando, use LA TABULACION automatica para seleccionar y
eliminar cada certificado predeterminado.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. Para generar e instalar certificados autofirmados, ejecute los siguientes comandos como comandos de

una sola vez. Generar un certificado de servidor para la SVM de infraestructura y la SVM de cluster. De
nuevo, utilice LA TABULACION automatica como ayuda para completar estos comandos.

security certificate create [TAB]

Example: security certificate create —-common-name infra-svm.netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abclnetapp.com" -expire-days 3650 -protocol SSL -hash-function SHA256

-vserver Infra-SVM

5. Para obtener los valores de los parametros requeridos en el siguiente paso, ejecute el comando Security

certificate show.

6. Habilite cada certificado que se acaba de crear mediante el —~server-enabled truey..—client-
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enabled false parametros. De nuevo, utilice LA TABULACION automatica.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com



7. Configure y habilite el acceso SSL y HTTPS y deshabilite el acceso HTTP.

system services web modify -external true -sslv3-enabled true

Warning: Modifying the cluster configuration will cause pending web

service requests to be interrupted as the web servers are restarted.

Do you want to continue {yln}: vy

system services firewall policy delete -policy mgmt -service http

—-vserver <<var clustername>>

@ Es normal que algunos de estos comandos devuelvan un mensaje de error indicando que la
entrada no existe.

8. Vuelva al nivel de privilegio de administrador y cree la configuracion para permitir que la SVM esté

disponible en la web.

set -privilege admin

vserver services web modify —-name spi -vserver * -enabled true

Cree un volumen de FlexVol de NetApp en ONTAP

Para crear un volumen FlexVol® de NetApp, introduzca el nombre del volumen, el tamafio y el agregado en el
que existe. Crear dos volumenes de almacenes de datos de VMware y un volumen de arranque del servidor.

volume create -vserver Infra-SVM -volume infra datastore -aggregate

aggrl nodeB -size 500GB -state online -policy default -junction-path

/infra_datastore -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA

-size 100GB -state online -policy default -junction-path /infra swap

-space—-guarantee none -percent-snapshot-space 0 -snapshot-policy none

-efficiency-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA

-size 100GB -state online -policy default -space-guarantee none -percent

-snapshot-space 0

Crear LUN en ONTAP

Para crear dos LUN de arranque, ejecute los siguientes comandos:

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
-space-reserve disabled
Infra-SVvM -volume esxi boot -lun VM-Host-Infra-B -size
—-space-reserve disabled
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@ Cuando se afade un servidor Cisco UCS C-Series adicional, debe crear una LUN de arranque
adicional.

Creacion de LIF iSCSI en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle
Nodo de almacenamiento a iSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
Nodo de almacenamiento: Una mascara de red <<var_nodeA _iscsi_lif01a_mask>>

LIFO1A de iSCSI
Nodo de almacenamiento a iSCSI LIFO1B <<var_nodeA iscsi_lif01b_ip>>

Nodo de almacenamiento a mascara de red LIFO1B  <<var_nodeA iscsi_lif01b_mask>>
de iSCSI

Nodo de almacenamiento B iSCSI LIFO1A <<var_nodeB_iscsi_lif01a_ip>>

Mascara de red del nodo de almacenamiento B iSCSI <<var_nodeB _iscsi_lif01a_mask>>
LIFO1A

ISCSI LIFO1B del nodo de almacenamiento <<var_nodeB_.iscsi_lif01b_ip>>

Mascara de red LIFO1B de nodo de almacenamiento <<var_nodeB _iscsi_lif01b_mask>>
B.

Creacioén de cuatro LIF iSCSI, dos en cada nodo.

50



network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up -failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var_ iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up -failover-policy disabled
—-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status—-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up —-failover-policy disabled
—firewall-policy data —-auto-revert false

network interface show

Creacion de LIF NFS en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle
Nodo de almacenamiento: LIF NFS 01 IP <<var_nodeA nfs_lif 01 ip>>

Nodo de almacenamiento mascara de red a LIF 01 de <<var_nodeA_nfs_lif 01_mask>>
NFS

Nodo de almacenamiento B LIF NFS 02 IP <<var_nodeB_nfs_lif 02_ip>>
Mascara de red del nodo de almacenamiento B LIF <<var_nodeB_nfs_lif 02_mask>>

NFS 02

Cree una LIF NFS.



network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up -failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVvM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Anadir un administrador de SVM de infraestructura

En la siguiente tabla, se enumera la informacién necesaria para afiadir un administrador de SVM.

Detalles Valor de detalle

IP de Vsmgmt <<var_svm_mgmt_ip>>
Mascara de red Vsmgmt <<var_svm_mgmt_mask>>
Puerta de enlace predeterminada de Vsmgmt <<var_svm_mgmt_gateway>>

Para afiadir la interfaz l6gica de administracion de SVM y el administrador de SVM de la infraestructura a la
red de gestion, realice los siguientes pasos:

1. Ejecute el siguiente comando:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ La IP de administracion de SVM aqui debe estar en la misma subred que la IP de
administracién del cluster de almacenamiento.

2. Cree una ruta predeterminada para permitir que la interfaz de gestion de SVM llegue al mundo exterior.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var svm mgmt gateway>>

network route show

3. Establezca una contrasena para el usuario de SVM vsadmin y desbloquee el usuario.
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"A continuacion, ponga en marcha el servidor en rack C-Series de Cisco UCS."

Poner en marcha el servidor de montaje en rack Cisco UCS C-Series

En esta seccion, se proporciona un procedimiento detallado para configurar un servidor
de rack independiente Cisco UCS C-Series para su uso en la configuracion exprés de
FlexPod.

Realice la configuracion inicial del servidor independiente Cisco UCS C-Series para CIMC

Complete estos pasos para la configuracion inicial de la interfaz de CIMC para servidores independientes
Cisco UCS C-Series.

En la siguiente tabla se enumera la informacién necesaria para configurar CIMC para cada servidor
independiente Cisco UCS C-Series.

Detalles Valor de detalle
Direccion IP de CIMC <<cimc_ip>>
Mascara de subred CIMC \<<cimc_netmask
Puerta de enlace predeterminada CIMC <<cimc_gateway>>

(i)  Laversion de CIMC utilizada en esta validacién es CIMC 4.0.(4).

Todos los servidores

1. Conecte la mochila del teclado, video y ratén (KVM) de Cisco (suministrada con el servidor) al puerto KVM

de la parte frontal del servidor. Conecte un monitor VGA y un teclado USB a los puertos de mochila KVM
adecuados.

Encienda el servidor y pulse F8 cuando se le solicite que introduzca la configuracion de CIMC.

53



Copyrigh

Bi
Flatform

ching to AHCI mode.

2. En la utilidad de configuracion de CIMC, defina las siguientes opciones:
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a. Modo de tarjeta de interfaz de red (NIC):
Especifico [X]

b. IP (basico):
IPV4: [X]
DHCP habilitado: [ ]
IP DE CIMC: <<cimc_ip>>
Prefijo/subred: <<cimc netmask>>
Puerta de enlace: <<cimc gateway>>

c. VLAN (Advanced): Deje borrado para deshabilitar el etiquetado VLAN.

Redundancia NIC

Ninguna: [X]



on Utili

NIC Propertie

Smart Ac

iditional

3. Pulse F1 para ver los ajustes adicionales:

a. Propiedades comunes:
Nombre de host: <<esxi host name>>
DNS dinamico: [ ]
Valores predeterminados de fabrica: Dejar borrado.

b. Usuario predeterminado (basico):

Contrasefa predeterminada: <<admin password>>
Vuelva a introducir la contrasefia: <<admin password>>
Propiedades del puerto: Utilice los valores predeterminados.

Perfiles de puerto: Dejar borrado.

4. Pulse F10 para guardar la configuracion de la interfaz CIMC.

5. Una vez guardada la configuracion, pulse Esc para salir.
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Configurar arranque iSCSI de servidores Cisco UCS C-Series

En esta configuracion de FlexPod Express, la VIC1457 se utiliza para el arranque iSCSI.

La tabla siguiente enumera la informacion necesaria para configurar el arranque iSCSI.

@ Un font en cursiva indica variables que son Unicas para cada host ESXi.

Detalles

Nombre Del iniciador del host ESXi
Host ESXi iSCSI-A IP

Mascara de red iSCSI-A del host ESXi

ISCSI del host ESXi: Puerta de enlace
predeterminada

Nombre B del iniciador del host ESXi
Host ESXi iSCSI-B IP

Mascara de red iSCSI-B del host ESXi
Puerta de enlace iSCSI-B del host ESXi
Direccion IP iscsi_lif01a

Direccion IP iscsi_lif02a

Direccion IP iscsi_lif01b

Direccion IP iscsi_lif02b

IQN de infr_SVM

Configuracion del orden de arranque

Valor de detalle
<<var_ucs_initiator_name_A>>
<<var_esxi_host_iscsiA_ip>>
<<var_esxi_host_iscsiA_mask>>

<<var_esxi_host_iscsiA_gateway>>

<<var_ucs_initiator_name_B>>
<<var_esxi_host_iscsiB_ip>>
<<var_esxi_host_iscsiB_mask>>
<<var_esxi_host_iscsiB_gateway>>
<<var_iscsi_lif01a>>
<<var_iscsi_lif02a>>
<<var_iscsi_lif01b>>
<<var_iscsi_lif02b>>

<<var_SVM_IQN>>

Para establecer la configuracion del orden de arranque, lleve a cabo los siguientes pasos:

1. En la ventana del navegador de la interfaz CIMC, haga clic en la ficha Compute (computacioén) y

seleccione BIOS.

2. Haga clic en Configurar orden de arranque y, a continuacion, en Aceptar.
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sl Cisco Integrated Management Controller

A / Compute / BIOS

BIOS Remote Management Troubleshooting Power Paolicies PID Catalog

Enter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults

Configure BIOS Configure Boot Order Configure BIOS Profile
BIOS Properties

Running Version  C220M5.4.0.49.0.0712130011
UEFI Secure Boot ||

Actual Boot Mode  Uefi
Configured Boot Mode v
Last Configured Boot Order Source  BIOS

Configured One time boot device v

Save Changes

w Configured Boot Devices Actual Boot Devices

Basic UEFI: Built-in EFI Shell (NonPolicyTarget)

» 04 Advanced UEFI: FXE IP4 Intel(R) Ethernet Controller X550 (MonPolicyTargef)

UEFI: PXE IP4 Intel(R) Ethernet Controller X550 (NonPolicyTarget)

Configure Boot Order

3. Configure los siguientes dispositivos haciendo clic en el dispositivo en Agregar dispositivo de arranque y
yendo a la ficha Opciones avanzadas:

a. Agregar medios virtuales:
NOMBRE: KVM-CD-DVD
SUBTIPO: DVD KVM ASIGNADO
Estado: Habilitado
Orden: 1

b. Agregar arranque iSCSI:

Nombre: ISCSI-a
Estado: Habilitado

Orden: 2
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Ranura: MLOM
Puerto: 1
c. Haga clic en Add iSCSI Boot:
Nombre: ISCSI-B
Estado: Habilitado
Pedido: 3
Ranura: MLOM
Puerto: 3

4. Haga clic en Agregar dispositivo.

5. Haga clic en Save Changes y, a continuacion, en Close.

Configured Boot Level:  Advanced

Basic Advanced
Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot

Add SAN Boot Name Type Order State

: KM-MAPPED-DVD “MEDIA 1 Enabled
Add USE [ iscska ] 2 Enabled
Add Virtual Media _

[ iscers ISCal 3 Enabled

Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYME

Add Local COD

Reset Values Close

6. Reinicie el servidor para arrancar con el nuevo orden de inicio.

Desactivar la controladora RAID (si existe)

Siga estos pasos si el servidor C-Series contiene una controladora RAID. No se necesita una controladora
RAID en el arranque desde la configuracion SAN. De manera opcional, también puede quitar fisicamente la
controladora RAID del servidor.

1. En la pestaiia Compute, haga clic en BIOS en el panel de navegacion izquierdo de CIMC.

2. Seleccione Configurar BIOS.

3. Desplacese hacia abajo hasta la ranura PCle:ROM de opcion HBA.

4. Si el valor no esta desactivado, configurelo en Desactivado.
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BIOS Remote Management

[lie} Server Management Security

Troubleshooting

Power Policies

Processor Memory

Hote: Defaultvalues are shown in hald

Rehoot Host Immediately:

Intel VT for directed 10:
Intel WTD ATS support:
LOM Port 1 OptionRom:
Pcie Slot 1 OptionRom:
MLOM OptionRom:

Front NVME 1 OptionBom:
MRAID Link Speed:

PCle Slot 1 Link Speed:
Front NVME 1 Link Speed:
VGA Priority:

P-SATA OptionROM:

USB Port Rear:

USB Port Internal:

IPV6 PXE Support:

Enabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
Onboard
LSI 5 RAID
Enabled
Enabled

Disabled

Configurar Cisco VIC1457 para el arranque iSCSI

PID Catalog

Fower/Perfarmance
- Legacy USB Support:
v Intel VTD coherency support:
¥ All Onboard LOM Ports:
¥ LOM Port 2 OptionRom:
- Pcie Slot 2 OptionRom:
v MRAID OptionRom:
¥ Front NVME 2 OptionRom:
- MLOM Link Speed:
v PCle Slot 2 Link Speed:
¥ Front NVME 2 Link Speed:
v .2 SATA OptionROM:
- USB Port Front:
¥ USB Port KVM:
¥ USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

Los pasos de configuracion siguientes son para el VIC 1457 de Cisco para arranque iSCSI.

La canalizacion de puertos predeterminada entre los puertos 0, 1, 2 y 3 se debe desactivar
@ antes de poder configurar los cuatro puertos individuales. Si la canalizacion del puerto no esta
desactivada, sélo aparecen dos puertos para el VIC 1457. Realice los siguientes pasos para

activar el canal de puerto en el CIMC:

1. En la ficha redes, haga clic en la tarjeta adaptadora MLOM.

2. En la ficha General, desactive el canal de puerto.

3. Guarde los cambios y reinicie el CIMC.
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A/ .../ Adapter Card MLOM [/ General

Chassis " General External Ethernet Interfaces vNICs vHBAs
COWDUEE Export vNIC | Impori vNIC | Reset | Reset To Defauls
Networking - v Adapter Card Properties

PCl-Slot: M

Adapter Card MLOM ot MLOW

Vendor:  Cisco Systems Inc

SIOH]GO » Product Name: UCS VIC 1457
ProductID:  UCSC-MLOM-C25Q-04

Admin » Serial Number:  FCH223974Q1

Version ID: V01
Hardware Revision: 4
Cisco IMC Management Enabled: no

Configuration Pending:  yes

+ Firmware

Running Version: 5 0(3c) Bootloader Version:

Backup Version:  5.0(2b) Status:

Startup Version:  50(3c)

External Ethernet Interfaces

Cree NIC iSCSI

Para crear VNIC iSCSI, lleve a cabo los siguientes pasos:

1. En la ficha redes, haga clic en adaptador de tarjeta MLOM.
2. Haga clic en Agregar VNIC para crear un VNIC.
3. En la seccion Agregar VNIC, introduzca los siguientes ajustes:
> Nombre: Eth1
> Nombre de CDN: ISCSI-VNIC-A
> MTU: 9000
° VLAN predeterminada: <<var iscsi vlan a>>
o Modo VLAN: TRONCO
o Activar inicio PXE: Comprobacion
4. Haga clic en Agregar VNIC y, a continuacién, en Aceptar.
5. Repita el proceso para agregar un segundo VNIC:
> Asigne un nombre al VNIC eth3.
> Nombre de CDN: ISCSI-VNIC-B
° Introduzca <<var iscsi vlan b>> Como VLAN.

o Establezca el puerto de enlace ascendente en 3.
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ISCSI Boot Capable:
CDN Capable:

usNIC Capable:

Port Channel Capable:
Description:

Enable FIP Mode:
Enable LLDP:

Enable VNTAG Mode:
Port Channel:

5.0(2a)

Fwupdate never issued

True
True
True

True



+ General

Name:

CDN: | VIC-SCSI-A |

MTU: | 9000

| (1500 - 9000)

Uplink Port: | 1

v]

MAC Address: O Auto

@ | D4C9:3CT06CCD |

Class of Service: | 0

Trust Host CoS: E|

PCl Order: | 1

Default VLAN: () None

® | 3439

6. Seleccione el eth1 de VNIC a la izquierda.

External Ethernet Interfaces vNICs

vHBAs

General
¥ VNICs » vNIC Properties
ethd
eth1 v iSCS| Boot Properties
eth2
» General
ethd
» |nitiator

Name: | iqn.1992-01.com.ciscoiucsA-01

IP Address: | 17221.183. 110

Subnet Mask: | 2552552550

Gateway: | 17221183 1

Primary DNS: |

:‘ » Primary Target

» Secondary Target

Unconfigure iSCSI Boot

o
|
|
|
|

0 - 222) chars
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7. En Propiedades de arranque iSCSI, introduzca los detalles del iniciador:
° Nombre: <<var ucsa initiator name a>>
° Direccion IP: <<var esxi hostA iscsiA ip>>
° Mascara de subred: <<var esxi hostA iscsiA mask>>

° Puerta de enlace: <<var esxi hostA iscsiA gateway>>

v vNICs » VNIC Properties
etho
et ~ iSCSI Boot Properties
eth2
» General
ethd
v Initiator
Name: | ign.1992-01.com cisco'ucsA-01 (0 -222) chars Initiator Priority: | primary v
IP Address: | 172.21.183.110 Secondary DNS:
Subnet Mask: | 255.255.255.0 TCP Timeout: | 15 (0-255)
Gateway: | 172.21.183.1 CHAP Name: (0 - 49) chars
Primary DNS: CHAP Secret: (0 - 49) chars

+» Primary Target

Name: | ign.1992-08 com.netapp:sn.e42fabb2d2: | (0 -222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars

» Secondary Target

Name: | iqn.1992-08.com.netapp:sn.e42fabb2d2: | (0 - 222) chars BootLUN: | 0 (0 - 65535)
IP Address: | 172.21.183.106 CHAP Name: (0 - 49) chars
TCP Port 3260 CHAP Secret: (0 - 49) chars
Unconfigure iSCSI Boot

8. Introduzca los detalles del destino principal:
o Nombre: Numero IQN de infra-SVM
o Direccion IP: Direccion IP de iscsi_lif01a
o LUN de arranque: 0

9. Introduzca los detalles del destino secundario:

o Nombre: Numero IQN de infra-SVM
o Direccién IP: Direccion IP de iscsi_lif02a

o LUN de arranque:0

@ Puede obtener el numero IQN de almacenamiento ejecutando el vserver iscsi
show comando.

Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante. Ademas, los nombres IQN para los iniciadores deben ser Unicos para cada
servidor y para el VNIC de iSCSI.

10. Haga clic en Save Changes.

11. Seleccione VNIC eth3 y haga clic en el botén de inicio iISCSI que se encuentra en la parte superior de la
seccion interfaces de Ethernet del host.

12. Repita el proceso para configurar eth3.
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13. Introduzca los detalles del iniciador:
° Nombre: <<var ucsa initiator name b>>
° Direccion IP: <<var esxi hostb iscsib ip>>
° Mascara de subred: <<var esxi hostb iscsib mask>>

° Puerta de enlace: <<var esxi hostb iscsib gateway>>

A/ ../ Adapter Card MLOM / vNICs Refresh | Host Powel

Launch KVM | Ping | CIMC Reboat
General External Ethernet Interfaces vNICs vHBAs
w wNICs » vNIC Properties
etho
thi w iSCSI Boot Properties
eth2
» General
eth3
v Initiator
Name: | ign.1992-01.com.cisco:ucsA-02 (0 -222) chars. Initiator Priority: | primary v
IP Address: | 172.21.184.110 Secondary DNS:
Subnet Mask: | 255.255255.0 TCP Timeout: | 15 (0 -255)
Gateway: | 172.21.184.1 CHAP Name: (0 - 49) chars.
Primary DNS: CHAP Secret: (0-49) chars
v Primary Target
Name: | ign.1992-08.com netapp:sn.ed2fabb2d2i (0 -222) chars BootLUN: | 0 (0 -65535)
IP Address: | 172.21.184.105 CHAP Name: (0 - 49) chars
TCPPort 3260 CHAP Secret: (0 - 49) chars.
» Secondary Target
Name: | ign.1992-08.com.netapp:sn.e42fa6b2d2: | (0 - 222) chars Boot LUN: | 0 (0-65535)
IP Address: | 172.21.164.106 CHAP Name: (0 - 49) chars
TCPPort 3280 CHAP Secret: (0 - 49) chars.
14. Introduzca los detalles del destino principal:
o Nombre: Numero IQN de infra-SVM
o Direccién IP: Direccién IP de iscsi_lif01b
o LUN de arranque: 0
15. Introduzca los detalles del destino secundario:
o Nombre: Numero IQN de infra-SVM
o Direccion IP: Direccion IP de iscsi_lif02b
o LUN de arranque: 0
@ Puede obtener el niumero de IQN de almacenamiento mediante el vserver iscsi
show comando.
@ Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante.

16. Haga clic en Save Changes.

17. Repita este proceso para configurar el arranque iSCSI para el servidor Cisco UCS B.

Configure las NIC virtuales para ESXi

Para configurar VNIC para ESXi, realice los siguientes pasos:

Locator

LEl

63



. Enla ventana del navegador de la interfaz CIMC, haga clic en Inventario y, a continuacion, en

Adaptadores Cisco VIC en el panel derecho.

En redes > Tarjeta adaptadora MLOM, seleccione la ficha vNIC y, a continuacion, seleccione las vNIC

debajo

3. Selecc

ione eth0 y haga clic en Propiedades.

Establezca la MTU en 9000. Haga clic en Save Changes.
5. Establezca la VLAN como VLAN nativa 2.

h/.

il Cisco Integrated Management Controller

cisco

Adapter Card MLOM / vNICs

General External Ethernet Interfaces vNICs vHBAs

v VNICs v VNIC Properties
eth0
eth1 v General
eth2 Name:
i CDN: | VIC-MLOM-eth0
MTU: | 9000 (1500 - 9000)
Uplink Port: | 0 v
MAC Address: (O  Auto
@® | Fe.0F:6F:89:26:.CE
Class of Service: | 0 (0-6)
Trust Host CoS: |
PCI Order: 0-7)

Default VLAN: None

® Ol
®

6. Repita los pasos 3 y 4 en eth1, verificando que el puerto de enlace ascendente se establece en 1 para
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eth1.

General

* VNICs
eth0
eth1
eth2
ethd

®

nt Controller

External Ethernet Interfaces vNICs VHBAS

Host Ethernet Interfaces Selected 0/ Total4  XF v
Add vNIC
Name CON MAC Address MTU  usNIC UplinkPort CoS VLAN  VLANMode iSCS|Boot PXEBoot Channel  PortProfile  Uplink Failover
ethl VIC-MLO. F8.0F 6F 89:26:CE 5000 ] 0 0 2 TRUNK disabled enabled NA NIA N/A
sthi VICISCS.  FBOFSFB9:26.CF 9000 O 1 0 3439 TRUNK enablad enabled NA NA N/A
sth2 VIC-MLO FE.OF6FB89:26D0 9000 O 2 0 TRUNK disabled enabled NA NiA NA
sth3 VIC4SCS.  FBOF6FB926D1 9000 O 3 0 3440 TRUNK enabled anabled NA NiA N/A

Este procedimiento debe repetirse para cada nodo de servidor Cisco UCS inicial y cada
nodo de servidor Cisco UCS adicional agregado al entorno.



"Siguiente: Procedimiento de implementacion del almacenamiento AFF de NetApp (parte 2)."

Procedimiento de puesta en marcha del almacenamiento AFF de NetApp (parte 2)
Configurar el almacenamiento DE arranque SAN de ONTAP
Cree iGroups iSCSI

(D Para este paso, se necesitan los IQN de iniciadores iISCSI desde la configuracion del servidor.

Para crear iGroups, ejecute los siguientes comandos desde la conexién SSH del nodo de gestion del cluster.
Para ver los tres iGroups creados en este paso, ejecute el igroup show comando.

igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-A -protocol iscsi
—ostype vmware —initiator <<var vm host infra a iSCSI-
A vNIC IQN>>,<<var vm host infra a iSCSI-B vNIC IQN>>
igroup create -vserver Infra-SVM -—-igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -—-initiator <<var vm host infra b iSCSI-
A VvNIC IQN>>,<<var vm host infra b iSCSI-B vNIC IQN>>

(D Este paso se debe completar cuando se anaden servidores Cisco UCS C-Series adicionales.
Asigne LUN de arranque a iGroups

To map boot LUNs to igroups, run the following commands from the cluster
management SSH connection:

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-A -igroup
VM-Host-Infra-A -lun-id O

lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra-B —-igroup
VM-Host-Infra-B —lun-id O

(D Este paso se debe completar cuando se afiaden servidores Cisco UCS C-Series adicionales.
"Siguiente: Procedimiento de puesta en marcha de VMware vSphere 6.7U2."

Procedimiento de puesta en marcha de VMware vSphere 6.7U2

En esta seccion, se proporcionan los procedimientos detallados para la instalacion de
VMware ESXi 6.7U2 en una configuracién FlexPod Express. Los procedimientos de
implementacidn siguientes se personalizan para incluir las variables de entorno descritas
en secciones anteriores.

Existen varios métodos para instalar VMware ESXi en dicho entorno. Este procedimiento utiliza la consola

KVM virtual y las funciones de medios virtuales de la interfaz CIMC para servidores Cisco UCS C-Series para
asignar medios de instalacion remotos a cada servidor individual.
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@ Este procedimiento se debe completar para el servidor Cisco UCS Ay el servidor Cisco UCS B.

@ Este procedimiento debe completarse para los nodos adicionales que se afadan al cluster.

Inicie sesién en la interfaz de CIMC para servidores independientes de Cisco UCS C-Series

Los siguientes pasos detallan el método para iniciar sesion en la interfaz de CIMC para servidores
independientes Cisco UCS C-Series. Debe iniciar sesion en la interfaz de CIMC para ejecutar el KVM virtual,
que permite al administrador iniciar la instalacién del sistema operativo a través de medios remotos.

Todos los hosts

1.

Desplacese hasta un explorador web e introduzca la direccion IP para la interfaz de CIMC para Cisco UCS
C-Series. Este paso inicia la aplicacion GUI de CIMC.

. Inicie sesion en la interfaz de usuario de CIMC con el nombre de usuario y las credenciales de

administrador.

3. En el menu principal, seleccione la ficha servidor.

. Haga clic en Iniciar la consola KVM.

] ."r COmpUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | (70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

. Enla consola KVM virtual, seleccione la ficha Medios virtuales.
. Selecciona Mapa CD/DVD.

@ Es posible que primero tenga que hacer clic en Activar dispositivos virtuales. Seleccione
Aceptar esta sesion si se le solicita.

. Desplacese hasta el archivo de imagen ISO del instalador VMware ESXi 6.7U2 y haga clic en Open. Haga

clic en asignar dispositivo.

. Seleccione el menu de encendido y elija sistema de ciclo de encendido (arranque en frio). Haga clic en

Yes.

Instale VMware ESXi

Los siguientes pasos describen como instalar VMware ESXi en cada host.

Descargue LA imagen personalizada de Cisco DE ESXI 6.7U2

1.
2.

Desplacese hasta la "Pagina de descarga de VMware vSphere" Para ISO personalizados.

Haga clic en Go to Downloads junto a la imagen personalizada de Cisco para el CD de instalacién de ESXi
6.7U2.

3. Descargue la imagen personalizada de Cisco para el CD de instalacién de ESXi 6.7U2 (ISO).

Cuando el sistema arranca, la maquina detecta la presencia del medio de instalacion de VMware ESXi.

5. Seleccione el instalador de VMware ESXi en el menu que aparece. El instalador se carga, lo que puede
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tardar varios minutos.


https://my.vmware.com/web/vmware/info/slug/datacenter_cloud_infrastructure/vmware_vsphere/6_7

6. Cuando el instalador haya terminado de cargarse, pulse Intro para continuar con la instalacion.
7. Después de leer el contrato de licencia del usuario final, acepte y contintie con la instalacion pulsando F11.

8. Seleccione el LUN de NetApp que se configurd anteriormente como disco de instalacion para ESXi y pulse
Intro para continuar con la instalacion.

. HETAFY  LUN C-Mode (o GOHAIFEHSAINRRSGEINY . .. 15 . B0 Gl

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cont fmme

9. Seleccione la distribucion de teclado adecuada y pulse Intro.
10. Introduzca y confirme la contrasefa de root y pulse Intro.

11. El instalador le advierte que las particiones existentes se han eliminado en el volumen. Continte con la
instalacion pulsando F11. El servidor se reinicia después de la instalacion de ESXi.

Configure la red de gestion del host VMware ESXi

Los siguientes pasos describen como afiadir la red de gestién de cada host VMware ESXi.

Todos los hosts

1. Una vez que el servidor haya terminado de reiniciarse, introduzca la opcion de personalizar el sistema
pulsando F2.

2. Inicie sesion con root como nombre de inicio de sesion y la contrasefa raiz que se introdujo anteriormente
durante el proceso de instalacion.

Seleccione la opcion Configure Management Network.
Seleccione Adaptadores de red y pulse Intro.

Seleccione los puertos deseados para vSwitch0. Pulse Intro.

o g &~ w

Seleccione los puertos que corresponden a ethO y eth1 en CIMC.
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10.

1.
12.
13.

14.
15.
16.

17.
18.

19.
20.
21.
22.
23.
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Network Adapters

Select the adapters for this host s default management network
connection. Use two or more adapters for fault-tolerance and
load-balancing.

Device Mane Harduware Label (MAC Address) 5Status

vnn icl LOM Port 1 (...:5a:b5:8d:6e) Connected
vhnicl LOM Port 2 (...:5a:b5:8d:6f) Disconnected
vnnic? VIC-MLOM-ethO (...:70:6c: Connected (...
vnnic3 VIC-iSCS5I-A (...3c:70:6c: Connected (...
vnn icd YIC-HLOM-ethZ (...:70:6c: Connected (...
vnnicS VIC-iSCS5I-B (...3c:70:6C: Connected (...

«<D> View Details <Space> Toggle Selected <Enter> OK <Esc> Cancel

. Seleccione VLAN (opcional) y presione Enter.
. Introduzca el identificador de VLAN <<mgmt_vlan id>>. Pulse Intro.

. En el menu Configurar red de gestion, seleccione Configuracién de IPv4 para configurar la direccion IP de

la interfaz de gestion. Pulse Intro.

Utilice las teclas de flecha para resaltar establecer direccion IPv4 estatica y utilice la barra espaciadora
para seleccionar esta opcion.

Introduzca la direccion IP para gestionar el host VMware ESXi <<esxi host mgmt ip>>.
Introduzca la mascara de subred para el host VMware ESXi <<esxi host mgmt netmask>>.

Introduzca la puerta de enlace predeterminada para el host VMware ESXi
<<esxi host mgmt gateway>>.

Pulse Intro para aceptar los cambios en la configuracion de IP.
Acceda al menu de configuracion de IPv6.

Utilice la barra de espacio para desactivar IPv6 deseleccionando la opcion Habilitar IPv6 (reiniciar
requerido). Pulse Intro.

Abra el menu para configurar los ajustes de DNS.

Dado que la direccion IP se asigna manualmente, la informacion DNS también debe introducirse
manualmente.

Introduzca la direccion IP del servidor DNS primario <<nameserver ip>>.
(Opcional) Introduzca la direccién IP del servidor DNS secundario.

Introduzca el FQDN para el nombre de host VMware ESXi: <<esxi host fgdn>>.
Pulse Intro para aceptar los cambios en la configuracion de DNS.

Salga del submenu Configurar red de administracion pulsando Esc.



24. Pulse y para confirmar los cambios y reiniciar el servidor.

25. Seleccione Troubleshooting Options y, a continuacion, habilite ESXi Shell y SSH.

@ Estas opciones de solucion de problemas se pueden desactivar después de la validacion de
acuerdo con la politica de seguridad del cliente.

26. Pulse Esc dos veces para volver a la pantalla principal de la consola.

27. Haga clic en Alt-F1 en el menu desplegable macros de CIMC > macros estaticas > Alt-F en la parte

superior de la pantalla.

28. Inicie sesidén con las credenciales adecuadas para el host ESXi.

29. En el simbolo del sistema de, introduzca la siguiente lista de comandos esxcli para habilitar la conectividad

de red de forma secuencial.

esxcli network vswitch standard policy failover set -v vSwitchO -a

vmnic2,vmnic4 -1 iphash

Configure el host ESXi

Utilice la informacion de la siguiente tabla para configurar cada host ESXi.

Detalles

Nombre de host ESXi

La IP de gestion del host ESXi

Mascara de gestion de host ESXi
Pasarela de gestion de host ESXi

IP NFS del host ESXi

Mascara de NFS del host ESXi

Puerta de enlace NFS del host ESXi
Host ESXi IP de vMotion

Mascara de vMotion del host ESXi
Puerta de enlace vMotion del host ESXi
Host ESXi iSCSI-A IP

Mascara iSCSI-A del host ESXi

Puerta de enlace iISCSI-A del host ESXi
Host ESXi iSCSI-B IP

Mascara iSCSI-B del host ESXi

Puerta de enlace iISCSI-B del host ESXi

Valor de detalle
<<esxi_host_fqdn>>
<<esxi_host_mgmt_ip>>
<<esxi_host_mgmt_netmask>>
<<esxi_host_mgmt_gateway>>
<<esxi_host_NFS_ip>>
<<esxi_host_ NFS_netmask>>
<<esxi_host_NFS_gateway>>
<<esxi_host_vMotion_ip>>
<<esxi_host_vMotion_netmask>>
<<esxi_host_vMotion_gateway>>
<<esxi_host_iSCSI-A_ip>>
<<esxi_host_iSCSI-A_netmask>>
<<esxi_host_iSCSI-A_gateway>>
<<esxi_host_iSCSI-B_ip>>
<<esxi_host_iSCSI-B_netmask>>

<<esxi_host_SCSI-B_gateway>>
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Inicie sesion en el host ESXi

Para iniciar sesion en el host ESXi, complete los siguientes pasos:

1. Abra la direccién IP de administracion del host en un explorador Web.

2. Inicie sesion en el host ESXi con la cuenta raiz y la contrasefa que especificd durante el proceso de
instalacion.

3. Lea la declaracion sobre el Programa de mejora de la experiencia del cliente de VMware. Después de
seleccionar la respuesta correcta, haga clic en Aceptar.

Configurar el arranque iSCSI

Para configurar el arranque iSCSI, lleve a cabo los siguientes pasos:

1. Seleccione Networking a la izquierda.

2. Ala derecha, seleccione la ficha Switches virtuales.

“Ef Navigator | 9-. VM-Host-Infra-01 - Networking
~ [g Host . Part groups | Virtual switches |
Manage
AT #= Add standard virtual switch
=1 Virtual Machines Name
H storage n‘rd, vSwitcho
; == iScsiBootvSwitch
@ vSwitchd '
B vmk1
i ymk0

More networks...

. Haga clic en iScsiBootvSwitch.

3

4. Seleccione Editar configuracion.

5. Cambie la MTU a 9000 y haga clic en Save.
6

. Cambie el nombre del puerto iISCSIBootPG a iSCSIBootPG-A.

En esta configuracion, se utilizan vmnic3 y vmnic5 para arranque iSCSI. Si tiene NIC

@ adicionales en el host ESXi, puede tener distintos nimeros vmnic. Para confirmar qué NIC
se utilizan para el arranque iSCSI, haga coincidir las direcciones MAC de las NIC iSCSI de
CIMC con los vmnics de ESXi.

~

. En el panel central, seleccione la ficha NIC de VMkernel.

o]

. Seleccione Agregar NIC de VMkernel.

a. Especifique un nuevo nombre de grupo de puertos de iScsiBootPG-B.
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b. Seleccione iScsiBootvSwitch para el switch virtual.
C. Introduzca <<iscsib vlan_ id>> Parael ID de VLAN.
Cambie el MTU a 9000.

Expanda Configuracion 1Pv4.

-~ © o

Seleccione Configuracion estatica.

Introduzca <<var hosta iscsib_ ip>> Para Direccion.

J @

Introduzca <<var hosta iscsib mask>> Para Mascara de subred.

i. Haga clic en Crear.
@ Establezca la MTU en 9000 en iSCsiBootPG-A.

9. Para configurar la conmutacion por error, lleve a cabo los siguientes pasos:

a. Haga clic en Edit Settings on iISCSIBootPG-A > Tiering and Failover > Failover Order > vmnic3.
Vmnic3 debe estar activo y vmnic5 no se debe utilizar.

b. Haga clic en Editar configuracion en iSCSIBootPG-B > equipos y failover > Orden de conmutacién por
error > vmnic5. Vmnic5 debe estar activo y vmnic3 no se debe utilizar.
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IScsiBootPG-A - Edit Settings

Properties
) Load balancing
Security
Traffic shaping Metwork failure detection

Teaming and fallover

Motify switches

Failback

Failover order

Cvermide

Active adapters =
vmnic3

Standby adapters

Unused adapters

vmnich

w

Select active and standby adapiers

Configuracion de accesos muiltiples iSCSI

Para configurar la multivia iSCSI en los hosts ESXi, complete los pasos siguientes:

1. Seleccione Storage en el panel de navegacion de la izquierda. Haga clic en Adaptadores.

2. Seleccione el adaptador de software iISCSI y haga clic en Configurar iSCSI.
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vmware EsXi’

~ [ Host Datastores | Adapters l Devices Persistent Memory
IManage
Monitor 2 configure i5CSI B Sofware iSCSI Rescan | (@ Refresh | 4} Actions
iZ1 Virtual Machines : Name
= Storage #@ vmhbal
+£3 Networking | i vmhbal
vSwitchl ¥ vmhbaz
B vmki1 & vmhba3l
M vmk0 W vmnba4
More networks... B vmhtiasd
B vmhbas

Model 2G5l Softerare Adapter

Dnver iscsi_wmk

3. En Destinos dinamicos, haga clic en Agregar destino dinamico.



B3 configure iSCSI - vmhbat4

iSC3I enabled

b Name & alias

» CHAP authentication

b Mutual CHAP authentication

b Advanced seitings

Disabled '® Enabled
ign. 1992-01_com cisco:ucsA-01

Do notuse CHAP

Do not use CHAP

Click to expand

Network port bindings Mo port bindings
Static targets Add static target (@ search
Target v | Address v | Port e
ign.1992-08 com.netapp:sn.e42fatb2d2el11e9a68d00a00887 .  172.21.183.1058 3260
ign.1992-08 com netapp:sn.ed2fabb2d2e011e9a68d00a0987. . 172.21.184.106 3260
ign.1992-08 com.netapp:sn.e42iatb2d2el11e9a68d00a0087. .  172.21.183.106 3260
ign:1992-08.com.netapp:sn.e42fatb2d2e011e9a68d00al081...  172.21.184.105 3260
Dynamic targets g Add dynamic target | Q Search |
Address ~ | Port ~
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
Save configuration | | Cancel

4. Introduzca la direccion IP iscsi 1if0la.

a. Repita el proceso con las direcciones IP iscsi 1if01b, iscsi 1if02a,y. iscsi 1if02b.

b. Haga clic en Save Configuration.

Dynamic targets

3 Add dynamic target

(@ search )
Address ~ | Port ~
172.21.183.105 3260
172.21.184.105 3260
172.21.183.106 3260
172.21.184.106 3260
| save configuration || Cancel

Puede encontrar las direcciones IP de LIF de iSCSI ejecutando el comando network

@ interface show en el cluster de NetApp o mirando en la pestafia Network interfaces en
System Manager.

Configure el host ESXi

Para configurar el arranque ESXi, complete los pasos siguientes:

1. En el panel de navegacion de la izquierda, seleccione Networking.
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2. Seleccione vSwitchO.

vmware ESXi ool@17221.181.100 » | Hep ~ | (CEEd

7% Navigator 1 || ez vswitcho
~ [J Host
W & Adduplink 7 Editsettings | (3 Refresh | ¥ Actions
WMenitor . vSwitcho
- | 1 Type Standard vEvitch
& i 1
(31 Virtual Machines B S .
H storage = Uptnks 2
~ &3 Networking [ 1]
W vmko = vSwitch Details ~ vSwitch tapology
Wl vmk1 MTU 9000
MGMT-Network Physical adapters
Ports 5086 (5065 available) Q j LS e
& iScsiBootvSwitch VLAN ID: 3437 ma vmnicd , 10000 Mbps, Ful
e Link discovery Listen / Cisco discovery protocol (COP) + Virtual Machines (3) | W s 000D Kese ok
Attached Vs 3 (3 active) {5 |0meter-Viitesti
VAT Address 0050 55 8 foec
Beacon interval 1 B wamorsvsc
R : VIAC Adress 00:50:55:86:05:2¢
& iming polic
aeEy B 1ometer-vi
Diokity swatchies e MAC Address 00:50:50:80:22:00
Policy Route based on IP hash

3. Seleccione Editar configuracion.
4. Cambie el MTU a 9000.

5. Expanda NIC Teaming y verifique que tanto vmnic2 como vmnic4 estén configurados en activo y que NIC
Teaming y Failover se establezcan en Route basado en IP Hash.

El método hash IP del equilibrio de carga requiere que el conmutador fisico subyacente se
configure correctamente mediante SRC-DST-IP EtherChannel con un canal de puerto
estatico (modo activado). Es posible que experimente una conectividad intermitente debido

@ a una posible configuracion incorrecta del switch. En ese caso, apague temporalmente uno
de los dos puertos de enlace ascendente asociados del switch Cisco para restaurar la
comunicacion con el puerto vmkernel de gestion de ESXi, a la vez que solucione problemas
de la configuracién del canal de puertos.

Configure los grupos de puertos y las NIC de VMkernel

Para configurar los grupos de puertos y las NIC de VMkernel, lleve a cabo los siguientes pasos:

1. En el panel de navegacion de la izquierda, seleccione Networking.

2. Haga clic con el botdn derecho en la pestafia grupos de puertos.

vmware ESXi

"tz Navigator - || £ ucsesxia.cie.netapp.com - Networking
~ [g Host | Portgroups | Virtual switches
Manage

| Monitor %3 Add portgroup ' E

51 Virtual Machines o] R =i
H storage Bl | @ vmNetwork (
f Networking | g Management Network 1
== i5csiBootvSwitch €9 iScsiBootPG 1
v SwitchO
More networks...
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3. Haga clic con el boton derecho en VM Network y seleccione Edit. Cambie el ID de VLAN a.
<<var vm traffic vlan>>.

4. Haga clic en Agregar grupo de puertos.

a. Asigne el nombre MGMT-Network al grupo de puertos.

b. Introduzca <<mgmt_ vlan>> Para el ID de VLAN.

c. Asegurese de que vSwitchO esté seleccionado.

d. Haga clic en Guardar.
5. Haga clic en la ficha NIC de VMkernel.

6. Seleccione Agregar NIC de VMkernel.

a.
b.

-~ ® o

5 «

Seleccione Nuevo grupo de puertos.

Asigne un nombre al grupo de puertos NFS-Network.

Introduzca <<nfs_vlan_ id>> Parael ID de VLAN.

Cambie el MTU a 9000.

Expanda Configuracion I1Pv4.

Seleccione Configuracion estatica.

Introduzca <<var hosta nfs ip>> Para Direccion.

Introduzca <<var hosta nfs mask>> Para Mascara de subred.

Haga clic en Crear.

7. Repita este proceso para crear el puerto VMkernel de vMotion.

8. Seleccione Agregar NIC de VMkernel.
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a.

-~ ®© o

5 «

Seleccione Nuevo grupo de puertos.

Asigne un nombre al grupo de puertos vMotion.
Introduzca <<vmotion vlan_ id>> Para el ID de VLAN.
Cambie el MTU a 9000.

Expanda Configuracion IPv4.

Seleccione Configuracion estatica.

Introduzca <<var hosta vmotion_ ip>> Para Direccion.

Introduzca <<var hosta vmotion mask>> Para Mascara de subred.

e Navigator E ﬁ VM-Host-Infra-01 - Networking
* E Host Port groups Virtual switches Physical NICs | VYMkemel NICs TCP/IP stacks
Manage
Mowiior #8 Add VMkemnel NIC 7 Editesiings | @ Refresh |
(51 Virtual Machines [—;f Name * | Portgroup ~ | TCPP stack
E storage (__;,, vk Q Management Network == Default TCPAP stack
@ Networking % ik @ iScsiBootPG-A == Default TCPAP stack



i. Asegurese de que la casilla de comprobacion vMotion esté seleccionada después de IPv4 Settings.

8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
NTU | 9000 |
IF version IPv4 only v
* |Pvd settings
Configuration ' DHCP '® Static
Address 1722118563 |
Subnet mask | 255255 255 0 |
TCPIIP stack Default TCP/P stack v
Sernvices
¥ yilation || Provisioning | Faulttolerance logging
L Management U Replication ! NFC replication
| Create || Cancel |

Hay muchas formas de configurar redes ESXi, por ejemplo, mediante el switch distribuido
@ de VMware vSphere si la licencia lo permite. FlexPod Express admite configuraciones de
red alternativas si se requieren para satisfacer los requisitos del negocio.

Monte los primeros almacenes de datos

Los primeros almacenes de datos que se van a montar son el infra datastore Almacén de datos para las
maquinas virtuales y para infra swap Almacén de datos para archivos de intercambio de equipos virtuales.

1. Haga clic en Storage en el panel de navegacion de la izquierda y después haga clic en New Datastore.
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o
.|- T - _ [ - - ] - = )
| T Navigator || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1

L B ST SO L

2. Seleccione Mount NFS Datastore.

1 Select creation type

2 Provide NFS mount details

3 Ready to complete

Select creation type

How would you like to create a datastore?

Create new VMFS datastore

Increase the size of an existing VMFS datastore

Mount NFS datasiore

Create a new datastore by mounting a remote NFS volume

Back

Mext

| Finlsh || Cancel

E

3. Introduzca la siguiente informacion en la pagina Provide NFS Mount Details:

° Nombre: infra datastore

° Servidor NFS: <<var nodea nfs 1if>>

° Compartir: /infra datastore

o Asegurese de que la opcion NFS 3 esté seleccionada.

4. Haga clic en Finalizar. Puede ver que la tarea se esta completando en el panel tareas recientes.

9. Repita este proceso para montar el infra_swap almacén de datos:
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° Nombre: infra swap

° Servidor NFS: <<var nodea nfs 1if>>

° Compartir: /infra swap



> Asegurese de que la opcion NFS 3 esté seleccionada.

Configure NTP

Para configurar NTP para un host ESXi, complete los siguientes pasos:

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacién, haga clic en Hora y fecha.

Seleccione Use Network Time Protocol (Habilitar cliente NTP).

Seleccione Start and Stop with Host como politica de inicio del servicio NTP.

Introduzca <<var ntp>> Como servidor NTP. Puede establecer varios servidores NTP.

o > 0D

Haga clic en Guardar.

“I¥ Navigator (=W E VM-Host-Infra-01 - Manage
vt Q Host | System Hardware Licensing Packages Services Securily & users
Monitor Advanced settings ¢ Editsettings | @ Refresh | £ Actions
B s ee =31 Autostart Current date and time WMonday, October 14, 2018, 08:50:27 UTC
. Swap
B storage m?l? NTP service status Running
= Time & date
~ &3 Networking l;",
B vimko NTP servers 1.1054.17.30
. vinkd 2.10.61.184.233
3.10.61.184.234
=8 vSwitchD
@ iScsiBootvSwitch
| More networks...

Mueva la ubicacion del archivo de intercambio de la maquina virtual

Estos pasos proporcionan detalles para mover la ubicacion del archivo de intercambio de la maquina virtual.

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacion, haga clic en intercambiar.

“I¥ Navigator | [J ucsesxia.cie.netapp.com - Manage
~ [ Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings & Editsettings | & Refresh
= Autostart
{51 Virtual Machines 0 Eaaad ves
Swap
H storage @ - Datastore Mo
: i ; Time & date
~ 3 Networking | &
vSwitcho Host cache Yes
= iScsiBootvSwitch Local swap Yes
More networks...
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2. Haga clic en Editar configuracion. Seleccione infra_ swap En las opciones del Datastore.

[ Edit swap configuration

Enabled ® Yes ) No
Datastore infra_swap il
Local swap enabled & Yeos D No
Host cache enabled ) Yac ) Mo

Save || Cancel

3. Haga clic en Guardar.

"Siguiente: Procedimiento de instalacion de VMware vCenter Server 6.7U2."

Procedimiento de instalacion de VMware vCenter Server 6.7U2

En esta seccion, se proporcionan los procedimientos detallados para instalar VMware
vCenter Server 6.7 en una configuracion exprés de FlexPod.

@ FlexPod Express utiliza el dispositivo de VMware vCenter Server (VCSA).

Descargue el dispositivo de VMware vCenter Server

Para descargar el dispositivo de VMware vCenter Server (VCSA), siga los pasos siguientes:

1. Descargue el VCSA. Acceda al enlace de descarga haciendo clic en el icono Get vCenter Server cuando
gestione el host ESXi.

2. Descargue el VCSA desde el sitio de VMware.

3. Aunque se admite la instalacién de Microsoft Windows vCenter Server, VMware recomienda VCSA para
las nuevas implementaciones.

4. Monte la imagen ISO.

3. Vaya al directorio vcsa- ui-installer > win32. Haga doble clic installer.exe.

6. Haga clic en instalar.

7. Haga clic en Siguiente en la pagina Introduccion.
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3 vCenter Server Appliance Installer [= | =

Installer

vim Install - Stage 1: Deploy appliance

End user license agreement

Read and accept the following license agreement

VMWARE END USER LICENSE AGREEMENT

3 Select deployment type
PLEASE NOTE THAT THE TERMS OF THIS END USER LICENSE AGREEMENT SHALL GOVERN
4 pliance deployment targe YOUR USE OF THE SOFTWARE, REGARDLESS OF ANY TERMS THAT MAY APPEAR DURING
THE INSTALLATION OF THE SOFTWARE.
5 Set up appliance VM
6 Select deployment size
7 Select datastore

EVALUATION LICENSE. if

Software is onlv nermitfed in a non-nroductio

&l | acc

CANCEL ‘ BACK ‘ NEXT

. Seleccione Embedded Platform Services Controller (controladora de servicios de plataforma integrada)
como tipo de implementacion.
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3 vCenter Server Appliance Installer |;|E-
Installer
vm Install - Stage 1: Deploy appliance
e Select deployment type
Select the deployment type you want 1o configure on the appliance
2 End user license agreement
3 Select deployment type F e informa e en es, refe e vsphere 6.7 mentati
4 Appliance deplovment target Embedded Platform Services Controller Appliance
rwith an Embedded Plat Platform Services
- , - e e e Controller
S Setup appliance A -
vCenter
Server
Se {e ment size
8 nfigure network settings External Platform Services Controlier Appilance
Platform Services
= Controller
Read hieie stans
= Fla
Appliance
vCenter
Server
@ Si es necesario, también admite la puesta en marcha de la controladora de servicios de
plataforma externa como parte de la solucion FlexPod Express.

9. En Appliance Deployment Target, introduzca la direccion IP de un host ESXi que haya implementado, el
nombre de usuario raiz y la contrasefa raiz.
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&3

Installer

vCenter Server Appliance Installer

L= 1o

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

4 Appliance deployment target

5 Set up appliance VM

6 Select deployment size

7 Select datastore

8 Conhgure network settings
9 Rea mplete stage 1

Appliance deployment target

ESXi host or vCenter Server

name
HTTPS port 443
User name root

10. Para establecer el equipo virtual, introduzca VCSA como nombre de equipo virtual y la contrasefia raiz

que desea utilizar para el VCSA.
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7] VCenter Server Appliance Installer [- =T

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Set up appliance VM

End user license agreemel Spe e
3 Select deployment type VM name FlexPod-VCSA, @
o et targeL Setrootpassword 0 sssssssss
5 Setup appliance VM T

CANCEL ‘ BACK ‘ NEXT

11. Seleccione el tamafo de puesta en marcha que mejor se adapte a su entorno. Haga clic en Siguiente.
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3 vCenter Server Appliance Installer [= o

Installer

vm Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Select deployment size

Select the deployment size for this vCenter Server with an Embedded Platform Services Controller

. Deployment size Tiny
4 A e de| nent targe
5 Setup appliance VM Storage size Default @
6 Select deployment size Resources required for different deployment sizes
- Sla Deployment Size vCPUs Memory (GB) Storage (GB) Hosts (up to) VMs (up to)
Tiny 2 10 300 10 100
onfi e k settings
Small 4 16 340

CANCEL BACK ‘ NEXT

12. Seleccione la infra datastore almacén de datos. Haga clic en Siguiente.
13. Introduzca la siguiente informacion en la pagina Configure network settings y haga clic en Next.
a. Seleccione MGMT-Network para Red.
b. Introduzca el FQDN o IP que se va a utilizar para la VCSA.
c. Introduzca la direccion IP que se utilizara.
d. Introduzca la mascara de subred que desea utilizar.
e. Introduzca la pasarela predeterminada.
f. Introduzca el servidor DNS.

14. En la pagina Ready to Complete Stage 1, compruebe que los ajustes introducidos son correctos. Haga clic
en Finalizar.
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15. Revise la configuracion en la etapa 1 antes de iniciar la implementacion del dispositivo.
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Installer

vm

Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

vCenter Server Appliance Installer

Configure network settings

Network

IP version

IP assignment

FQDN

IP address

Subnet mask or prefix length

Default gateway

DNS servers

HTTP

HTTPS

MGMT-Network

static

FlexPod-VCSA cie.netapp.com

172.21.181.105

‘ BACK NEXT



v VCenter Server Appliance Installer [-[=

Instalier

vim Install - Stage 1: Deploy vCenter Server Appliance with an Embedded Platform Services Controller

Ready to complete stage 1

Deployment Details

Target ESXi host 17221181100

T
T
U

VM name
Deployment type Center Server with an Embedded Platform Services Controller
6 Select deployment size Deployment size

Storage size Default

Datastore Detalls

Datastore, Disk mode nfra_swap (1), thin

9 Ready to complete stage 1 Network Details
Network MGMT-Network
IP settings Pv4 | static
IP address 172 21181105
System name FlexPod-VCSA cie netapp.com
Subnet mask or prefix length
Default gateway
DNS servers 10.61184 25110 61184252
HTTP Port

HTTPS Port

La VCSA se instala ahora. Este proceso tarda varios minutos.

16. Una vez completada la fase 1, aparece un mensaje que indica que se ha completado. Haga clic en
continuar para iniciar la configuracion de la fase 2.

17. En la pagina Introduccion de fase 2, haga clic en Siguiente.
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= VCenter Server Appliance Installer

Installer

Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

Introduction Introduction

- N _ vCenter Server Appliance installation overview
ppliance configuration

S50 configuration

Configure CEIP Q

Ready to complete

Set up vCenter Server Appliance

nstalling the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the vCenter Server Appliance

CANCEL NEXT

18. Introduzca <<var ntp_id>> Para la direccién del servidor NTP. Puede introducir varias direcciones IP de
NTP.

19. Si tiene pensado utilizar la alta disponibilidad (ha) de vCenter Server, asegurese de que el acceso SSH
esté habilitado.

20. Configure el nombre de dominio, la contrasefia y el nombre del sitio de SSO. Haga clic en Siguiente.
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Il Installer

vm Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controller

mocadchen ® Create a new SSO domain
Appliance configuration Single Sign-On domain name vsphere.local

SSO configuration Single Sign-On user name administrator

Configure CEIP Single Sign-On password [r—

I Confirm password
Ready to complete

Join an existing SSO domain

CANCEL | BACK NEXT

@ Registre estos valores para su referencia, especialmente si se desvia de la
vsphere.local nombre de dominio.

21. Unase al programa de experiencia del cliente de VMware si lo desea. Haga clic en Siguiente.
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Installer

vim Install - Stage 2: Set Up vCenter Server Appliance with an Embedded Platform Services Controlier

Configure CEIP

Join the VMware Customer Experience Improveme

Introduction
Appliance configuration

SSO configuration

VMware's Customer Experience Improvement Program (“CEIP") provides
Configure CEIP VMware with information that enables VMware tc improve its products and
services, to fix problems, and to advise you on how best to deploy and use our
Ready 1o complete products. As part of the CEIP, VMware collects technical information about your
organization’s use of VMware products and services on a regular basis in
association with your organization's VMware license key(s). This information
does not personally identify any individual
Additional information regarding the data collected through CEIP and the

purposes for which it is used by VMware is set forth in the Trust & Assurance

Center at http./www.vmware.com/trustvmware/ceip.html

If you prefer not to participate in VMware's CEIP for this product, you should
uncheck the box below. You may join or leave VMware’s CEIP for this product at

any time

¥ Join the VMware's Customer Experience Improvement Program (CEIP)

22. Vea el resumen de la configuracion. Haga clic en Finalizar o utilice el boton Atras para editar la
configuracion.

23. Aparece un mensaje que indica que no podra detener o detener la instalacién una vez iniciada. Haga clic
en OK para continuar.
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e |

Installer L

Warning
You will not be able 1o pause or stop the install from

completing once its started. Click OK to continue, or Cancel 1o

stop the install

-

La configuracion del dispositivo continua. Esto tarda varios minutos.
Aparece un mensaje que indica que la configuracion se ha realizado correctamente.
24. Los enlaces que el instalador proporciona para acceder a vCenter Server pueden hacer clic.

"Siguiente: Configuracion de clustering de VMware vCenter Server 6.7U2 y vSphere."

Configuracion de clustering de VMware vCenter Server 6.7U2 y vSphere

Para configurar la agrupacion en clusteres de VMware vCenter Server 6.7 y vSphere,
complete los pasos siguientes:

1. Vaya a. https://<<FQDN or IP of vCenter>>/vsphere-client/.

2. Haga clic en Launch vSphere Client.

3. Inicie sesién con el nombre de usuario mailto:administrator@vspehre.loc/ tJAdministrator]@vsphere.local y
la contrasefia SSO que introdujo durante el proceso de configuracién de VCSA.

4. Haga clic con el botén derecho en el nombre de vCenter y seleccione New Datacenter.

5. Introduzca un nombre para el centro de datos y haga clic en Aceptar.
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Cree un cluster de vSphere

Para crear un cluster de vSphere, complete los siguientes pasos:

1. Haga clic con el boton derecho en el centro de datos recién creado y seleccione New Cluster.

2. Escriba un nombre para el cluster.

3. Active la recuperacion ante desastres y vSphere ha seleccionando las casillas de verificacion.

4. Haga clic en Aceptar.

New Cluster FlexPod-Datacenter

Name FlexPod-Cluster

Location B8 FlexPod-Datacenter

DRS ()

vSphere HA o
vSAN C’

These services will have default settings - these can be changed later in the

Cluster Quickstart workflow

Anada los hosts ESXi al cluster

Para afiadir los hosts ESXi al cluster, complete los siguientes pasos:

1. Haga clic con el boton derecho en el cluster y seleccione Add Host.
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Add hosts

Add new and existing hosts to your cluster

1 Add hosts New hosts (1)

se the same credentials for all host

VM-Host-infra-01 cie netapp com

2 HOSt summary

rReady to complete

RARSS

2. Para afiadir un host ESXi al cluster, complete los siguientes pasos:
a. Introduzca la direccién IP o el FQDN del host. Haga clic en Siguiente.
b. Introduzca el nombre de usuario raiz y la contrasefia. Haga clic en Siguiente.

¢. Haga clic en Si para reemplazar el certificado del host por un certificado firmado por el servidor de
certificados VMware.

d. Haga clic en Siguiente en la pagina Resumen de host.

e. Haga clic en el icono verde + para afadir una licencia al host de vSphere.
3. Este paso se puede completar mas adelante si se desea.

a. Haga clic en Siguiente para desactivar el modo de bloqueo.

b. Haga clic en Next en la pagina de ubicacién de la maquina virtual.

c. Revise la pagina Listo para completar. Utilice el botdn Atras para realizar cualquier cambio o
seleccione Finalizar.

4. Repita los pasos 1y 2 para el host Cisco UCS B.

@ Debe completar este proceso para los hosts adicionales que se agreguen a la configuracion
exprés de FlexPod.

Configure coredump en hosts ESXi

Para configurar coredump en hosts ESXi, complete los siguientes pasos:

1. Inicie sesion en https:// "V Center" IP:5480/, escriba root para el nombre de usuario e introduzca la
contrasefia de root.
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https://172.21.181.105:5480/ui/services

2. Haga clic en Services y seleccione VMware vSphere ESXI Dump collector.

3. Inicie el servicio de recopilador DE volcado DE ESXI de VMware vSphere.

< C A Notsecure | 172.21.181.105:5480/ui/services

vm Appliance Management Mon 10-28-2 06:51 AM UTC

Summary START
Monitor Name L
SAN health Se| e
Access
Mware vSphere Web Clier
Networking
VMware ere Update Manage
Firewall VMware vSphere Profile-Driven Storage Service

Time
VMware vSphere Client
Services
VMware vSphere Authentication Proxy
Update VMware vService Manager
; VMware vSAN Data Protection Service
Administration
VMware vCenter-Services
Syslog
VMware vCenter Server
Backup VMware vCenter High Availability
VMware Topology Service

4. Utilice SSH, conéctese al host ESXi de IP de gestion, introduzca root para el nombre de usuario e
introduzca la contrasefia raiz.

5. Ejecute los siguientes comandos:

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

6. El mensaje Verified the configured netdump server is running aparece después de
introducir el comando final.

94



@ Este proceso debe completarse para cualquier host adicional que se afiada a FlexPod
Express.

@ ip address of core dump collector En esta validacion esta la IP de vCenter.

"Siguiente: Procedimientos de puesta en marcha de Virtual Storage Console 9,6 de NetApp."

Procedimientos de puesta en marcha de Virtual Storage Console 9.6 de NetApp

En esta seccion se describen los procedimientos de puesta en marcha de Virtual Storage
Console (VSC) de NetApp.

Instalar Virtual Storage Console 9.6

Para instalar el software VSC 9.6 mediante una implementacién de formato de virtualizacién abierta (OVF),
siga estos pasos:

1. Vaya a vSphere Web Client > Host Cluster > Deploy OVF Template.

2. Desplacese hasta el archivo OVF de VSC descargado del sitio de soporte de NetApp.

Deploy OVF Template

1Select an OVF template Select an OVF template

Select an OVF templ wote URL or local file system

1+ [ Desktop +

Move
Organize v New folder Size

Local file
- . Choose Files | No file chosen
unified-virtual-appliance-for-vsc-v || @  Maximize !Q

¢ Favorites

= p-sr2-0.6-4209-20190812_0930 (2).... . ;
I Desitop OVA File x  Close A Select a tempiate o der
& Downloads 5 z
. Recent places 'J VMware-Tools-core-10.3.2-9925305

e LB WarrinreTartRard he

File name: |unified-virtusl-appliance-for-vsc- v| [AllFiles |
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3. Introduzca el nombre de la maquina virtual y seleccione el centro de datos o la carpeta en la que desea
implementar. Haga clic en Siguiente.

Deploy OVF Template

+ 1Select an OVF template Select a name and folder

¥4 2 Select a name and folder Specify a unique name and target location

+ 3 Select a compute resource

v 4 Review details Virtual machine name. FlexPod-VSC

5 License agreements

+ 6 Select storage Select a location for the virtual machine.
7 Select networks v [ warriorsvcsa.cie.netapp.com
8 Customize template > [EH FlexPod-Datacenter

4. Seleccione el cluster FlexPod-Cluster ESXi y haga clic en Next.

5. Revise los detalles y haga clic en Next.

Deploy OVF Template

+ 1Select an OVF template Review details

« 2 Select a name and foider Verify the template details

v 3 Select a compute resource

4 Review details

5 License agresments Publisher No certificate present
6 Select storage : N —— _ R
Product Virtual Appliance - NetApp VSC, VASA Provider and SRA for ONTAP
7 Select networks
8 Customize template Version See appliance for version
9 Ready to complete \iendor NetAps Inc
Description Virtual Appliance - NetApp VSC, VASA Provider, and SRA virtual

appliance for NetApp storage systems. For more information or support
please visit http://www netapp.com/

Download size 10 GB
Size on disk 2.1GB (thin provisioned)

53.0 GB (thick provisioned)

CANCEL BACK NEXT

6. Haga clic en Aceptar para aceptar la licencia y haga clic en Siguiente.

7. Seleccione el formato de disco virtual de thin provisioning y uno de los almacenes de datos NFS. Haga clic
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en Siguiente.

+ 3 Select a compute resource

+ 4 Review details |

+ 5 License agreements

Select virtual disk format
6 Select storage

Deploy OVF Template
+ 1Select an OVF template Select storage
+ 2 Select a name and folder Select the storage for the configuration and disk files

Thin Provision

8. En Seleccionar redes, elija una red de destino y haga clic en Siguiente.

BACK NEXT

7 Select networks VM Storage Policy: Datastore Default v
8 Customize template Name Capacity Provisioned Free TVE
9 Ready to complete £ Infra_datastore 75GB 360 KB 75GB NF
‘,J Infra_datastorel 475 GB 6399 GB 276.86 GB NF
3:..1 Infra_swap (1) 100 GB 498 GB 9502 GB NF
‘ »
Compatibility
+ Compatibility checks succesded
CANCEL
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Deploy OVF Template

1 Select an OVF template Select networks

2 Select a name and folder Select a destination network for each source network

< - Source Network ) Destination Network T
4 Review details

5 License agreements nat MGMT-Network : -

v
v
+ 3 Select a compute resource
v
v
v

6 Select storage

7 Select networks

8 Customize template

1items

IP Allocation Settings

9 Ready to complete

IP allocation Static - Manual

IP protocol IPva

9. En Customize Template, introduzca la contrasena del administrador de VSC, el nombre o la direccién IP
de vCenter y otros detalles de la configuracion, y haga clic en Next.
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10.

1.
12.

Deploy OVF Template

1 Select an OVF template
S i vCenter Server Address (")
+ 2 Select a name and folder
+ 3 Select a compute resource Specify the IP address/hostname of an existing vCenter to register to
+ 4 Review details 17221181105
+ 5 License agreements
v 6 Select storage Port (%)
v 7 Select networks

Specify the HTTPS port of an existing vCenter to register to
'd 8 Customize template

9 Ready to complete 443
Username (%)
Specify the username of an existing vCenter to reagister to

administrator@vsphere. lo

Password (%)

Specify the password of an existing vCenter to register to
Password seransane
Confirm Password = wssessses |
- Network Properties 8 settings
Host Name

Specify the hostname for the appliance. (Leave blank if DHCP is desired) X

CANCEL NEXT

Revise los detalles de la configuracion introducidos y haga clic en Finish para completar la puesta en
marcha de la maquina virtual de NetApp-VSC.

Encienda la maquina virtual de NetApp-VSC y abra la consola de equipos virtuales.

Durante el proceso de arranque de maquinas virtuales NetApp-VSC, vera un aviso para instalar las
herramientas de VMware. En vCenter, seleccione NetApp-VSC VM > SO invitado > instalar VMware Tools.
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Booting VUSC, UASA Provider, and SRA virtual appliance...Please wait...
UMware Tools OUF uvCenter configuration not found.

UMuware Tools OUF uvCenter configuration not found.

Ufware Tools OUF vCenter configuration not found.

UHuare Tools installation

Before you can continue the USC, UASA Prouider, and SRA virtual appliance
installation, you must install the UNware Tools:

1. Select UM > Guest 0OS » Install UMware Tools.

OR

Click on "Install UHware Tools" pop-up box on the uSphere UWeb Client.

Z. Follow the prompts provided by the UNuware Tools wizard.

Once you click on mount, the installation process will automatically continue.

13. La informacién de registro de vCenter y la configuraciéon de la red se proporcioné durante la
personalizacion de la plantilla OVF. Por lo tanto, una vez que se ejecuta la maquina virtual de NetApp-
VSC, VSC, las API de vSphere para el reconocimiento del almacenamiento (VASA) y el adaptador de
replicacion de almacenamiento (SRA) de VMware se registran en vCenter.

14. Cierre la sesion en vCenter Client y vuelva a iniciarla. En el menu Inicio, confirme que VSC de NetApp
esta instalado.
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/\\ There are expired or expirin

vmm vSphere Client

8 ¢ | T ADC | acTions

v 7 warriorsvcsa.cienetapp.cc itor Configure Permi
v [(§ Warriors-DC
- Warriors-Cluster

a

Hosts and Clusters
iosts 2
VMs and Templates

&

firtual Machines: 6

Storage trl + alt + 4  ‘lusters
Jetworks

Networking

1%

Jatastores 5

Content Libraries

L

&)

Global Inventory Lists

[® Policies and Profiles
ZA Auto Deploy
Ve
<|> Developer Center
(®) vRealize Operations

P Vvirtual Storage Console

& Administration

S Update Manager

& Tags & Custom Attributes s Compliance @ Com

Precheck Remediation State (?) Remu

Descargue e instale el complemento VAAI para NFS de NetApp

Para descargar e instalar el complemento VAAI para NFS de NetApp, complete los siguientes pasos:

1. Descargue el complemento NFS de NetApp 1.1.2 para VMware . vib Archivo desde la pagina de
descarga del complemento NFS y guardelo en el equipo local o en el host de administracion.
2. Descargue el plugin de NetApp NFS para VMware VAAI:

a. Vaya a la "pagina de descarga del software".
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

b. Desplacese hacia abajo y haga clic en NetApp NFS Plug-in for VMware VAAI.

c. En la pantalla de inicio del cliente web de vSphere, seleccione Virtual Storage Console.

d. En Virtual Storage Console > Configuracion > NFS VAAI Tools, cargue el plugin de NFS seleccionando
Select File y desplacese hasta la ubicacién donde se almacena el plugin descargado.

vm vSphere Client

Virtual Storage Conscle
8 overview
s Storage Systems
&, Storage Capability Profiles
& Storage Mapping
[ gewoss |
~ Reports
Datasiore Report
Virtual Machine Report
WVal Datastore Report

Vol Virtual Machine Report

Settings
Administrative Settings

NFS Plug-in for VMWare VAAI

Unified Appliance Settings

vCenter server w

NFS VAAI Tools

The NFS plug-in for VMware VAAI is a software library that integrates with VMware's Virtual Disk Libraries, which are installed on the ESXi ho!

execute various primitives on files stored on NetApp storage systems. You can install the plug-in on a host using VSC. You can download NFS

site.

Existing version: 1.1.2-3  CHANGE

Upload NFS plug-in for VMware VAAI

Note: Before you install NFS plug-in for V|

install on ESXi Hosts

Select the compatible hosts an which

Name

BROWSE

53 Open ||
1 | BB Desktop » v ¢ [ Search Desktap 2]
Organize v New folder =~ 0 @
~ = ~B
T Favorites =l
= OpenOffice 4.1.1 (en-US)
B Desktop ' Installation Files
18 Downloads
| Recent places NetAppNasPlugin.vib g
VIB File \-‘
P v 360K8 =

File name: |NetAppNasPlugin.ib

v| [wFie v

o

3. Haga clic en Upload para transferir el plugin a vCenter.

4. Seleccione el host y, a continuacion, seleccione NetApp VSC > Install NFS Plug-in for VMware VAAI.

102



v [ warriorsvesa.cie.netapp.com

v Warriors-DC
v Warriors-Clusi
[ 1722118110

[ 1722118119

{3 [Ometer-VN

[ [Ometer-vN

(3 [Ometer-VN

[ [Ometer-vN

{ warriorsvey

g warriorsVs

Recent Tasks Alar

El Actions - 17221181100
1 New Virtual Machine..
Y3 Deploy OVF Template...
®
BE e
Maintenance Mode
Connection
Power
Certificates
Storage
£ Add Networking...

Host Profiles

Export System Logs...

W Assign License..
Settings
Move To...
Tags & Custom Attributes
Remoyve from Inventory
Add Perrnission...
Alarms
Lipdate Manager

N Metapp VSC

Summary Monitor Configure

g Stersde g Virtual

Storage Adaplers

Storage Devices “ Standa
Host Cache Configur. g
Protocol Endpoints

/O Filters

r MNetworking

Viriual switches
Wkernel adapters
Physical adapters
TCP/IP configuration

r Airtual Machines

WM Startup/Shutdo.,
Agent VM Settings
Default VM Compati..f

Swap File Location

r System

Licensing

Host Profile

Time Configuration
Authentication Servi..|
Certificate

Power Management

Advanced Svstem S

Host Monitoring

Install NFS Plug-in for WMware WAl

Update Host and Storage Data

Set Hecommendad Values

Mount Datastores

Frovision Datastore

Use la configuracion de almacenamiento 6ptima para los hosts ESXi

VSC permite configurar de forma automatizada ajustes relacionados con el almacenamiento para todos los
hosts ESXi conectados a controladoras de almacenamiento de NetApp. Para utilizar esta configuracion, lleve

a cabo los siguientes pasos:
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1. En la pantalla Inicio, seleccione vCenter > hosts and Clusters. Para cada host ESXi, haga clic con el boton
derecho y seleccione NetApp VSC > Set Recommended Values.

vm vSphere Client

v [ warriorsvcsa cisnetapp.

v [Eg Warriors-DC

W Warriors-Cluster
[ 172.21181.100
[ 172.21.181.101
(R Iometer-vM
3 I0meter-VM-tes
(5 Iometer-VM-tes
£ [Ometer-VM-tes
£ warriorsvcsa

£ warriorsVsC

Recent Tasks Alarms

Q & 1/2.21181.100 | AcTions~
com Summary Monitor Configure Permissions
[4, Actions - 172 21181100 m
Distribbuted Switches
51 New Virtual Machine...
3 Deploy OVF Template..
. T
A MGMT-Network
Maintenance Mode >
Connection L
Power >
Certificates 3
Storagse >
£ Add Networking ..
Host Profiles >
Export System Logs..
Gls Assign License..
Settings
Maowve To.,
Tags & Custom Attributes l- Host Monitoring
Remave from Inventory Install NFS Plug-in for WMware WVAAI
Add Permission Update Host and Storage Data
Alarms 3 Set Recommendad Valles
Update Manager > Mount Datastores
M MNetapp VSO 3 Frovision Datastore

2. Compruebe la configuracion que desea aplicar a los hosts de vSphere seleccionados. Haga clic en
Aceptar para aplicar la configuracion.
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Set Recommended Values X

HBA/CNA Adapter Settings
Sets the recommended HEA timeout setiings for MetApp storage systems.
MPIO Settings

Configures preferred paths for NetApp storage systems. Determines which of the available paths are
optimized paths (as opposed to non-optimized paths that traverse the interconnect cabie), and sets the

preferred path to one of those paths.
NFS Settings

Sets the recommended NFS Heartheat settings for NetApp storage systems.

Success

The modified ESXI host settings are reflected only after the

subseguent successful storage system discovery,.

3. Reinicie el host ESXI después de aplicar esta configuracion.

Conclusion

FlexPod Express proporciona una solucion sencilla y efectiva, ya que proporciona un
disefno validado que utiliza componentes lideres del sector. Al escalar mediante la
adicion de componentes, FlexPod Express puede adaptarse a las necesidades
especificas del negocio. FlexPod Express se diseid para pequenas y medianas
empresas, oficinas remotas y otras empresas que requieren soluciones dedicadas.

Reconocimientos

Los autores quieren reconocer a John George por su apoyo y contribucién a este disefio.
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Donde encontrar informacion adicional

Para obtener mas informacion sobre la informacion descrita en este documento, consulte
los siguientes documentos y/o sitios web:

Documentacion de productos de NetApp

http://docs. "netapp".com

Guia exprés de FlexPod

Disefio de la arquitectura NVA-1139: FlexPod Express con Cisco UCS C-Series y AFF C190 Series de NetApp

"https://www.netapp.com/us/media/nva-1139-design.pdf"

Historial de versiones

Version Fecha Historial de versiones del
documento
Version 1.0 Noviembre de 2019 Version inicial.

Guia de diseino de FlexPod Express con Cisco UCS C-
Series y AFF A220 Series

Disefio NVA-1125: FlexPod Express con Cisco UCS C-Series y AFF A220 Series

:lll-lllt
CISCO

Savita Kumari, NetApp en colaboracion con:

Las tendencias en el sector sefialan una gran transformacién de los centros de datos
hacia una infraestructura compartida y cloud computing. Ademas, las organizaciones
buscan una solucion sencilla y eficaz para oficinas remotas y sucursales que aprovechen
la tecnologia con la que estan familiarizados en su centro de datos.

FlexPod Express es una arquitectura de centro de datos predisefiada con las mejores practicas que se basa
en Cisco Unified Computing System (Cisco UCS), la familia de switches Cisco Nexus y AFF de NetApp. Los
componentes de FlexPod Express se asemejan a los centros de datos FlexPod, lo que permite sinergias de
gestién en un entorno completo de infraestructura TECNOLOGICA a una escala menor. FlexPod Datacenter y
FlexPod Express son plataformas 6ptimas para virtualizaciéon y para sistemas operativos con configuracion
basica y cargas de trabajo empresariales.

"Siguiente: Resumen del programa.”

Resumen del programa
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Cartera de infraestructuras convergentes FlexPod

Las arquitecturas de referencia de FlexPod se proporcionan como disefios validados por Cisco (CVD) o como
arquitecturas verificadas de NetApp (NVA). Se permiten las desviaciones basadas en los requisitos del cliente
de un CVD o NVA determinado si las variaciones no dan como resultado la puesta en marcha de
configuraciones no compatibles.

Como se muestra en la siguiente figura, la cartera de FlexPod incluye tres soluciones: FlexPod Express,
FlexPod Datacenter y FlexPod Select:
* FlexPod Express. ofrece una solucion de gama basica que consiste en tecnologias de Cisco y NetApp.

* FlexPod Datacenter. proporciona una base multiuso éptima para diversas cargas de trabajo y
aplicaciones.

» FlexPod Select. incorpora los mejores aspectos del centro de datos FlexPod y adapta la infraestructura a
una aplicacién determinada.

Expanded portfolio of platforms

FlexPod® Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, and Target: Enterprise/service provider | Target: Specific application
departmental deployments | | deployments in the enterprise
=} o
@ G o
L1 I e
Q [ File Syster
> >
o g
= =
o o
Q Q
5 £
: g E——
Entry-level: Cisco UCS, Cisco Nexus Cisco UCS, Cisco Nexus Cisco UCS , Cisco Nexus.
FAS and AFF FAS and AFF FAS and AFF

Programa Arquitectura validada por NetApp

El programa NVA ofrece a los clientes una arquitectura verificada para las soluciones NetApp. Una
arquitectura validada de NetApp implica que la solucion de NetApp tiene las siguientes cualidades:

» Ha sido probada a conciencia

» Tiene naturaleza prescriptiva

* Minimiza los riesgos de implementacion

* Reduce el plazo de comercializacion
Esta guia detalla el disefio de FlexPod Express con VMware vSphere. Ademas, este disefio aprovecha el

nuevo sistema AFF A220, que ejecuta el software ONTAP 9.4 de NetApp, los switches Cisco Nexus 3172P y
los servidores Cisco UCS C220 M5 como nodos de hipervisor.
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Aunque este documento esta validado para AFF A220, esta solucion también admite FAS2700.

"Siguiente: Descripcion general de la solucion.”

Descripcién general de la soluciéon

FlexPod Express esta disefiado para ejecutar cargas de trabajo de virtualizacion mixtas.
Esta pensado para oficinas remotas, sucursales y para pequefas y medianas empresas.
También es perfecto para empresas grandes que deseen implementar una solucién
dedicada para un proposito. Esta nueva solucion para FlexPod Express aflade nuevas
tecnologias como ONTAP 9.4, AFF A220 de NetApp y VMware vSphere 6.7.

La siguiente figura muestra los componentes de hardware incluidos en la solucion FlexPod Express.

FlexPod Express Solution

K
&
&
I
I\

AFF A800
e e e o AFF A700s
NetApp AFF family e e AFF A700

AFF A300
AFF A200

Cisco Nexus switch Cisco Nexus 9000

family Cisco Nexus 3000
Cisco Unified
Computing system i 1 Cisco UCS C-Series C220 M5
family \ y Rack Servers

Publico objetivo

Este documento esta dirigido a los clientes que desean aprovechar una infraestructura creada para
proporcionar eficiencia TECNOLOGICA y permitir la innovacién EN TECNOLOGIA. El puablico de este
documento incluye, sin limitarse a ellos, ingenieros de ventas, consultores de campo, personal de servicios
profesionales, gestores DE TECNOLOGIA, ingenieros de partners y clientes.

Tecnologia de soluciones

Esta solucion aprovecha las ultimas tecnologias de NetApp, Cisco y VMware. Esta solucién incluye el nuevo
sistema AFF A220 de NetApp, que ejecuta el software ONTAP 9.4, switches Cisco Nexus 3172P duales y
servidores de rack Cisco UCS C220 M5 que ejecutan VMware vSphere 6.7. Esta solucién validada usa
tecnologia Ethernet de 10 GB (10GbE). En la siguiente figura se muestra una descripcion general. También se
ofrece orientacion sobre coémo escalar agregando dos nodos de hipervisor a la vez para que la arquitectura
FlexPod Express pueda adaptarse a las cambiantes necesidades empresariales de una organizacion.
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FlexPod Express

Cisco Nexus 3172 P Switches

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller Mgmt

10GbE
Data

CIMC

40GbE
Data

@ 40 GbE no esta validado, pero es una infraestructura compatible.

"Siguiente: Requisitos tecnoldgicos."

Requisitos tecnoldégicos

FlexPod Express requiere una combinacion de componentes de hardware y software que
depende de la velocidad del hipervisor y de la red seleccionados. Ademas, FlexPod
Express puede establecer los componentes de hardware necesarios para afiadir nodos
de hipervisor en unidades de dos.

Requisitos de hardware

Independientemente del hipervisor elegido, todas las configuraciones exprés de FlexPod utilizan el mismo
hardware. Por lo tanto, aunque cambien los requisitos del negocio, cualquiera de los hipervisores puede
ejecutarse en el mismo hardware de FlexPod Express.

La siguiente tabla enumera los componentes de hardware necesarios para todas las configuraciones exprés
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de FlexPod e implementar la solucion. Los componentes de hardware que se usan en cualquier
implementacion particular de la solucién pueden variar en funcion de las necesidades del cliente.

Hardware subyacente Cantidad
Cluster de dos nodos AFF A220 1
Servidor Cisco UCS C220 M5 2
Switch Cisco Nexus 3172P 2
Tarjeta de interfaz virtual (VIC) Cisco UCS 1387 para 2

el servidor en rack Cisco UCS C220 M5
Adaptador Cisco CVR-QSFP-SFP10G 4

Requisitos de software

En las siguientes tablas, se enumeran los componentes de software necesarios para implementar las
arquitecturas de la solucion FlexPod Express.

La siguiente tabla enumera los requisitos de software para la implementacion basica de FlexPod Express.

De NetApp Version Detalles

Controladora de gestién integrada  3.1.3 Para servidores en rack C220 M5
de Cisco (CIMC)

Cisco NX-OS nxo0s.7.0.3.17.5.bin Para switches Cisco Nexus 3172P
ONTAP de NetApp 94 Para controladoras AFF A220

En la siguiente tabla se muestra el software necesario para todas las implementaciones de VMware vSphere
en FlexPod Express.

De NetApp Version
Dispositivo VMware vCenter Server 6.7
VMware vSphere ESXi 6.7
Complemento VAAI de NetApp para ESXi 1.1.2

"Siguiente: Opciones de disefio."

Opciones de diseio

Se han elegido las siguientes tecnologias durante el proceso de creacién de este disefio.
Cada tecnologia cumple un propdsito especifico en la solucion de infraestructura
Express de FlexPod.

Serie AFF A220 de NetApp con ONTAP 9.4

Esta solucién aprovecha dos de los productos mas recientes de NetApp: El software AFF A220 y ONTAP 9.4
de NetApp.
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Sistema AFF A220

Si desea obtener mas informacion sobre el sistema de hardware AFF A220, consulte "Pagina de inicio De AFF
a-Series".

Software ONTAP 9.4

Los sistemas AFF A220 de NetApp utilizan el nuevo software ONTAP 9.4. ONTAP 9.4 es el software de
gestion de datos empresariales lider del sector. Combina nuevos niveles de simplicidad y flexibilidad con
potentes funcionalidades de gestion de datos, eficiencias de almacenamiento e integracion del cloud lider.

ONTAP 9.4 cuenta con varias funciones que resultan adecuadas para la solucion FlexPod Express. Lo mas
importante es el compromiso de NetApp con la eficiencia del almacenamiento, que puede ser una de las
funciones mas importantes para implementaciones pequenas. Las caracteristicas distintivas de la eficiencia
del almacenamiento de NetApp, como la deduplicacion, la compresién y el thin provisioning, estan disponibles
en ONTAP 9.4, ademas de compactacion. Como el sistema WAFL de NetApp siempre escribe bloques de 4
KB, la compactacién combina varios bloques en un bloque de 4 KB cuando los bloques no utilizan el espacio
asignado de 4 KB. La siguiente figura ilustra este proceso.

\
4KB

logical
block

Compacts multiple logical blocks into

one physical 4KB block on media - 4KB physical block

Ademas, el sistema AFF A220 puede aprovechar la particion de datos raiz. Esta particién permite dividir el
agregado raiz y dos agregados de datos en los discos del sistema. Por lo tanto, ambas controladoras en un
cluster de AFF A220 de dos nodos pueden aprovechar el rendimiento de todos los discos del agregado.
Consulte la figura siguiente.
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< Root Partition

<= Controller 1 Partition

Estas son solo algunas de sus funciones clave que complementan la solucion FlexPod Express. Para obtener
mas informacion sobre las caracteristicas y funciones adicionales de ONTAP 9.4, consulte la
"Especificaciones técnicas del software de gestion de datos ONTAP 9". Consulte también NetApp "Centro de
documentacion de ONTAP 9", que se ha actualizado para incluir ONTAP 9.4.

< Controller 2 Partition

Serie Nexus 3000 de Cisco

El Cisco Nexus 3172P es un switch solido y rentable que ofrece conmutacion de 1/10/40/100Gbps. El switch
Cisco Nexus 3172PQ, parte de la familia Unified Fabric, es un switch compacto de 1 unidad de rack (1RU)
para las puestas en marcha de centros de datos en la parte superior del rack. (Ver la figura siguiente). Ofrece
hasta setenta puertos de 1/10 GbE en 1RU o cuarenta y ocho puertos de 1/10 GbE mas seis puertos de 40
GbE en 1RU. Ademas, para obtener la maxima flexibilidad de la capa fisica, también admite 1/10/40 Gbps.

Dado que todos los distintos modelos de la serie Cisco Nexus ejecutan el mismo sistema operativo
subyacente, NX-OS, son compatibles con multiples modelos Cisco Nexus en las soluciones FlexPod Express
y FlexPod Datacenter.

Las especificaciones de rendimiento incluyen:

* Rendimiento del trafico de velocidad de linea (ambas capas 2 y 3) en todos los puertos

» Unidades de transmisién maxima configurables (MTU) de hasta 9216 bytes (tramas gigantes)
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Para obtener mas informacioén sobre los switches Cisco Nexus 3172, consulte "Hoja de datos de los
conmutadores Cisco Nexus 3172PQ, 3172TQ, 3172TQ-32T, 3172PQ-XLy 3172TQ-XL".

Cisco UCS C-Series

Se eligi6 el servidor en rack Cisco UCS C-Series para FlexPod Express porque sus humerosas opciones de
configuracion permiten adaptarse a requisitos especificos en una puesta en marcha de FlexPod Express.

Los servidores de montaje en rack Cisco UCS C-Series ofrecen informatica unificada en un factor de forma
estandar del sector para reducir el TCO y aumentar la agilidad.

Los servidores de montaje en rack Cisco UCS C-Series ofrecen las siguientes ventajas:

» Un punto de entrada independiente del factor de forma en Cisco UCS
* Puesta en marcha de aplicaciones simplificada y rapida
« Ampliacion de las innovaciones y ventajas de la informatica unificada a los servidores en rack

* Mayor eleccion para el cliente gracias a sus ventajas unicas en un paquete de rack conocido

El servidor de montaje en rack Cisco UCS C220 M5 (en la figura anterior) se encuentra entre la infraestructura
empresarial para uso general mas versatil y los servidores de aplicaciones del sector. Se trata de un servidor
en rack de dos sockets de alta densidad que ofrece un rendimiento y una eficiencia lideres en el sector para
una amplia gama de cargas de trabajo, incluidas aplicaciones de virtualizacion, colaboraciéon y con
configuracion basica. Los servidores en rack Cisco UCS serie C se pueden implementar como servidores
independientes o como parte de Cisco UCS para aprovechar las innovaciones informaticas unificadas
basadas en estandares de Cisco que ayudan a reducir el coste total de propiedad de los clientes y a aumentar
la agilidad empresarial.

Para obtener mas informacién sobre los servidores C220 M5, consulte "Hoja de datos del servidor en rack
Cisco UCS C220 M5".

Opciones de conectividad para los servidores en rack C220 M5
Las opciones de conectividad para los servidores C220 M5 rack son las siguientes:
» Cisco UCS VIC 1387

El Cisco UCS VIC 1387 (en la siguiente figura) ofrece dos puertos mejorados QSFP+ 40 GbE y FC sobre
Ethernet (FCoE) en un factor de forma modular-LAN en la placa base (mLOM). La ranura mLOM se puede
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utilizar para instalar un Cisco VIC sin consumir una ranura Peripheral Component Interconnect Express
(PCle), lo que proporciona una mayor capacidad de ampliacion de E/S.

Para obtener mas informacién acerca del adaptador Cisco UCS VIC 1387, consulte "Tarjeta de interfaz virtual
1387 de Cisco UCS" hoja de datos.

+ ADAPTADOR CVR-QSFP-SFP10G

El mdédulo QSA de Cisco convierte un puerto QSFP en un puerto SFP o SFP+. Con este adaptador, los
clientes tienen la flexibilidad de usar cualquier modulo o cable SFP+ o SFP para conectarse a un puerto
de menor velocidad en el otro extremo de la red. Esta flexibilidad permite una transicion rentable a 40 GbE
al optimizar el uso de plataformas QSFP de 40 GbE de alta densidad. Este adaptador es compatible con
todos los cables 6pticos SFP+ y con diversos médulos SFP de 1 GbE. Dado que este proyecto se ha
validado utilizando conectividad 10 GbE y puesto que VIC 1387 utilizado es 40 GbE, se utiliza para la
conversion el adaptador CVR-QSFP-SFP10G (en la siguiente figura).

VMware vSphere 6.7

VMware vSphere 6.7 es una opcion de hipervisor para utilizar con FlexPod Express. VMware vSphere permite
a las organizaciones reducir su huella de potencia y refrigeracion a la vez que confirman que la capacidad de
computacion adquirida se ha aprovechado al maximo. Ademas, VMware vSphere permite la proteccion contra
fallos de hardware (alta disponibilidad de VMware o ha de VMware) y el equilibrio de carga de recursos
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informaticos en un cluster de hosts vSphere (Distributed Resource Scheduler de VMware o DRS de VMware).

Debido a que solo reinicia el kernel, VMware vSphere 6.7 permite a los clientes “arrancar rapidamente” donde
cargan vSphere ESXi sin reiniciar el hardware. Esta funcién sélo esta disponible con plataformas y
controladores que se encuentran en la lista blanca de Quick Boot. VSphere 6.7 amplia las funcionalidades de
vSphere Client, que puede realizar aproximadamente un 90% de lo que puede hacer vSphere Web Client.

En vSphere 6.7, VMware ha ampliado esta funcionalidad para permitir a los clientes establecer Enhanced
vMotion Compatibility (EVC) por maquina virtual (VM) en lugar de hacerlo por host. En vSphere 6.7, VMware
también ha expuesto las API que pueden utilizarse para crear clones instantaneos.

A continuacion se muestran algunas de las funciones de vSphere 6.7 U1:

* VSphere Client basado en web HTML5 con todas las funciones

* VMotion para maquinas virtuales GRID vGPU de NVIDIA. Compatibilidad con Intel FPGA.

» VCenter Server reunen la herramienta para pasar de PSC externo a PCS interno.

* Mejoras para VSAN (actualizaciones de HCI).

* Biblioteca de contenido mejorada.
Para obtener mas informacion sobre vSphere 6.7 U1, consulte "Novedades de vCenter Server 6.7 Update 1".
A pesar de que esta solucion se valido con vSphere 6.7, es compatible con cualquier version de vSphere que

esté cualificada con los demas componentes de la herramienta de matriz de interoperabilidad de NetApp.
NetApp recomienda implementar vSphere 6.7U1 para sus correcciones y funciones mejoradas.

Arquitectura de arranque

A continuacioén, se muestran las opciones compatibles de la arquitectura de arranque expreés de FlexPod:

* LUN SAN iSCSI
* Tarjeta SD Cisco FlexFlash

e Disco local

Dado que FlexPod Datacenter se arranca desde LUN de iSCSI, la capacidad de gestion de la solucién se
mejora mediante el uso del arranque iSCSI para FlexPod Express.

"Siguiente: Verificacion de la solucion."

Verificacion de la solucion

Cisco y NetApp disenaron y crearon FlexPod Express para servir como una plataforma
de infraestructura de primer nivel para sus clientes. Al ser disefiado con componentes
lideres en el sector, los clientes pueden confiar en FlexPod Express como base de su
infraestructura. De acuerdo con los principios fundamentales de la cartera de FlexPod, la
arquitectura de FlexPod Express ha sido probada a conciencia por arquitectos e
ingenieros de centros de datos de Cisco y NetApp. Desde la redundancia y la
disponibilidad a cada funcionalidad individual, se valida toda la arquitectura FlexPod
Express para infundir confianza en los clientes y fomentar la confianza en el proceso de
disefio.

VMware vSphere 6.7 se verifico en los componentes de la infraestructura de FlexPod Express. Esta validacion
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incluye opciones de conectividad de enlace ascendente 10 GbE para el hipervisor.

"Siguiente: Conclusién."

Conclusion

FlexPod Express ofrece una solucion sencilla y efectiva, ya que proporciona un disefio
validado que utiliza componentes lideres en el sector. Al escalar y proporcionar opciones
para la plataforma de hipervisor, FlexPod Express se puede adaptar a las necesidades
especificas del negocio. FlexPod Express se ha disefiado teniendo en cuenta a las
pequefias y medianas empresas, las oficinas remotas y sucursales, y otras empresas
gue requieren soluciones dedicadas.

"Siguiente: Donde encontrar informacion adicional."

Donde encontrar informacion adicional

Si quiere obtener mas informacion sobre la informacion descrita en este documento,
consulte los siguientes documentos y sitios web:

* Documentacion de NetApp
"https://docs.netapp.com”
* Guia de puesta en marcha de FlexPod Express con VMware vSphere 6.7 y AFF A220 de NetApp

"https://www.netapp.com/us/media/nva-1123-deploy.pdf"

Guia de puesta en marcha de FlexPod Express con Cisco
UCS C-Series y AFF A220 Series

NVA-1123-PUESTA en MARCHA: FlexPod Express con VMware vSphere 6.7 y la
guia de puesta en marcha de AFF A220 de NetApp

Savita Kumari, NetApp

:Illnlllt
CISCO

En colaboracion con:

Las tendencias en el sector sefialan una gran transformacién de los centros de datos
hacia una infraestructura compartida y cloud computing. Ademas, las organizaciones
buscan una solucion sencilla y eficaz para oficinas remotas y sucursales que aprovechen
la tecnologia con la que ya estan familiarizados en su centro de datos.

FlexPod Express es una arquitectura de centro de datos predisefiada con las mejores practicas que se basa

en el Cisco Unified Computing System (Cisco UCS), la familia de switches Cisco Nexus y las tecnologias de
almacenamiento de NetApp. Los componentes de un sistema FlexPod Express se asemejan a los del centro
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de datos FlexPod, lo que permite sinergias de gestion en todo el entorno de infraestructura DE Tl a una escala
menor. FlexPod Datacenter y FlexPod Express son plataformas éptimas para virtualizacién y para sistemas
operativos con configuracion basica y cargas de trabajo empresariales.

El centro de datos de FlexPod y FlexPod Express proporcionan una configuracion basica y cuentan con la
flexibilidad necesaria para ajustar su tamafo y optimizarse con el objetivo de acomodar distintos casos de uso
y requisitos. Los clientes existentes de FlexPod Datacenter pueden gestionar su sistema FlexPod Express con
las herramientas a las que estan acostumbrados. Los nuevos clientes de FlexPod Express pueden adaptarse
facilmente a la gestion del centro de datos FlexPod cuando crezca su entorno.

FlexPod Express es una base de infraestructura éptima para oficinas remotas y sucursales y para pequenas y
medianas empresas. También es una solucién éptima para los clientes que desean proporcionar
infraestructura para cargas de trabajo dedicadas.

FlexPod Express proporciona una infraestructura facil de gestionar que es adecuada para casi cualquier carga
de trabajo.

Descripcion general de la solucién

Esta solucion FlexPod Express forma parte del programa de infraestructura convergente
de FlexPod.

Programa de infraestructura convergente FlexPod

Las arquitecturas de referencia FlexPod se proporcionan como disefios validados por Cisco (CVD) o como
arquitecturas verificadas por NetApp (NVA). Se permiten las desviaciones basadas en los requisitos de los
clientes de un CVD o NVA determinado si estas variaciones no crean una configuracién incompatible.

Como se muestra en la siguiente figura, el programa FlexPod incluye tres soluciones: FlexPod Express,
FlexPod Datacenter y FlexPod Select:
* FlexPod Express. ofrece a los clientes una solucion de gama basica con tecnologias de Cisco y NetApp.

* FlexPod Datacenter. proporciona una base multiuso éptima para diversas cargas de trabajo y
aplicaciones.

* FlexPod Select. incorpora los mejores aspectos del centro de datos FlexPod y adapta la infraestructura a
una aplicacién determinada.
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Programa Arquitectura validada por NetApp

El programa Arquitectura verificada de NetApp ofrece a los clientes una arquitectura verificada para
soluciones NetApp. Una arquitectura verificada de NetApp ofrece una arquitectura de solucion de NetApp con
las siguientes cualidades:

» Ha sido probada a conciencia

» Tiene naturaleza prescriptiva

* Minimiza los riesgos de implementacion

* Reduce el plazo de comercializacion
Esta guia detalla el disefio de FlexPod Express con VMware vSphere. Ademas, este disefio usa el nuevo

sistema AFF A220, que ejecuta ONTAP 9.4 de NetApp, los servidores Cisco Nexus 3172P y Cisco UCS C-
Series C220 M5 como nodos de hipervisor.

Tecnologia de soluciones

Esta solucion aprovecha las ultimas tecnologias de NetApp, Cisco y VMware. Esta solucioén incluye el nuevo
sistema AFF A220 de NetApp que ejecuta ONTAP 9.4, los conmutadores Cisco Nexus 3172P duales y los
servidores de montaje en rack Cisco UCS C220 M5 que ejecutan VMware vSphere 6.7. Esta solucion validada
usa tecnologia 10 GbE. También se ofrece orientacién sobre cémo escalar la capacidad de computacién
mediante la adicion de dos nodos de hipervisor a la vez para que la arquitectura FlexPod Express pueda
adaptarse a las cambiantes necesidades empresariales de una organizacion.

La figura siguiente muestra FlexPod Express con arquitectura 10 GbE de VMware vSphere.
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FlexPod Express

Cisco Nexus 3172 P Switches

(= T e S e e i s e i

Cisco UCS C220 M5 C-Series
(Standalone servers)
vSphere 6.7 U1

NetApp AFF A220 Storage
Controller

@ Esta validacion utiliza conectividad de 10 GbE y un Cisco UCS VIC 1387, que es 40 GbE. Para
lograr conectividad de 10 GbE, se utiliza el adaptador CVR-QSFP-SFP10G.

Resumen de casos de uso

La solucion FlexPod Express puede aplicarse a varios casos practicos, incluidos los siguientes:

» Oficinas remotas o sucursales
* Pequefas y medianas empresas

» Entornos que requieren una solucién dedicada y rentable

FlexPod Express esta indicado para cargas de trabajo virtualizadas y mixtas.

A pesar de que esta solucion se validoé con vSphere 6.7, es compatible con cualquier version de
@ vSphere que esté cualificada con los demas componentes de la herramienta de matriz de

interoperabilidad de NetApp. NetApp recomienda implementar vSphere 6.7U1 para sus
correcciones y funciones mejoradas.
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A continuacién se muestran algunas de las caracteristicas de vSphere 6.7 U1:

* Cliente vSphere basado en web HTML5 con todas las funciones

* VMotion para maquinas virtuales GRID vGPU de NVIDIA. Compatibilidad con Intel FPGA
» VCenter Server relinen la herramienta para pasar de PSC externo a PCS interno

» Mejoras para VSAN (actualizaciones de HCI)

* Biblioteca de contenido mejorada

Para obtener mas informacion sobre vSphere 6.7 U1, consulte "Novedades de vCenter Server 6.7 Update 1".

Requisitos tecnoldégicos

Un sistema FlexPod Express requiere una combinacion de componentes de hardware y
software. FlexPod Express también describe los componentes de hardware necesarios
para afnadir nodos de hipervisor al sistema en unidades de dos.

Requisitos de hardware

Independientemente del hipervisor elegido, todas las configuraciones exprés de FlexPod utilizan el mismo
hardware. Por lo tanto, aunque cambien los requisitos del negocio, cualquiera de los hipervisores puede
ejecutarse en el mismo hardware de FlexPod Express.

En la siguiente tabla se enumeran los componentes de hardware necesarios para todas las configuraciones
exprés de FlexPod.

Hardware subyacente Cantidad
Par de alta disponibilidad AFF A220 1
Servidor Cisco C220 M5 2
Switch Cisco Nexus 3172P 2

Tarjeta de interfaz virtual (VIC) Cisco UCS 1387 para 2
el servidor C220 M5

ADAPTADOR CVR-QSFP-SFP10G 4

En la siguiente tabla se enumera el hardware necesario ademas de la configuracion base para la
implementacion de 10 GbE.

Hardware subyacente Cantidad
Servidor Cisco UCS C220 M5 2
Cisco VIC 1387 2
ADAPTADOR CVR-QSFP-SFP10G 4

Requisitos de software

En la siguiente tabla se enumeran los componentes de software necesarios para implementar las
arquitecturas de las soluciones FlexPod Express.
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De NetApp Version Detalles

Controladora de gestion integrada 3.1 (3g) Para los servidores en rack Cisco

de Cisco (CIMC) UCS C220 M5

Controlador nenic de Cisco 1.0.25.0 Para tarjetas de interfaz VIC 1387
Cisco NX-OS nxos.7.0.3.17.5.bin Para switches Cisco Nexus 3172P
ONTAP de NetApp 94 Para controladoras AFF A220

En la siguiente tabla se enumera el software requerido para todas las implementaciones de VMware vSphere
en FlexPod Express.

De NetApp Version
Dispositivo VMware vCenter Server 6.7
Hipervisor ESXi de VMware vSphere 6.7
Complemento VAAI de NetApp para ESXi 1.1.2

Informacién sobre el cableado exprés de FlexPod

La siguiente figura muestra el cableado de validacion de referencia.

Cisco Nexus
3172P A

Cisco Nexus
3172PB

Cisco UC5
C220M35 A

.z,_t-‘,,w: ool e (ﬁ f
g § ) (. -, |

Cisco UCS
C220M5 B

MNetApp
AFF220 A

En la siguiente tabla se muestra informacién sobre el cableado del switch Cisco Nexus 3172P A.

121



Dispositivo local

Switch Cisco Nexus
3172P A

Puerto local

Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/25

Eth1/26

Eth1/33

Eth1/34

Dispositivo remoto

Controladora De
almacenamiento A AFF
A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

El servidor A

independiente Cisco UCS

C220 C-Series

Servidor B independiente
Cisco UCS C220 C-Series

Switch Cisco Nexus
3172P B

Switch Cisco Nexus
3172P B

Controladora De
almacenamiento A AFF
A220 de NetApp

El servidor A

independiente Cisco UCS

C220 C-Series

Puerto remoto

elc

elc

MLOM?1 con adaptador
CVR-QSFP-SFP10G

MLOM?1 con adaptador
CVR-QSFP-SFP10G
Eth1/25

Eth1/26

EOM

CIMC

En la siguiente tabla se muestra informacion sobre el cableado del switch Cisco Nexus 3172P B.

Dispositivo local

Switch Cisco Nexus
3172P B
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Puerto local

Eth1/1

Eth1/2

Eth1/3

Eth1/4

Eth1/25

Eth1/26

Eth1/33

Dispositivo remoto

Controladora De
almacenamiento A AFF
A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

El servidor A

independiente Cisco UCS

C220 C-Series

Servidor B independiente
Cisco UCS C220 C-Series

Switch Cisco Nexus
3172P A

Switch Cisco Nexus
3172P A

Controladora de
almacenamiento B de
AFF A220 de NetApp

Puerto remoto

eOd

eOd

MLOM2 con adaptador
CVR-QSFP-SFP10G

MLOM2 con adaptador
CVR-QSFP-SFP10G
Eth1/25

Eth1/26

EOM



Dispositivo local

Puerto local

Eth1/34

Dispositivo remoto

Puerto remoto

Servidor B independiente CIMC

Cisco UCS C220 C-Series

La siguiente tabla muestra la informacién de cableado de la controladora de almacenamiento AFF A220 A. de

NetApp

Dispositivo local

Controladora De
almacenamiento A AFF
A220 de NetApp

Puerto local

ela

eOb

elc

eOd

EOM

Dispositivo remoto

Controladora de
almacenamiento B de
AFF A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

Switch Cisco Nexus
3172P A

Switch Cisco Nexus
3172P B

Switch Cisco Nexus
3172P A

Puerto remoto

ela

eOb

Eth1/1

Eth1/1

Eth1/33

La siguiente tabla muestra informacion de cableado para la controladora de almacenamiento B de AFF A220

de NetApp

Dispositivo local

Controladora de
almacenamiento B de
AFF A220 de NetApp

Procedimientos de implantacion

Puerto local

ela

elb

elc

eOd

EOM

Dispositivo remoto

Controladora De
almacenamiento A AFF
A220 de NetApp

Controladora De
almacenamiento A AFF
A220 de NetApp

Switch Cisco Nexus
3172P A

Switch Cisco Nexus
3172P B

Switch Cisco Nexus
3172P B

Puerto remoto

ela

elb

Eth1/2

Eth1/2

Eth1/33

Este documento proporciona detalles para configurar un sistema FlexPod Express
completamente redundante y de alta disponibilidad. Para reflejar esta redundancia, los
componentes que se configuran en cada paso se denominan componente A o
componente B. Por ejemplo, la controladora Ay la controladora B identifican las dos
controladoras de almacenamiento de NetApp que se aprovisionan en este documento. El
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switch Ay el switch B identifican un par de switches Cisco Nexus.

Ademas, en este documento se describen los pasos para aprovisionar varios hosts de Cisco UCS, que se
identifican secuencialmente como servidor A, servidor B, etc.

Para indicar que debe incluir la informacién pertinente a su entorno en un paso, <<text>> aparece como
parte de la estructura de comandos. Consulte el siguiente ejemplo de vlan create comando:

Controller(Ol>vlan create vif(O <<mgmt vlan id>>

Este documento permite configurar completamente el entorno de FlexPod Express. En este proceso, varios
pasos requieren que inserte convenciones de nomenclatura especificas del cliente, direcciones IP y esquemas
de red de area local virtual (VLAN). En la siguiente tabla se describen las VLAN necesarias para la
implementacion, tal y como se explica en esta guia. Esta tabla se puede completar en funcién de las variables
especificas del sitio y se puede utilizar para implementar los pasos de configuracion del documento.

@ Si se utilizan VLAN de gestion fuera de banda y en banda independientes, debe crear una ruta
de capa- 3 entre ellas. Para esta validacion, se utilizé una VLAN de gestién comun.

Un nombre Propésito de VLAN ID utilizado en la validaciéon de
este documento
VLAN de gestion VLAN para interfaces de gestion 3437
VLAN nativa VLAN a la que se asignan tramas 2
no etiquetadas
VLAN NFS VLAN para trafico NFS 3438
VLAN de VMware vMotion VLAN designada para mover 3441
magquinas virtuales de un host fisico
a otro
VLAN de trafico de equipos VLAN para trafico de aplicaciones 3442
virtuales de equipos virtuales
ISCSI-A-VLAN VLAN para trafico iSCSl en la 3439
estructura A
ISCSI-B-VLAN VLAN para trafico iSCSl en la 3440

estructura B

Los numeros VLAN son necesarios en toda la configuracion de FlexPod Express. Las VLAN se denominan
<<var_ xxxx_ vlan>>, donde xxxx Es la finalidad de la VLAN (como iSCSI-A).

La siguiente tabla enumera las maquinas virtuales de VMware creadas.

Descripcion de la maquina virtual Nombre de host

Servidor VMware vCenter

Procedimiento de puesta en marcha de Cisco Nexus 3172P

En la siguiente seccion se detalla la configuracidon del switch Cisco Nexus 3172P
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utilizada en un entorno de FlexPod Express.

Configuracion inicial del switch Cisco Nexus 3172P

Los siguientes procedimientos describen como configurar los switches Cisco Nexus para su uso en un entorno
FlexPod Express basico.

@ Este procedimiento supone que esta utilizando un Cisco Nexus 3172P con la versién 7.0(3)I7(5)
del software NX-OS.

1. Tras el arranque y la conexion iniciales al puerto de la consola del switch, se inicia automaticamente la
configuracion de Cisco NX-OS. Esta configuracion inicial trata los valores basicos, como el nombre del
switch, la configuracion de la interfaz mgmtO y la configuracién de Secure Shell (SSH).

2. Lared de gestion del sistema FlexPod Express se puede configurar de varias maneras. Las interfaces
mgmt0 de los conmutadores 3172P se pueden conectar a una red de gestion existente, o las interfaces
mgmt0 de los conmutadores 3172P se pueden conectar en una configuracion posterior. Sin embargo, este
enlace no se puede utilizar para el acceso de gestion externo, como trafico SSH.

En esta guia de implementacion, los switches FlexPod Express Cisco Nexus 3172P estan conectados a
una red de gestion existente.

3. Para configurar los switches Cisco Nexus 3172P, encienda el switch y siga las instrucciones en pantalla,

como se muestra aqui para la configuracion inicial de ambos conmutadores, sustituyendo los valores
adecuados para la informacion especifica del conmutador.
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This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. A continuacion, vera un resumen de la configuracion y se le preguntara si desea editarla. Si la
configuracion es correcta, introduzca n.

Would you like to edit the configuration? (yes/no) [n]: n

5. A continuacion, se le preguntara si desea utilizar esta configuracién y guardarla. Si es asi, introduzca vy.

Use this configuration and save it? (yes/no) [y]: Enter

6. Repita este procedimiento para el switch Cisco Nexus B.
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Habilite funciones avanzadas

Determinadas caracteristicas avanzadas deben estar habilitadas en Cisco NX-OS para proporcionar opciones
de configuracion adicionales.

La interface-vlan la funcién soélo es obligatoria si se utiliza el back-to-back mgmt 0 opcién

@ descrita en este documento. Esta funcion permite asignar una direccion IP a la interfaz VLAN
(interfaz virtual de switch), que habilita la comunicacion de gestion en banda al switch (como a
través de SSH).

1. Para habilitar las funciones adecuadas en los switches a y B de Cisco Nexus, escriba el modo de
configuracion mediante el comando (config t) y ejecute los siguientes comandos:

feature interface-vlan
feature lacp
feature vpc

El hash de equilibrio de carga del canal de puerto predeterminado utiliza las direcciones IP de origen y
destino para determinar el algoritmo de equilibrio de carga en las interfaces del canal de puerto. Puede
lograr una mejor distribucion entre los miembros del canal de puerto proporcionando mas entradas al
algoritmo hash mas alla de las direcciones IP de origen y destino. Por el mismo motivo, NetApp
recomienda encarecidamente anadir los puertos TCP de origen y destino al algoritmo hash.

2. Desde el modo de configuracion (config t), introduzca los siguientes comandos para establecer la
configuracion de equilibrio de carga del canal de puerto global en los conmutadores Ay B de Cisco Nexus:

port-channel load-balance src-dst ip-l4port

Realizar la configuracion de arbol de expansién global

La plataforma Cisco Nexus utiliza una nueva funcion de proteccién llamada garantia de puente. La garantia de
puente ayuda a proteger contra un enlace unidireccional u otro error de software con un dispositivo que
continua redirectando el trafico de datos cuando ya no ejecuta el algoritmo de arbol expansivo. Los puertos se
pueden colocar en uno de varios estados, incluyendo la red o el borde, dependiendo de la plataforma.

NetApp recomienda establecer la garantia de puente para que todos los puertos se consideren puertos de red
de forma predeterminada. Este ajuste obliga al administrador de red a revisar la configuracién de cada puerto.
También revela los errores de configuracion mas comunes, como puertos de borde no identificados o un
vecino que no tiene activada la funcion de garantia de puente. Ademas, es mas seguro tener el bloque de
arbol expansivo muchos puertos en lugar de muy pocos, lo que permite que el estado de puerto
predeterminado mejore la estabilidad general de la red.

Preste especial atencion al estado de arbol de expansion al agregar servidores, almacenamiento y switches
ascendentes, especialmente si no admiten la garantia de puente. En estos casos, es posible que deba
cambiar el tipo de puerto para que los puertos estén activos.

El protector de unidad de datos de protocolo puente (BPDU) esta habilitado de forma predeterminada en

puertos periféricos como otra capa de proteccion. Para evitar bucles en la red, esta caracteristica cierra el
puerto si se ven BPDU de otro switch en esta interfaz.
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Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar las opciones
de arbol de expansion predeterminadas, incluidos el tipo de puerto predeterminado y el protector BPDU, en el
conmutador A de Cisco Nexus y el conmutador B:

spanning-tree port type network default
spanning-tree port type edge bpduguard default

Defina las VLAN

Antes de configurar puertos individuales con VLAN diferentes, se deben definir las VLAN de capa 2 en el
switch. También se recomienda nombrar las VLAN para que la solucion de problemas sea sencilla en el futuro.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para definir y describir las
VLAN de capa 2 en el switch Ay el switch B de Cisco Nexus:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1iSCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan_ id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurar el acceso y las descripciones de los puertos de gestion

Al igual que en la asignacion de nombres a las VLAN de capa 2, las descripciones de configuracion de todas
las interfaces pueden ayudar tanto al aprovisionamiento como a la solucion de problemas.

Desde el modo de configuracion (config t) En cada uno de los conmutadores, introduzca las siguientes
descripciones de puerto para la configuracion grande de FlexPod Express:

Switch Cisco Nexus a
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int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

Switch Cisco Nexus

int ethl/1
description
int ethl/2
description
int ethl/3
description
int ethl/4
description
int ethl/25
description
int ethl/26
description
int ethl/33
description
int ethl/34
description

AFF A220-A eOc

AFF A220-B eOc

UCS-Server-A: MLOM port 0

UCS-Server-B: MLOM port 0

vPC peer-link 3172P-B 1/25

vPC peer-link 3172P-B 1/26

AFF A220-A e(OM

UCS Server A: CIMC

B

AFF A220-A e0d

AFF A220-B e0d

UCS-Server-A: MLOM port 1

UCS-Server-B: MLOM port 1

vPC peer-link 3172P-A 1/25

vPC peer-link 3172P-A 1/26

AFF A220-B e(OM

UCS Server B: CIMC

Configurar las interfaces de gestion de almacenamiento y servidores

Las interfaces de gestion para el servidor y el almacenamiento suelen utilizar una sola VLAN. Por lo tanto,
configure los puertos de la interfaz de gestion como puertos de acceso. Defina la VLAN de administracion
para cada switch y cambie el tipo de puerto de arbol expansivo a EDGE.

Desde el modo de configuraciéon (config t), introduzca los siguientes comandos para configurar los ajustes
del puerto para las interfaces de gestion tanto de los servidores como del almacenamiento:
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Switch Cisco Nexus a

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Switch Cisco Nexus B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Llevar a cabo la configuracion global del canal de puertos virtuales

Un canal de puerto virtual (VPC) permite que los enlaces que estan conectados fisicamente a dos switches de
Cisco Nexus diferentes aparezcan como un unico canal de puerto a un tercer dispositivo. El tercer dispositivo
puede ser un conmutador, un servidor o cualquier otro dispositivo de red. Un VPC puede proporcionar una
multivia de nivel 2, que le permite crear redundancia aumentando el ancho de banda, permitiendo multiples
rutas paralelas entre los nodos y trafico de equilibrio de carga donde haya rutas alternativas.

Un VPC proporciona las siguientes ventajas:

» Permitir que un unico dispositivo utilice un canal de puerto a través de dos dispositivos de subida

* Eliminar puertos bloqueados del protocolo de arbol expansivo

* Proporciona una topologia sin bucles

« Utilizando todo el ancho de banda disponible de enlace ascendente

* Proporcionar convergencia rapida si el enlace o un dispositivo falla

* Resiliencia a nivel de enlace

 Contribuir a proporcionar una alta disponibilidad
La funcién VPC requiere alguna configuracion inicial entre los dos switches de Cisco Nexus para que
funcionen correctamente. Si utiliza la configuracién de mgmt0 de fondo, utilice las direcciones definidas en las

interfaces y compruebe que se pueden comunicar mediante ping [switch A/B mgmtO ip addr]vrf
comando de gestién.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar la
configuracion global de VPC para ambos switches:
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Switch Cisco Nexus a

vpc domain 1

role priority 10

peer-keepalive destination <<switch B mgmt0 ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int Pol0

description vPC peer-link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Switch Cisco Nexus B
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vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Configure los canales del puerto de almacenamiento

Las controladoras de almacenamiento de NetApp permiten una conexién activa-activa a la red mediante el
protocolo de control de agregacion de enlaces (LACP). El uso de LACP es preferido porque afade
negociacion y registro entre los switches. Debido a que la red esta configurada para VPC, este enfoque
permite disponer de conexiones activo-activo del almacenamiento para separar los switches fisicos. Cada
controladora tiene dos enlaces a cada uno de los switches. Sin embargo, los cuatro vinculos forman parte del
mismo VPC y grupo de interfaces (IFGRP).

Desde el modo de configuraciéon (config t), ejecute los siguientes comandos en cada uno de los switches
para configurar las interfaces individuales y la configuracién resultante del canal de puerto para los puertos
conectados a la controladora AFF de NetApp.

1. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
de la controladora De almacenamiento A:

132



int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
para la controladora de almacenamiento B.

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

En esta validacion de soluciones se utilizé6 una MTU de 9000. Sin embargo, en funcién de
(D los requisitos de la aplicacion, puede configurar un valor de MTU adecuado. Es importante

establecer el mismo valor de MTU en la solucion de FlexPod. Las configuraciones de MTU

incorrectas entre componentes provocan la caida de paquetes y de estos paquetes.

Configurar las conexiones del servidor

Los servidores Cisco UCS tienen una tarjeta de interfaz virtual de dos puertos VIC1387, que se utiliza para el
trafico de datos y el arranque del sistema operativo ESXi mediante iSCSI. Estas interfaces se configuran para
que se conmutan al nodo de respaldo entre si, lo que proporciona redundancia adicional mas alla de un solo
enlace. Al distribuir estos enlaces a través de varios switches, el servidor puede sobrevivir incluso a un fallo
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completo del switch.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar los valores de
puerto para las interfaces conectadas a cada servidor.

Switch Cisco Nexus A: Configuracion de Cisco UCS Server-Ay Cisco UCS Server-B.

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus Switch B: Configuraciéon de Cisco UCS Server-A 'y Cisco UCS Server-B.

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

En esta validacién de soluciones se utilizé una MTU de 9000. Sin embargo, en funcién de los requisitos de la
aplicacion, puede configurar un valor de MTU adecuado. Es importante establecer el mismo valor de MTU en
la solucion de FlexPod. Las configuraciones de MTU incorrectas entre componentes dejaran de tener
paquetes y estos paquetes deberan transmitirse de nuevo. Esto afectara al rendimiento general de la solucion.

Para escalar la solucion afiadiendo servidores Cisco UCS adicionales, ejecute los comandos anteriores con
los puertos del switch a los que se han conectado los servidores recién afiadidos en los switches Ay B.

Enlace ascendente a la infraestructura de red existente

En funcién de la infraestructura de red disponible, se pueden utilizar varios métodos y funciones para elevar el
entorno FlexPod. Si hay un entorno Cisco Nexus existente presente, NetApp recomienda el uso de VPC para
elevar los switches Cisco Nexus 3172P incluidos en el entorno FlexPod a la infraestructura. Los enlaces
ascendentes pueden ser enlaces de subida de 10 GbE para una solucion de infraestructura de 10 GbE o 1
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GbE para una solucion de infraestructura de 1 GbE si fuera necesario. Los procedimientos descritos
anteriormente se pueden utilizar para crear un VPC de enlace ascendente al entorno existente. Asegurese de
ejecutar Copy RUN START para guardar la configuracién en cada switch una vez completada la configuracion.

"Siguiente: Procedimiento de instalacién de almacenamiento de NetApp (parte 1)"

Procedimiento de instalacion de almacenamiento NetApp (parte 1)

En esta seccidn se describe el procedimiento de implementacion del almacenamiento
AFF de NetApp.

Instalacion de la controladora de almacenamiento de NetApp serie AFF2xx

Hardware Universe de NetApp

La aplicacion NetApp Hardware Universe (HWU) proporciona componentes de hardware y software
compatibles con cualquier version especifica de ONTAP. Proporciona informacion de configuracion para todos
los dispositivos de almacenamiento de NetApp compatibles actualmente con el software ONTAP. También se
proporciona una tabla de compatibilidades de componentes.

Confirme que los componentes de hardware y software que desea utilizar son compatibles con la version de
ONTAP que tiene previsto instalar:

1. Acceda a "HWU" aplicacion para ver las guias de configuracion del sistema. Haga clic en la pestana
controladoras para ver la compatibilidad entre distintas versiones del software ONTAP y los dispositivos de
almacenamiento de NetApp con las especificaciones que desea.

2. Como alternativa, para comparar componentes por dispositivo de almacenamiento, haga clic en Comparar
sistemas de almacenamiento.

Requisitos previos de la controladora de la serie AFF2XX

Para planificar la ubicacion fisica de los sistemas de almacenamiento, consulte Hardware Universe de
NetApp. Consulte las siguientes secciones: Requisitos eléctricos, cables de alimentacion admitidos y puertos
y cables integrados.

Controladoras de almacenamiento
Siga los procedimientos de instalacion fisica de los controladores de la "Documentacion de AFF A220".

ONTAP 9.4 de NetApp

Hoja de datos de configuracion

Antes de ejecutar la secuencia de comandos de instalacion, rellene la hoja de datos de configuracion del
manual del producto. La hoja de datos de configuracion esta disponible en la "Guia de configuracion de
software de ONTAP 9.4".

@ Este sistema se establece en una configuracion de cluster de dos nodos sin switch.

La siguiente tabla muestra informacion sobre la instalacion y la configuracion de ONTAP 9.4.
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https://docs.netapp.com/es-es/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

Detalles del cluster

Nodo del cluster: Direccion IP

Mascara de red Del nodo a del cluster

Nodo del cluster: Puerta de enlace

Nombre del nodo a del cluster

Direccion IP del nodo B del cluster

Mascara de red del nodo B del cluster

Puerta de enlace del nodo B del cluster

Nombre del nodo B del cluster

Direccion URL de ONTAP 9.4

El nombre del cluster

Direccion IP de gestion del cluster

Puerta de enlace del cluster B.

Mascara de red del cluster B.

Nombre de dominio

IP del servidor DNS (puede introducir mas de uno)

La IP del servidor NTP (es posible introducir mas de

uno)

Configure el nodo a

Valor de detalles de cluster
<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>
<<var_dns_server_ip>>

<<var_ntp_server_ip>>

Para configurar el nodo A, complete los siguientes pasos:

1. Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse

Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort..

Permita que el sistema arranque.

autoboot

Pulse Citrl-C para acceder al menu Inicio.

Si ONTAP 9.4 no es la versioén del software que se esta arrancando, continle con los pasos siguientes
para instalar el software nuevo. Si ONTAP 9.4 es la version que se va a arrancar, seleccione la opcion 8 e
y para reiniciar el nodo. A continuacion, continte con el paso 14.

4. Para instalar software nuevo, seleccione opcion 7.
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10.
1.

12.

13.
14.

15.

16.

17.

Introduzca y para realizar una actualizacion.
Seleccione e0M para el puerto de red que desea usar para la descarga.

Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Especifique la direccion URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

<<var_ url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los
siguientes reinicios.

Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las
tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.

Pulse Citrl-C para acceder al menu Inicio.
Seleccione opcién 4 Para una configuracion limpia y inicializar todos los discos.

Introduzca y para poner a cero discos, restablezca la configuracién e instale un nuevo sistema de
archivos.

Introduzca y para borrar todos los datos de los discos.
La inicializacién y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento

se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse. Puede continuar
con la configuraciéon del nodo B mientras los discos del nodo A se estan poniendo a cero.

Mientras el nodo A se esta inicializando, empiece a configurar el nodo B.

Configure el nodo B

Para configurar el nodo B, complete los siguientes pasos:

1.

Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse
Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:
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Starting AUTOBOOT press Ctrl-C to abort..

2. Pulse Citrl-C para acceder al menu Inicio.

autoboot

3. Pulse Ctrl-C cuando se le solicite.

Si ONTAP 9.4 no es la versioén del software que se esta arrancando, continle con los pasos siguientes
para instalar el software nuevo. Si ONTAP 9.4 es la version que se va a arrancar, seleccione la opcién 8 e
y para reiniciar el nodo. A continuacion, continte con el paso 14.

Para instalar software nuevo, seleccione la opcion 7.
Introduzca y para realizar una actualizacion.
Seleccione e0M para el puerto de red que desea usar para la descarga.

Introduzca y para reiniciar ahora.

© N o o &

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

9. Especifique la direccion URL donde se puede encontrar el software.

(D Este servidor web debe ser pingable.

<<var_ url boot software>>

10. Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

11. Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los
siguientes reinicios.

12. Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las
tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.

13. Pulse Ctrl-C para acceder al menu Inicio.
14. Seleccione la opcién 4 para Configuracion limpia y inicializar todos los discos.

15. Introduzca y para poner a cero discos, restablezca la configuracién e instale un nuevo sistema de
archivos.

16. Introduzca y para borrar todos los datos de los discos.
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La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento
se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse.

Continuacién de la configuraciéon del nodo Ay de la configuracion del clister

Desde un programa de puertos de consola conectado al puerto de la consola De la controladora De
almacenamiento A (nodo A), ejecute el script de configuracion del nodo. Este script se muestra cuando
ONTAP 9.4 arranca en el nodo por primera vez.

El procedimiento de configuracion del nodo y de los clusteres ha cambiado ligeramente en
ONTAP 9.4, El asistente de configuracion de cluster ahora se utiliza para configurar el primer
nodo de un cluster, y System Manager se utiliza para configurar el cluster.

1. Siga las instrucciones para configurar el nodo A.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to gquit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. Vaya a la direccion IP de la interfaz de gestion del nodo.
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La configuracion del cluster también se puede realizar mediante la CLI. Este documento describe la
configuracion del cluster mediante la configuracion guiada de System Manager de NetApp.
3. Haga clic en Guided Setup para configurar el cluster.

4. Introduzca <<var clustername>> del nombre del clistery. <<var nodeA>>Yy.. <<var nodeB>> para
cada uno de los nodos que va a configurar. Introduzca la contrasefa que desea usar para el sistema de
almacenamiento. Seleccione Switchless Cluster para el tipo de cluster. Introduzca la licencia base del
cluster.

NetApp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlad rmeation requa ed befow Lo canfiger & your (st
Cluster Meiwrk Sapport SUEIITIrY
Cluster Name |
Modes

ﬂ Mot sure all nodes have been discovered? Refrash

FAIZEED PRS00 FRIZE5D I PRS00
P
Cluster Configuration: Switched Cluster Switchless Cluster

ﬂ Usemame admin

Pazsword | |

Canfirm Pazsword | |

Cluster Base License [Opgional) | |

0 Far any gueries related to licEnses, Contact mysupport.netapp. com

Feature Licenzes [((pronal)

ﬂ Chuster Base License s mandatory to add Feature Licenses

5. También es posible introducir licencias de funciones para Cluster, NFS e iSCSI.

6. Ve un mensaje de estado que indica que el cluster se esta creando. Este mensaje de estado cambia por
varios Estados. Este proceso tarda varios minutos.
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7. Configure la red.

a.
b.

Anule la seleccién de la opcidn intervalo de direcciones IP.

Introduzca <<var clustermgmt ip>> En el campo Cluster Management IP Address,
<<var clustermgmt mask>> En el campo mascara de red, y. <<var clustermgmt gateway>>
En el campo Puerta de enlace. Utilice el... Selector en el campo Port para seleccionar eOM del nodo A.

La IP de gestion de nodos para el nodo A ya se ha rellenado. Introduzca <<var nodeA mgmt ip>>
Para el nodo B.

Introduzca <<var domain name>> En el campo DNS Domain Name. Introduzca
<<var dns_server ip>> En el campo DNS Server |IP Address.

Puede introducir varias direcciones IP del servidor DNS.
Introduzca <<var ntp server ip>> En el campo servidor NTP primario.

También puede introducir un servidor NTP alternativo.

8. Configure la informacion de soporte.

a.
b.

Si el entorno requiere un proxy para acceder a AutoSupport, introduzca la URL en Proxy URL.

Introduzca el host de correo SMTP y la direccién de correo electronico para las notificaciones de
eventos.

Debe, como minimo, configurar el método de notificacién de eventos antes de continuar. Puede
seleccionar cualquiera de los métodos.
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NetApp OnCommand System Manager

‘ =% Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

0 Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. Cuando indique que ha finalizado la configuracion del cluster, haga clic en Manage your Cluster para
configurar el almacenamiento.
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Continuacién de la configuraciéon del cluster de almacenamiento

Después de configurar los nodos de almacenamiento y el clister base, puede continuar con la configuracion

del cluster de almacenamiento.

Ponga a cero todos los discos de repuesto

Para poner a cero todos los discos de repuesto del cluster, ejecute el siguiente comando:

disk zerospares

Configure la personalidad de los puertos UTA2 integrados

1. Verifique el modo actual y el tipo actual de puertos ejecutando el ucadmin show comando.

AFF A220::> ucadmin show
Current
Mode

AFF

Adapter

A220 A Oc
A220 A 0d
A220 A Oe
A220 A 0f
A220 B Oc
A220 B 0d
A220 B Oe
A220 B 0f

fc
fc
fc
fc
fc
fc
fc
fc

8 entries were displayed.

2. Compruebe que el modo actual de los puertos que se estan utilizando es cna y que el tipo actual esta

Current

Type

target
target
target
target
target
target
target
target

Pending Pending Admin
Mode Type Status

= = online
= = online
= = online
= = online
= = online
= = online
= = online

= = online

establecido en target. De lo contrario, cambie la personalidad de puerto mediante el siguiente comando:

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna

Los puertos deben estar desconectados para que se ejecute el comando anterior. Para desconectar un

-type target

puerto, ejecute el siguiente comando:

‘network fcp adapter modify -node <home node of the port> -adapter <port

name> -state down’

®

Si ha cambiado la personalidad del puerto, debe reiniciar cada nodo para que el cambio se

aplique.
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Cambiar el nombre de las interfaces légicas de gestion (LIF)

Para cambiar el nombre de las LIF de administracion, realice los pasos siguientes:

1. Muestra los nombres de las LIF de gestion actuales.
network interface show -vserver <<clustername>>

2. Cambie el nombre de la LIF de gestion del cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Cambie el nombre del LIF de gestion del nodo B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

Configure la reversion automatica en la gestion del cluster

Ajuste la auto-revert parametro en la interfaz de gestion del cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Configure la interfaz de red del procesador de servicio

Para asignar una direccion |IPv4 estatica al procesador de servicios en cada nodo, ejecute los siguientes
comandos:

system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify -node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Las direcciones IP de Service Processor deben estar en la misma subred que las direcciones IP
de gestion de nodos.

Activar la recuperacion tras fallos de almacenamiento en ONTAP

Para confirmar que la conmutacion por error del almacenamiento esta habilitada, ejecute los siguientes
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comandos de una pareja de conmutacion por error:

1. Comprobar el estado de recuperacion tras fallos del almacenamiento.

storage failover show

Ambas <<var nodeA>>Yy.. <<var nodeB>> debe poder realizar una toma de control. Vaya al paso 3 si
los nodos pueden realizar una toma de control.
2. Habilite la conmutacion al nodo de respaldo en uno de los dos nodos.

storage failover modify -node <<var nodeA>> -enabled true

Habilitar la conmutacién al nodo de respaldo en un solo nodo permite que se produzca en ambos nodos.
3. Compruebe el estado de alta disponibilidad del cluster de dos nodos.

Este paso no es aplicable para clusteres con mas de dos nodos.

cluster ha show

4. Vaya al paso 6 si esta configurada la alta disponibilidad. Si se ha configurado la alta disponibilidad, vera el
siguiente mensaje al emitir el comando:

High Availability Configured: true

5. Habilite el modo de alta disponibilidad solo para el cluster de dos nodos.

@ No ejecute este comando para clusteres con mas de dos nodos debido a que provoca
problemas con la conmutacién al nodo de respaldo.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Compruebe que la asistencia de hardware esta correctamente configurada y, si es necesario, modifique la
direccion IP del partner.

storage failover hwassist show

El mensaje Keep Alive Status : Error: did not receive hwassist keep alive alerts
from partner indica que la asistencia de hardware no esta configurada. Ejecute los siguientes
comandos para configurar hardware Assist.
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storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

Cree un dominio de retransmision MTU para tramas gigantes en ONTAP

Para crear un dominio de retransmisién de datos con un valor MTU de 9000, ejecute los siguientes comandos:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Quite los puertos de datos del dominio de retransmision predeterminado

Los puertos de datos de 10 GbE se utilizan para el trafico iSCSI/NFS y estos puertos deben eliminarse del
dominio predeterminado. Los puertos eOe y e0f no se utilizan y deben eliminarse del dominio predeterminado.

Para quitar puertos del dominio de retransmision, ejecute el siguiente comando:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var_ nodeA>>:ele, <<var nodeA>>:e0f

Deshabilite el control de flujo en los puertos UTA2

Se recomienda utilizar las mejores practicas de NetApp para deshabilitar el control de flujo en todos los
puertos UTA2 conectados a dispositivos externos. Para desactivar el control de flujo, ejecute el siguiente
comando:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Configure LACP con IFGRP en ONTAP

Este tipo de grupo de interfaces requiere dos o mas interfaces Ethernet y un switch compatible con LACP.
Asegurese de que el interruptor esta configurado correctamente.

Desde el simbolo del sistema del cluster, complete los siguientes pasos.
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ifgrp create -node <<var nodeA>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port elc
network port ifgrp add-port -node <<var nodeA>> -ifgrp ala -port e0d
ifgrp create -node << var nodeB>> -ifgrp ala -distr-func port -mode
multimode lacp

network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port eOlc
network port ifgrp add-port -node <<var nodeB>> -ifgrp ala -port e0d

Configurar tramas gigantes en ONTAP de NetApp

Para configurar un puerto de red ONTAP para que utilice tramas gigantes (que normalmente tienen una MTU
de 9,000 bytes), ejecute los siguientes comandos desde el shell del cluster:

AFF A220::> network port modify -node node A -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.
Do you want to continue? {yln}: vy
AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service
on
this network port.

Do you want to continue? {y|n}: vy

Crear VLAN en ONTAP

Para crear VLAN en ONTAP, complete los siguientes pasos:

1. Cree puertos VLAN NFS y afiadalos al dominio de retransmision de datos.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports
<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-
<<var nfs vlan id>>

2. Cree puertos VLAN iSCSI y anadalos al dominio de retransmision de datos.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. Cree puertos MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Crear agregados en ONTAP

Durante el proceso de configuracién de ONTAP, se crea un agregado que contiene el volumen raiz. Para crear
agregados adicionales, determine el nombre del agregado, el nodo en el que se creara y el numero de discos
que contiene.

Para crear agregados, ejecute los siguientes comandos:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Conserve al menos un disco (seleccione el disco mas grande) en la configuracidon como un repuesto. Una
practica recomendada es tener al menos un repuesto para cada tipo y tamafo de disco.

Empiece con cinco discos; puede afiadir discos a un agregado cuando necesite almacenamiento adicional.
No se puede crear el agregado hasta que se complete el establecimiento en cero del disco. Ejecute el aggr

show comando para mostrar el estado de creacion del agregado. No continte hasta aggrl®™ “nodeA esta en
linea.
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Configurar la zona horaria en ONTAP

Para configurar la sincronizacién horaria y establecer la zona horaria en el cluster, ejecute el siguiente
comando:

timezone <<var timezone>>

Por ejemplo, en el este de los Estados Unidos, la zona horaria es 2merica/New York.
Cuando haya comenzado a escribir el nombre de la zona horaria, pulse la tecla TAB para ver
las opciones disponibles.

Configurar SNMP en ONTAP

Para configurar SNMP, realice los siguientes pasos:
1. Configure la informacion basica de SNMP, como la ubicacion y el contacto. Cuando se sondean, esta

informacion es visible como sysLocationy.. sysContact Variables en SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. Configure las capturas SNMP para que se envien a hosts remotos.

snmp traphost add <<var snmp server fgdn>>

Configure SNMPv1 en ONTAP

Para configurar SNMPv1, establezca la contrasefa de texto sin formato secreta compartida denominada
comunidad.

snmp community add ro <<var snmp community>>

@ Utilice la snmp community delete all comando con precaucion. Sise utilizan cadenas de
comunidad para otros productos de supervisidn, este comando las quita.

Configure SNMPv3 en ONTAP

SNMPv3 requiere que defina y configure un usuario para la autenticacion. Para configurar SNMPv3, lleve a
cabo los siguientes pasos:

1. Ejecute el security snmpusers Comando para ver el ID del motor.

2. Cree un usuario llamado snmpv3user.
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security login create -username snmpv3user -authmethod usm -application
snmp

3. Introduzca el ID del motor de la entidad autoritativa y seleccione md5 como protocolo de autenticacion.

4. Escriba una contrasefna de longitud minima de ocho caracteres para el protocolo de autenticacién cuando
se le solicite.

5. Seleccione des como protocolo de privacidad.

6. Escriba una contrasefia de longitud minima de ocho caracteres para el protocolo de privacidad cuando se
le solicite.

Configure HTTPS de AutoSupport en ONTAP
La herramienta AutoSupport de NetApp envia informacion de resumen de soporte a NetApp mediante HTTPS.

Para configurar AutoSupport, ejecute el siguiente comando:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Cree una maquina virtual de almacenamiento

Para crear una maquina virtual de almacenamiento (SVM) de infraestructura, complete los siguientes pasos:

1. Ejecute el vserver create comando.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

2. Ahada el agregado de datos a la lista de agregados de infra-SVM para VSC de NetApp.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Elimine los protocolos de almacenamiento que no se utilicen de la SVM, con lo que dejara NFS e iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Habilite y ejecute el protocolo NFS en la SVM de infra-SVM.

‘nfs create -vserver Infra-SVM -udp disabled®

5. Encienda la SVM vstorage Parametro para el plugin VAAI para NFS de NetApp. A continuacion,
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compruebe que NFS se ha configurado.

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled’
"vserver nfs show

(D Los comandos estan precedidos por vserver en la linea de comandos porque las
maquinas virtuales de almacenamiento se denominaban servidores anteriormente.

Configure NFSv3 en ONTAP

En la siguiente tabla, se enumera la informacion necesaria para completar esta configuracion.

Detalles Valor de detalle
Host ESXi direccion IP de NFS <<var_esxi_hostA_nfs_ip>>
Direccion IP de NFS del host ESXi B <<var_esxi_hostB_nfs_ip>>

Para configurar NFS en la SVM, ejecute los siguientes comandos:

1. Cree una regla para cada host ESXi en la politica de exportaciéon predeterminada.

2. Asigne una regla para cada host ESXi que se cree. Cada host tiene su propio indice de reglas. El primer
host ESXi tiene el indice de regla 1, el segundo host ESXi tiene el indice de regla 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. Asigne la politica de exportacion al volumen raiz de la SVM de infraestructura.

volume modify -vserver Infra-SVM -volume rootvol -policy default

VSC de NetApp gestiona automaticamente las politicas de exportacion si decide instalarlas
@ después de configurar vSphere. Si no lo instala, debe crear reglas de politicas de
exportacion cuando se afiadan servidores C-Series de Cisco UCS adicionales.

Cree el servicio iSCSI en ONTAP

Para crear el servicio iSCSI, complete el paso siguiente:

1. Cree el servicio iSCSI en la SVM. Este comando también inicia el servicio iISCSI y establece el IQN de
iISCSI para la SVM. Comprobar que iSCSI se ha configurado.

152



iscsi create -vserver Infra-SVM

iscsi show

Crear reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP

1. Cree un volumen para que sea el reflejo de carga compartida del volumen raiz de la SVM de
infraestructura en cada nodo.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —volume rootvol m02 —aggregate

aggrl nodeB -size 1GB -type DP

2. Crear una programacion de tareas para actualizar las relaciones de mirroring del volumen raiz cada 15
minutos.

job schedule interval create -name 15min -minutes 15

3. Cree las relaciones de mirroring.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Inicialice la relacion de mirroring y compruebe que se haya creado.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

Configure el acceso HTTPS en ONTAP

Para configurar el acceso seguro a la controladora de almacenamiento, lleve a cabo los siguientes pasos:

1. Aumente el nivel de privilegio para acceder a los comandos de certificado.

set -privilege diag
Do you want to continue? {yln}: vy

2. En general, ya se encuentra en funcionamiento un certificado autofirmado. Verifique el certificado
ejecutando el siguiente comando:
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3.

7.
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security certificate show

Para cada SVM que se muestra, el nombre comun de certificado debe coincidir con el FQDN de DNS de la
SVM. Los cuatro certificados predeterminados deben eliminarse y sustituirse por certificados autofirmados
o certificados de una entidad de certificacion.

La practica recomendada es eliminar certificados caducados antes de crear certificados. Ejecute el
security certificate delete comando para eliminar certificados caducados. En el siguiente
comando, use LA TABULACION automatica para seleccionar y eliminar cada certificado predeterminado.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

. Para generar e instalar certificados autofirmados, ejecute los siguientes comandos como comandos de

una sola vez. Generar un certificado de servidor para la SVM de infraestructura y la SVM de cluster. De
nuevo, utilice LA TABULACION automética como ayuda para completar estos comandos.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abc@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

. Para obtener los valores de los parametros necesarios en el paso siguiente, ejecute el security

certificate show comando.

Habilite cada certificado que se acaba de crear mediante el —server-enabled truey..—client-
enabled false parametros. De nuevo, utilice LA TABULACION automatica.

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

Configure y habilite el acceso SSL y HTTPS y deshabilite el acceso HTTP.



system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y
system services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>

@ Es normal que algunos de estos comandos devuelvan un mensaje de error indicando que la
entrada no existe.

8. Vuelva al nivel de privilegio de administrador y cree la configuracion para permitir que la SVM esté
disponible en la web.

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -—-enabled
true

Cree un volumen de FlexVol de NetApp en ONTAP

Para crear un volumen de FlexVol de NetApp, introduzca el nombre, el tamafio y el agregado del volumen en
el que existe. Crear dos volumenes de almacenes de datos de VMware y un volumen de arranque del
servidor.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Habilite la deduplicacion en ONTAP

Para activar la deduplicacion en volumenes adecuados, ejecute los siguientes comandos:

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot

155



Crear LUN en ONTAP

Para crear dos LUN de arranque, ejecute los siguientes comandos:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size
15GB -ostype vmware -space-reserve disabled
lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B -size
15GB -ostype vmware -space-reserve disabled

(D Cuando se afiade un servidor Cisco UCS C-Series adicional, se debe crear un LUN de
arranque adicional.

Creacion de LIF iSCSI en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle
Nodo de almacenamiento a iSCSI LIFO1A <<var_nodeA iscsi_lif01a_ip>>
Nodo de almacenamiento: Una mascara de red <<var_nodeA _iscsi_lif01a_mask>>

LIFO1A de iSCSI
Nodo de almacenamiento a iSCSI LIFO1B <<var_nodeA iscsi_lif01b_ip>>

Nodo de almacenamiento a mascara de red LIFO1B  <<var_nodeA iscsi_lif01b_mask>>
de iSCSI

Nodo de almacenamiento B iSCSI LIFO1A <<var_nodeB_.iscsi_lif01a_ip>>

Mascara de red del nodo de almacenamiento B iSCSI <<var_nodeB_iscsi_lif01a_mask>>
LIFO1A

ISCSI LIFO1B del nodo de almacenamiento <<var_nodeB_iscsi_lif01b_ip>>

Mascara de red LIFO1B de nodo de almacenamiento <<var_nodeB iscsi_lif01b_mask>>
B.

1. Creacioén de cuatro LIF iSCSI, dos en cada nodo.
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Creacion de LIF NFS en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle
Nodo de almacenamiento: LIF NFS 01 IP <<var_nodeA nfs_lif 01_ip>>

Nodo de almacenamiento mascara de red a LIF 01 de <<var_nodeA nfs_lif 01 _mask>>
NFS

Nodo de almacenamiento B LIF NFS 02 IP <<var_nodeB_nfs_lif 02 ip>>

Mascara de red del nodo de almacenamiento B LIF <<var_nodeB_nfs_lif 02_mask>>
NFS 02

1. Cree una LIF NFS.
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network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Anada el administrador de SVM de infraestructura

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle

IP de Vsmgmt <<var_svm_mgmt_ip>>
Mascara de red Vsmgmt <<var_svm_mgmt_mask>>
Puerta de enlace predeterminada de Vsmgmt <<var_svm_mgmt_gateway>>

Para afadir la interfaz l6gica de administracion de SVM y el administrador de SVM de la infraestructura a la
red de gestion, realice los siguientes pasos:

1. Ejecute el siguiente comando:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ La IP de administracién de SVM aqui debe estar en la misma subred que la IP de
administracion del cluster de almacenamiento.

2. Cree una ruta predeterminada para permitir que la interfaz de gestion de SVM llegue al mundo exterior.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>>

network route show

3. Establezca una contrasefa para el usuario de SVM vsadmin y desbloquee el usuario.
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Siguiente: Procedimiento de puesta en marcha de servidores en rack Cisco UCS C-Series"

Procedimiento para la puesta en marcha de servidores en rack Cisco UCS C-Series

En la siguiente seccion, se proporciona un procedimiento detallado para configurar un
servidor de montaje en rack independiente Cisco UCS C-Series para su uso en la
configuracion de FlexPod Express.

Realice la configuracion inicial del servidor independiente Cisco UCS C-Series para Cisco Integrated Management
Server

Complete estos pasos para la configuracion inicial de la interfaz de CIMC para servidores independientes
Cisco UCS C-Series.

En la siguiente tabla se enumera la informacién necesaria para configurar CIMC para cada servidor
independiente Cisco UCS C-Series.

Detalles Valor de detalle
Direccién IP de CIMC <<cimc_ip>>
Mascara de subred CIMC <<cimc_netmask>>
Puerta de enlace predeterminada CIMC <<cimc_gateway>>

@ La version de CIMC utilizada en esta validacion es CIMC 3.1.3(g).

Todos los servidores

1. Conecte la mochila del teclado, video y ratén (KVM) de Cisco (suministrada con el servidor) al puerto KVM
de la parte frontal del servidor. Conecte un monitor VGA 'y un teclado USB a los puertos de mochila KVM
adecuados.

2. Encienda el servidor y pulse F8 cuando se le solicite que introduzca la configuracion de CIMC.
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

to AHCT mode.

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. En la utilidad de configuraciéon de CIMC, defina las siguientes opciones:
o Modo de tarjeta de interfaz de red (NIC):
= Dedicado [X]
o IP (basico):
= IPV4: [X]
= DHCP habilitado: [ ]
= I[P de CIMC: <<cimc_ip>>
= Prefijo/subred: <<cimc_netmask>>
= Puerta de enlace: <<cimc_gateway>>
o VLAN (Advanced): Deje borrado para deshabilitar el etiquetado VLAN.
= Redundancia NIC
= Ninguna: [X]
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Smart Ac

4. Pulse F1 para ver los ajustes adicionales.

o Propiedades comunes:
= Nombre del host: <<esxi_host_name>>
= DNS dinamico: []
= Valores predeterminados de fabrica: Dejar borrado.

o Usuario predeterminado (basico):
= Contrasefa predeterminada: <<admin_password>>
= Vuelva a introducir la contrasefia: <<admin_password>>
= Propiedades del puerto: Utilice los valores predeterminados.

= Perfiles de puerto: Dejar borrado.
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FactorybDefaults

Detault UseriBa

Fori Properties
Admin Mode Operation Mode
AUTE K]
111 .
[1]

Dl T D 0 o P o e o o e e oo Do e i o o o o e D P o oo b e e o
erEnablesDisable {F5»Retresh ESCHE

5. Pulse F10 para guardar la configuracion de la interfaz CIMC.

6. Una vez guardada la configuracion, pulse Esc para salir.

Configurar arranque iSCSI de los servidores Cisco UCS C-Series

En esta configuracion de FlexPod Express, la VIC1387 se utiliza para el arranque iSCSI.

La tabla siguiente enumera la informacién necesaria para configurar el arranque iSCSI.

@ La fuente en cursiva indica las variables que son unicas de cada host ESXi.
Detalles Valor de detalle
Nombre Del iniciador del host ESXi <<var_ucs_initiator_name_A>>
Host ESXi iSCSI-A IP <<var_esxi_host_iscsiA_ip>>
Mascara de red iSCSI-A del host ESXi <<var_esxi_host_iscsiA_mask>>
ISCSI del host ESXi: Puerta de enlace <<var_esxi_host_iscsiA_gateway>>

predeterminada

Nombre B del iniciador del host ESXi <<var_ucs_initiator_name_B>>
Host ESXi iSCSI-B IP <<var_esxi_host_iscsiB_ip>>
Mascara de red iSCSI-B del host ESXi <<var_esxi_host_iscsiB_mask>>
Puerta de enlace iSCSI-B del host ESXi <<var_esxi_host_iscsiB_gateway>>
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Detalles Valor de detalle
Direccion IP iscsi_lif01a
Direccion IP iscsi_lif02a
Direccion IP iscsi_lif01b
Direccion IP iscsi_lif02b

IQN de infr_SVM

Configuracion del orden de arranque

Para establecer la configuracion del orden de arranque, lleve a cabo los siguientes pasos:

1. En la ventana del explorador de la interfaz CIMC, haga clic en la ficha servidor y seleccione BIOS.

2. Haga clic en Configurar orden de arranque y, a continuacion, en Aceptar.

B= ~

i / Compute / BIOS

Chassis = BICS Remote Management Troubleshoating Power Policies PID Catalog
Summary - . .
Erter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults
Inventory .
Configure BIOS Configure Boot Crder Configure BICS Profile
Sensors

BIOS Properties
Power Management
Running Version  C22015.3.1.3d.0.0613181103
Faults and Logs R
UEFI Secure Boot |_|

Actual Boot Mode  LUefi

Compute
Configured Boot Mode v
NEI\NOFKWQ > Last Configured Boot Order Source  BIOS
Configured One time boot device L4
Storage > -
Save Changes
Admin »
¥ Configured Boot Devices Actual Boot Devices
Basic LEFI; Built-in EFI Shell (NonPolicyTarget)
Advanced

UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)
UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)

LIEFI: Cizco vEMM-Mapped vDWD .24 iNonPolicyTarget)

3. Para configurar los siguientes dispositivos, haga clic en el dispositivo en Agregar dispositivo de arranque y
vaya a la ficha Opciones avanzadas.

o Agregar medios virtuales
= NOMBRE: KVM-CD-DVD
= SUBTIPO: DVD KVM ASIGNADO
= Estado: Habilitado
= Orden: 1
o Agregar arranque iSCSI.
= Nombre: ISCSI-a
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= Estado: Habilitado
= Orden: 2
Ranura: MLOM
= Puerto: 0
> Haga clic en Add iSCSI Boot.
= Nombre: ISCSI-B
= Estado: Habilitado
= Pedido: 3
= Ranura: MLOM
= Puerto: 1

4. Haga clic en Agregar dispositivo.

5. Haga clic en Save Changes y, a continuacion, en Close.

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot

Add SAM Boaot Name Type Order State

K'h-MAPPED-DWD WIEDIA 1 Enabled

<]

Add USE
Add Virtual Media
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

ISCSEA ISCSI 2 Enabled

ISCS-B ISCSI 3 Enabled

Reset Values Close

6. Reinicie el servidor para arrancar con el nuevo orden de inicio.

Desactivar la controladora RAID (si existe)

Siga estos pasos si el servidor C-Series contiene una controladora RAID. No se necesita una controladora
RAID en el arranque desde la configuracion SAN. De manera opcional, también puede quitar fisicamente la
controladora RAID del servidor.

1. Haga clic en BIOS en el panel de navegacion izquierdo de CIMC.

2. Seleccione Configurar BIOS.

3. Desplacese hacia abajo hasta la ranura PCle:ROM de opcién HBA.

4. Si el valor no esta desactivado, configurelo en Desactivado.
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BIOS Remote Management

[lie} Server Management Security

Troubleshooting

Power Policies PID Catalog

Hote: Defaultvalues are shown in hald

Rehoot Host Immediately:

Intel VT for directed 10:
Intel WTD ATS support:
LOM Port 1 OptionRom:
Pcie Slot 1 OptionRom:
MLOM OptionRom:

Front NVME 1 OptionBom:
MRAID Link Speed:

PCle Slot 1 Link Speed:
Front NVME 1 Link Speed:
VGA Priority:

P-SATA OptionROM:

USB Port Rear:

USB Port Internal:

IPV6 PXE Support:

Processor Memory PoweriPerformance
Enabled L
Enabled L
Enabled r
Disabled r
Enabled L
Enabled L
Auto r
Auto -
Auto L
Onboard r
LSI 5 RAID r
Enabled L
Enabled L
Disabled r

Configure Cisco VIC1387 para el arranque iSCSI

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

Los pasos de configuracion siguientes son para el VIC 1387 de Cisco para arranque iSCSI.

Cree NIC iSCSI

1. Haga clic en Agregar para crear un VNIC.

2. En la seccion Agregar VNIC, introduzca los siguientes ajustes:

o Nombre: ISCSI-VNIC-A
o MTU: 9000

° VLAN predeterminada: <<var iscsi vlan_a>>

> Modo VLAN: TRONCO

o Activar inicio PXE: Comprobacion

¥ vNIC Properties

v General

Name:

CDN: | WIC-MLOM-ISCSlwMIC-A

MTU: | 9000 {1500 - 5000)
Uplink Port: | O v
MAC Address: (O Auto
® | 0BG 54 O 95 ED
Class of Service: O (0-B)
Trust Host CoS:
PCl Order: | 4 0-5
Default VLAN: O Mone
@ | 3439 (7]

VLAN Mode: | Trunk

Rate Limit:

Channel Number:

PCI Link:

L)L) e

Enable NVGRE:
Enable YXLAN:
Advanced Filter:

Port Profile:

<

Enable PXE Boot:
Enable VhQ:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout:

OFF

2]
(1- 1000
o-1

(0 - 600)
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3. Haga clic en Agregar VNIC vy, a continuacion, en Aceptar.

4. Repita el proceso para agregar un segundo VNIC.

a. Nombre el VNIC 1SCSI-vNIC-B.

b. Introduzca <<var iscsi vlan_ b>>Como VLAN.

C. Establezca el puerto de enlace ascendente en 1.

5. Seleccione el VNIC 1SCSI-vNIC-A a la izquierda.

|l'| { [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces YT S vHEAS
¥ vMICs * vNIC Properties
ethi
Eth ] * iSCSIBootProperties
ST MIC-A
> General
iISCS-YMIC-B
* Initiator

* Primary Target

+ Secondary Target

F usnNIC

6. En Propiedades de arranque iSCSI, introduzca los detalles del iniciador:

o Nombre: <<var_ucsa_initiator name_a>>

o Direccidn IP: <<var_esxi_hostA iscsiA _ip>>

o Mascara de subred: <<var_esxi_hostA _iscsiA_mask>>

o Puerta de enlace: <<var_esxi_hostA_iscsiA_gateway>>
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Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. Introduzca los detalles del destino principal.
> Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 1if01la
o LUN de arranque: 0

8. Introduzca los detalles del destino secundario.

o Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 1if02a

o LUN de arranque: 0

Puede obtener el numero IQN de almacenamiento ejecutando el vserver iscsi show comando.

@ Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante.
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ﬁ ."r fAdapter Card Refresh | Host Power | Launch kMW | Fing | CIMC Reboot | Locator LED | 9
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
ethd i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars Boot LUN: | O
iSCSky IP Address: | 172.21.246.16 CHAP Name:
TCP Port 320 CHAP Secret:

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars Boot LUN: | O
IP Address: | 172.21.246.18 CHAP Name:
TCP Port 3260 CHAP Secret:

Unconfigure iSCSI Boot

9. Haga clic en Configurar iSCSI.

10. Seleccione el VNIC isCSI-vNIC- B Y haga clic en el boton de arranque iSCSI que se encuentra en la
parte superior de la seccion interfaces de Ethernet del host.

11. Repita el proceso para configurar i SCSI-vNIC-B.
12. Introduzca los detalles del iniciador.

° Nombre: <<var ucsa initiator name b>>

° Direccion IP: <<var esxi hostb iscsib ip>>

° Mascara de subred: <<var esxi hostb iscsib mask>>

° Puerta de enlace: <<var esxi hostb iscsib gateway>>
13. Introduzca los detalles del destino principal.

> Nombre: Numero IQN de infra-SVM

° Direccion IP: Direccion IP de iscsi 11£f01b

o LUN de arranque: 0

14. Introduzca los detalles del destino secundario.

> Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 11£02b

o LUN de arranque: 0

Puede obtener el nimero de IQN de almacenamiento mediante el vserver iscsi show comando.

@ Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante.

15. Haga clic en Configurar ISCSI.

168



16. Repita este proceso para configurar el arranque iSCSI para el servidor Cisco UCS B.

Configure las NIC virtuales para ESXi

1. En la ventana del navegador de la interfaz CIMC, haga clic en Inventario y, a continuacion, en
Adaptadores Cisco VIC en el panel derecho.

2. En Tarjetas de adaptador, seleccione Cisco UCS VIC 1387 y, a continuacion, seleccione las NIC de abajo.

M/ .../ Adapter Card

MLOM [ vNICs
General External Ethernet Interfaces wMNICS wHBAS
¥ VNICS Host Ethernet Interfaces
Ethi Add wNIC
eth1
iSCSLy Name CDH MAC Address
(SO []  ethd WIC-MLOL 0BS54 CO:95:45
I:I eth1l WIC-WLO . 70:69:54:CO:95:4A
[ iSCSkv..  WIC-MLO.. 0BS54, CO:95:4D
I:I ISCShkv...  WIC-MLO... 70:69:54:C0:95.4E

3. Seleccione eth0 y haga clic en Propiedades.

4. Establezca la MTU en 9000. Haga clic en Save Changes.

Refresh | Host Pawer | Launch KM | Fing | CIMC Rehoat | Locat

MTU
1500
1500
2000
2000

usNIC
]
]

0

Uplink Port
]
1
0

CoS

VLAN
MOME
MNOME
3439
3440

Selected O,

VLAN Mode
TRUNK
TRUNK
TRUNK
TRUNK
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Y/ [ Adapter Card
MLOM [ vNICs

General External Ethernet Interfaces

¥ wMNICS
ethd
eth1
ISCEly
IS5y

Refresh

Host Power | Launch Ky

wMNICs vHEAS
Name:
CDH: | WIC-MLOM-ethD
MTU: | 9000
Uplink Port: | D

MAC Address: () Auto

(@) | F0:E2:5A:C0:958:49

Class of Service: | 0

Trust Host CoS: ||

PCl Order: | O

Default VLAN: ® Nane

@)

| {1500 - 9000

2]

5. Repita los pasos 3 y 4 en eth1, comprobando que el puerto de enlace ascendente esta configurado en 1
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en eth1.

Il'l [ | Adapter Card MLOM [ vNICs

General External Ethernet Interfaces wiICs vHEAS
¥ VNICs Host Ethernet Interfaces

Bthd Add vNIC

ethi

SO S ICA Name CDH MAC Address MTU usNIC  Uplink Port

ISCSYMIC-B [ ] ethO WC-MLOD, FOES:5A C0:95:49 9000 a 0
I:I eth WIC-MLO A0ESEA CO95: 44 9000 0 1
I:I ISCSly WIC-MLO J0ES:5A COY95:40 9000 0 0
I:I ISCEly.. WIC-WLOD. . FOBSEA COSE4E S000 a 1

@ Este procedimiento se debe repetir para cada nodo inicial de Cisco UCS Server y cada
nodo adicional de Cisco UCS Server que se agregue al entorno.



"Siguiente: Procedimiento de implementacion de almacenamiento AFF de NetApp (parte 2)"

Procedimiento de instalacion de almacenamiento AFF de NetApp (parte 2)

Configuraciéon del almacenamiento DE arranque SAN de ONTAP

Cree iGroups iSCSI

Para crear iGroups, complete el paso siguiente:
Para este paso, se necesitan los IQN de iniciadores iSCSI desde la configuracion del servidor.

1. Desde la conexion SSH del nodo de gestion del cluster, ejecute los siguientes comandos. Para ver los tres
iGroups creados en este paso, ejecute el comando igroup show.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
—ostype vmware -—-initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
—ostype vmware —initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

@ Este paso se debe completar cuando se afiaden servidores Cisco UCS C- Series
adicionales.

Asigne LUN de arranque a iGroups

Para asignar LUN de arranque a iGroups, ejecute los siguientes comandos desde la conexién SSH de
administracion del cluster:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A —-lun-id O
lun map -vserver Infra-SVM -volume esxi boot —-lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

@ Este paso se debe completar cuando se afiaden servidores Cisco UCS C-Series adicionales.
"Siguiente: Procedimiento de puesta en marcha de VMware vSphere 6.7."

Procedimiento de puesta en marcha de VMware vSphere 6.7

En esta seccion, se proporcionan los procedimientos detallados para la instalacion de
VMware ESXi 6.7 en una configuracién exprés de FlexPod. Los procedimientos de
implementacidn siguientes se personalizan para incluir las variables de entorno descritas
en secciones anteriores.

Existen varios métodos para instalar VMware ESXi en dicho entorno. Este procedimiento utiliza la consola
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KVM virtual y las funciones de medios virtuales de la interfaz CIMC para servidores Cisco UCS C-Series para
asignar medios de instalacion remotos a cada servidor individual.

@ Este procedimiento se debe completar para el servidor Cisco UCS Ay el servidor Cisco UCS B.
Este procedimiento debe completarse para los nodos adicionales que se anadan al cluster.

Inicie sesién en la interfaz de CIMC para servidores independientes de Cisco UCS C-Series

Los siguientes pasos detallan el método para iniciar sesion en la interfaz de CIMC para servidores
independientes Cisco UCS C-Series. Debe iniciar sesion en la interfaz de CIMC para ejecutar el KVM virtual,
que permite al administrador iniciar la instalacion del sistema operativo a través de medios remotos.

Todos los hosts

1. Desplacese hasta un explorador web e introduzca la direccién IP para la interfaz de CIMC para Cisco UCS
C-Series. Este paso inicia la aplicacion GUI de CIMC.

2. Inicie sesion en la interfaz de usuario de CIMC con el nombre de usuario y las credenciales de
administrador.

3. En el menu principal, seleccione la ficha servidor.

4. Haga clic en Iniciar la consola KVM.

h ."r COmpUte ."r BIOS Refresh | Host Power | Launch KM | Ping | CIMC Reboot | Locator LED | 9 ﬂ

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. En la consola KVM virtual, seleccione la ficha Medios virtuales.
6. Selecciona Mapa CD/DVD.

@ Es posible que primero tenga que hacer clic en Activar dispositivos virtuales. Seleccione
Aceptar esta sesion si se le solicita.

7. Desplacese hasta el archivo de imagen I1SO del instalador VMware ESXi 6.7 y haga clic en Open. Haga
clic en asignar dispositivo.

8. Seleccione el menu de encendido y elija sistema de ciclo de encendido (arranque en frio). Haga clic en
Yes.

Instale VMware ESXi

Los siguientes pasos describen como instalar VMware ESXi en cada host.

Descargue LA imagen personalizada de ESXI 6.7 Cisco

1. Desplacese hasta la "Pagina de descarga de VMware vSphere" Para ISO personalizados.

2. Haga clic en Ir a Descargas junto al CD de instalacién de la imagen personalizada de Cisco para ESXi 6.7
GA.

3. Descargue la imagen personalizada de Cisco para el CD de instalacion de ESXi 6.7 GA (ISO).
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Todos los hosts

1. Cuando el sistema arranca, la maquina detecta la presencia del medio de instalacion de VMware ESXi.

2. Seleccione el instalador de VMware ESXi en el menu que aparece.
El instalador se carga. Esto tarda varios minutos.

3. Cuando el instalador haya terminado de cargarse, pulse Intro para continuar con la instalacion.
4. Después de leer el contrato de licencia del usuario final, acepte y continte con la instalacién pulsando F11.

5. Seleccione el LUN de NetApp que se configuré anteriormente como disco de instalacion para ESXi y pulse
Intro para continuar con la instalacion.

. HETAFE  LUN C-PFode {nan  GHHAIESEHIEINAGGSGET0Y ., o) 15 00 GiH

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cont fmme

6. Seleccione la distribucion de teclado adecuada y pulse Intro.

7. Introduzca y confirme la contrasefa de root y pulse Intro.

8. El instalador le advierte que las particiones existentes se han eliminado en el volumen. Continte con la
instalacion pulsando F11. El servidor se reinicia después de la instalacion de ESXi.

Configure la red de gestion del host VMware ESXi

Los siguientes pasos describen como afiadir la red de gestién de cada host VMware ESXi.

Todos los hosts

1. Una vez que el servidor haya terminado de reiniciarse, introduzca la opcion de personalizar el sistema
pulsando F2.

2. Inicie sesion con root como nombre de inicio de sesion y la contrasefa raiz que se introdujo anteriormente
durante el proceso de instalacion.

3. Seleccione la opcién Configure Management Network.
4. Seleccione Adaptadores de red y pulse Intro.

5. Seleccione los puertos deseados para vSwitchQ. Pulse Intro.

@ Seleccione los puertos que corresponden a ethO y eth1 en CIMC.
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Network Adopters

Device Mame Harduare Label (MAC Address) Status
nnich Slot ID:HLOA. .,
vinicl SlotID:HLON. ..

3 :da:30)

‘SlotID:MLON. .. (...dB:da:
[ ) wnic3 SlotID:MLON, ., €, .d8:da:31) Connected
D> View Detalls <Space> Toggle Selected sEnter? Ok <Esc» Cancel

6. Seleccione VLAN (opcional) y presione Enter.
7. Introduzca el identificador de VLAN <<mgmt_vlan_id>>. Pulse Intro.

8. En el menu Configurar red de gestion, seleccione Configuracion de IPv4 para configurar la direccién IP de
la interfaz de gestion. Pulse Intro.

9. Utilice las teclas de flecha para resaltar establecer direccion IPv4 estatica y utilice la barra espaciadora
para seleccionar esta opcion.

10. Introduzca la direccion IP para gestionar el host VMware ESXi <<esxi host mgmt ip>>.
11. Introduzca la mascara de subred para el host VMware ESXi <<esxi host mgmt netmask>>.

12. Introduzca la puerta de enlace predeterminada para el host VMware ESXi
<<esxi host mgmt gateway>>.

13. Pulse Intro para aceptar los cambios en la configuracion de IP.
14. Acceda al menu de configuracion de IPv6.

15. Utilice la barra de espacio para desactivar IPv6 deseleccionando la opcion Habilitar IPv6 (reiniciar
requerido). Pulse Intro.

16. Abra el menu para configurar los ajustes de DNS.

17. Dado que la direccion IP se asigna manualmente, la informacion DNS también debe introducirse
manualmente.

18. Introduzca la direccion IP del servidor DNS primario[nameserver _ip].

19. (Opcional) Introduzca la direccion IP del servidor DNS secundario.

20. Introduzca el FQDN para el nombre de host VMware ESXi:[esxi_host_fqdn].
21. Pulse Intro para aceptar los cambios en la configuracion de DNS.

22. Salga del submenu Configurar red de administracion pulsando Esc.

23. Pulse y para confirmar los cambios y reiniciar el servidor.

24. Cierre la sesion de la consola de VMware pulsando Esc.

Configure el host ESXi

Necesita la informacion de la siguiente tabla para configurar cada host ESXi.
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Detalles

Nombre de host ESXi

La IP de gestion del host ESXi

Mascara de gestion de host ESXi
Pasarela de gestion de host ESXi

IP NFS del host ESXi

Mascara de NFS del host ESXi

Puerta de enlace NFS del host ESXi
Host ESXi IP de vMotion

Mascara de vMotion del host ESXi
Puerta de enlace vMotion del host ESXi
Host ESXi iSCSI-A IP

Mascara iSCSI-A del host ESXi

Puerta de enlace iSCSI-A del host ESXi
Host ESXi iSCSI-B IP

Mascara iSCSI-B del host ESXi

Puerta de enlace iSCSI-B del host ESXi

Inicie sesion en el host ESXi

1. Abra la direccion IP de administracion del host en un explorador Web.

2. Inicie sesioén en el host ESXi con la cuenta raiz y la contrasefa que especificd durante el proceso de

instalacion.

3. Lea la declaracién sobre el Programa de mejora de la experiencia del cliente de VMware. Después de

Valor

seleccionar la respuesta correcta, haga clic en Aceptar.

Configurar el arranque iSCSI

1. Seleccione Networking a la izquierda.

2. Ala derecha, seleccione la ficha Switches virtuales.
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0o N o o b~ W

‘I Navigator

€3 icesesbcnetanncom - Networking

Enra nodarmrk o

i Q Host FPart groups | Virtual switches f
Manage
MomiET B= Add standard virtual switch
=1 irtual Machines | 0 Name
EH storage LE == vSwitchl
e neworng (108 | [ES—
- = vSwitch0
& iScsiBooty Switch

. Haga clic en iScsiBootvSwitch.

. Seleccione Editar configuracion.

. Cambie la MTU a 9000 y haga clic en Save.

. Haga clic en redes en el panel de navegacion de la izquierda para volver a la ficha Switches virtuales.
. Haga clic en Agregar conmutador virtual estandar.

. Escriba el nombre iScsiBootvSwitch-B Para el nombre de vSwitch.

o Establezca la MTU en 9000.

> Seleccione vmnic3 en las opciones de Uplink 1.

> Haga clic en Afiadir.

®

En esta configuracion, se utilizan Vmnic2 y vmnic3 para el arranque iSCSI. Si tiene NIC
adicionales en el host ESXi, puede tener distintos numeros vmnic. Para confirmar qué
NIC se utilizan para el arranque iSCSI, haga coincidir las direcciones MAC de las NIC
iISCSI de CIMC con los vmnics de ESXi.

9. En el panel central, seleccione la ficha NIC de VMkernel.

10. Seleccione Agregar NIC de VMkernel.
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° Especifique un nuevo nombre de grupo de puertos de i ScsiBootPG-B.

o

o

Seleccione i

ScsiBootvSwitch-B para el conmutador virtual.

Introduzca <<iscsib vlan id>> Para el ID de VLAN.
Cambie el MTU a 9000.

Expanda Configuracion IPv4.

Seleccione Configuracion estatica.

Introduzca <<var hosta iscsib_ ip>> Para Direccion.

Introduzca <<var hosta iscsib mask>> Para Mascara de subred.

Haga clic en Crear.



¥ Add VMkernel NIC

Portgroup

Mew port group

Virtual switch

VLAN |D

MTU

IP wersion

* |Pvd settings

Configuration

Address

Subnet mask

TCRAF stack

Services

Mew port group v
iScsiBootPG-B
iScsilBootvSwitch-B b4

IPvd only v

') DHCP '™ Siatic

|1?2.2‘|.184.63 |

|255.255.255.n |

| Default TCPIIP stack v

] vMotion [ Provisioning ! Fault tolerance logging

[l Management || Replication || NFC replication

®

Configuracion de accesos muiltiples iSCSI

Create || Cancel

Establezca la MTU en 9000 on iScsiBootPG- A.

Para configurar la multivia iSCSI en los hosts ESXi, complete los pasos siguientes:

1. Seleccione Storage en el panel de navegacion de la izquierda. Haga clic en Adaptadores.

2. Seleccione el adaptador de software iSCSI y haga clic en Configurar iSCSI.
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3.

178

vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

En Destinos dinamicos, haga clic en Agregar destino dinamico.



B8 Configure iSCSI - vmhba64

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

Disabled '"® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP v

Do not use CHAP hd

Click to expand

8 Add port binding

ViMkernel NIC ~  Portgroup IPv4 address -
Mo port bindings

el R & Aad static targst (Q s |
Target | Address ~ | Port ~

iqn.1992-08.com.netapp:sn.09591199033811e78eb... 1722118334 3260
Dynamic targets 23 Add dynamic target (Qse |
Address ~ | Port L

No dynamic targets
Save configuration || Cancel

4. Introduzca la direccion IP iscsi 1if0la.

° Repita el proceso con las direcciones IP iscsi 1if01b, iscsi 1if02a,y. iscsi 1if02b.

> Haga clic en Save Configuration.

Dynamic targets

j,_ﬂ;,-'-\dd dynamic target | Ramave :
Address v

Port 2
172.21.183.33 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184 34 3260
Para encontrar las direcciones IP de LIF iSCSI, ejecute el comando "network interface show "en
(D el cluster de NetApp o consulte la pestana Network interfaces en OnCommand System

Manager.

Configure el host ESXi

1. En el panel de navegacion de la izquierda, seleccione Networking.

2. Seleccione vSwitchO.
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3.
4.

| (2 vswitcho

rool@17221.18164 ~ | Help ~ |

Manage
Monitor ﬁ vSwitcho
—
11 Virtual Machines o

v

Port groups:
~ H Storage Upinks

~ [ datastore1

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch
2
2

Monitor - vSwitch Details

More storage... MTU

~ &3 Networking Ports

Link dizscovery
&8 iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

|  NIC teaming policy

Seleccione Editar configuracion.
Cambie el MTU a 9000.

~ vSwitch topology

£3 VM Netwaork
WVLANID: O

€3 Management Network
VLAN ID: 3437
~ VMkernel ports (1)
B vmk0: 172211

is

S —

i Physical adapters

= vmnicl, 10000 Mb. ..
™ vmnicO, 10000 Mb._

5. Expanda NIC Teaming y verifique que tanto vmnicO como vmnic1 estén definidos en activo.

Configurar grupos de puertos y NIC de VMkernel

1. En el panel de navegacion de la izquierda, seleccione Networking.

2. Haga clic con el botdn derecho en la pestafia grupos de puertos.

vmware ESXi

| & Navigator

.............

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

%3 Add port group
MName

€3 VM Network

€9 Management Network

€9 iScsiBootPG

Port groups | Virtual switches

3. Haga clic con el boton derecho en VM Network y seleccione Edit. Cambie el ID de VLAN a.

4.
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<<var vm traffic vlan>>.

Haga clic en Agregar grupo de puertos.

° Asigne un nombre al grupo de puertos MGMT-Network.

° Introduzca <<mgmt_vlan>> Para el ID de VLAN.

> Asegurese de que vSwitch0O esté seleccionado.

> Haga clic en Afadir.




5. Haga clic en la ficha NIC de VMkernel.

vmware ESXi

| °E Navigatar

© || £3 ucsesxia.cie.nstapp.com - Networking

Manage

Monitor

{57 Virtual Machines

E storage
£ Networking

I8 iScsiBootv Switch

Fort groups Virtual switches Physical NICs | VMEernel NICs

¥ Add VMkernel NIC " Editcetings | (3 Refresh |

MName ~ | Portgroup » | TCPIP stack ™
B vmkD g Management Nefwark == Default TCRP stack

. ikt g iScsiBootPG == Default TCPP stack

6. Seleccione Agregar NIC de VMkernel.

o Seleccione Nuevo grupo de puertos.

° Asigne un nombre al grupo de puertos NFS-Network.

° Introduzca <<nfs_vlan id>> Parael ID de VLAN.

o

o

o

Cambie el MTU a 9000.

Expanda Configuracién IPv4.

Seleccione Configuracion estatica.

° Introduzca <<var hosta nfs ip>> Para Direccion.

° Introduzca <<var_hosta nfs mask>> Para Mascara de subred.

> Haga clic en Crear.
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¥4 Add VMkernel NIC

Portaroup Wew port group hd
Mew port group MFS-Metwork
Virtual switch vSwitcho bt

VLAN ID

IP version

IPv4 only ¥
* |Pyd setlings
Configurafion ‘) DHCP '® Static
Address | 1722118263 |
Subnet mask | 255.255.255.0 |
TCPIP stack Default TCP/P stack v

Create || Cancel

7. Repita este proceso para crear el puerto VMkernel de vMotion.

8. Seleccione Agregar NIC de VMkernel.

a. Seleccione Nuevo grupo de puertos.

=

Asigne un nombre al grupo de puertos vMotion.
C. Introduzca <<vmotion vlan id>> Parael ID de VLAN.
Cambie el MTU a 9000.

Expanda Configuracion IPv4.

-~ ® o

Seleccione Configuracion estatica.

Introduzca <<var hosta vmotion_ ip>> Para Direccion.

5 «

Introduzca <<var hosta wvmotion mask>> Para Mascara de subred.

i. Asegurese de que la casilla de comprobaciéon vMotion esté seleccionada después de IPv4 Settings.
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8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
MTU | 9000 |
IF version IPv4 only v
= |Pvd setlings
Configuration ' DHCP ' Static
Address 1722118563 |
Subnet mask | 255255 2550 |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

Hay muchas formas de configurar redes ESXi, por ejemplo, mediante el switch distribuido
@ de VMware vSphere si la licencia lo permite. FlexPod Express admite configuraciones de
red alternativas si se requieren para satisfacer los requisitos del negocio.

Montaje de los primeros almacenes de datos

Los primeros almacenes de datos que se van a montar son el almacén de datos de infra_datastore_1 para
maquinas virtuales y el almacén de datos de infra_swap para archivos de intercambio de maquinas virtuales.

1. Haga clic en Storage en el panel de navegacion de la izquierda y después haga clic en New Datastore.
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o
.|- T - _ [ - - ] - = )
| T Navigator || 3 uesessia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{Z1 Virtual Machines | 0 Name
orage B datastore1

L B ST SO L

2. Seleccione Mount NFS Datastore.

1 Select creation type

2 Provide NFS mount details

3 Ready to complete

Select creation type

How would you like to create a datastore?

Create new VMFS datastore

Increase the size of an existing VMFS datastore

Mount NFS datasiore

Create a new datastore by mounting a remote NFS volume

Back

|| Mext |:. Finish || Cancel

E

3. A continuacion, introduzca la siguiente informacion en la pagina Provide NFS Mount Details:

° Nombre: infra datastore 1

° Servidor NFS: <<var nodea nfs 1if>>

o Compartir: /Infra_datastore_1

o Asegurese de que la opcion NFS 3 esté seleccionada.

4. Haga clic en Finalizar. Puede ver que la tarea se esta completando en el panel tareas recientes.

5. Repita este proceso para montar el almacén de datos infra_swap:
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° Nombre: infra swap

° Servidor NFS: <<var nodea nfs 1if>>

° Compartir: /infra swap



> Asegurese de que la opcion NFS 3 esté seleccionada.

Configure NTP

Para configurar NTP para un host ESXi, complete los siguientes pasos:

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacién, haga clic en Hora y fecha.

vmware ESXi root@1722118163 » | Help = |
| T Navigator B i B itesesxin cio netapnicom s Manas
~ [ Host | System Hardware Licensing Packages Services Security & users
i Monitor Advanced settings # Editsettings | & Refresh | £} Actions
1 Virtual Machines m; Aufostant Current date and fime Thursday, March 09, 2017, 05:53:04 UTE
= Swap
£ storage )J NTF client siatus Enabled
- —_— Time & dale
~ €3 Networking | 5]
I = vSwitchd NTP service status Stopped
iScsiBootv Switch NTP servers None

More networks...

2. Seleccione Use Network Time Protocol (Habilitar cliente NTP).
3. Seleccione Start and Stop with Host como politica de inicio del servicio NTP.
4. Introduzca <<var ntp>> Como servidor NTP. Puede establecer varios servidores NTP.

5. Haga clic en Guardar.

[ Edit time configuration

Specify how the date and time of this host should be set.
' Manually configure the date and time an this host
B
® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host ¥

NTP servers 10.61/184.251

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save || Cancel

Mueva la ubicacion del archivo de intercambio de la maquina virtual

Estos pasos proporcionan detalles para mover la ubicacién del archivo de intercambio de la maquina virtual.

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacion, haga clic en intercambiar.
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“I% Navigator - || [ ucsesxiacienetapp.com - Manage

x Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
= Autostart
(%1 Virtual Machines [ 0 Eaapled Lz
== Swap
H Storage - - Datastore Mo
s 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. Haga clic en Editar configuracion. Seleccione infra_swap desde las opciones de Datastore.

'_ [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap =
Local swap enabled ® ves @ No
Host cache enabled ® vas () No
Save || Cancel

3. Haga clic en Guardar.

Instale el plugin de NetApp NFS 1.0.20 para VMware VAAI

Para instalar el complemento NFS de NetApp 1.0.20 para VMware VAAI, complete los pasos siguientes.

1. Introduzca los siguientes comandos para verificar que VAAI esta habilitado:

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Si VAAI esta habilitada, estos comandos generan el siguiente resultado:
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Value of HardwareAcceleratedInit is 1

2. Si VAAI no esta habilitada, introduzca los siguientes comandos para habilitar VAAI:

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Estos comandos generan el siguiente resultado:

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1

3. Descargue el plugin de NetApp NFS para VMware VAAI:

a. Vaya a la "pagina de descarga del software".

b. Desplacese hacia abajo y haga clic en NetApp NFS Plug-in for VMware VAAI.

c. Seleccione la plataforma ESXi.

d. Descargue el paquete sin conexion (.zip) o el paquete en linea (.vib) del plugin mas reciente.
4. Instale el plugin en el host ESXi mediante la CLI ESX.
5. Reinicie el host ESXI.

1/NethpplasP lugin.vikb
ib install —v fvmwfs/wvo lumo astorel/NetippMlasPlugin.vib
=fully, but the m needs to he rebooted for the changes to be

tipp_boothank NetippMNasPlugin 1.1.2-3

infra-04:~] [

"Siguiente: Instale VMware vCenter Server 6.7"

Instale VMware vCenter Server 6.7

En esta seccidn, se proporcionan los procedimientos detallados para instalar VMware
vCenter Server 6.7 en una configuracién exprés de FlexPod.

@ FlexPod Express utiliza el dispositivo de VMware vCenter Server (VCSA).
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Descargue el dispositivo VMware vCenter Server

1. Descargue el VCSA. Acceda al enlace de descarga haciendo clic en el icono Get vCenter Server cuando
gestione el host ESXi.

| I Navigator * || [ ucsesxia.cie.netapp.con
EIT
Kt a0a | (]} GetvCenter Server
Monitor — ucses?
:I y Version:
51 Virtual Machines | 0 ' : State:
E storage 3 Hptme:
~ €3 Networking 5
2. Descargue el VCSA desde el sitio de VMware.
@ Aunque se admite la instalacion de Microsoft Windows vCenter Server, VMware recomienda
VCSA para las nuevas implementaciones.

. Monte la imagen ISO.

. Desplacese al directorio vcsa-ui-installer> win32. Haga doble clic en Installer.exe.
. Haga clic en instalar.

. Haga clic en Siguiente en la pagina Introduccion.

. Acepte el acuerdo de licencia para el usuario final.

0 N o o b~ W

. Seleccione Embedded Platform Services Controller (controladora de servicios de plataforma integrada)
como tipo de implementacion.
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller ApplEnes

© vCenter Server with an Embedded Platform PIatforn}Se”rvices

sServices Controller Controller
vCenter
Server

External Platform Services Controller PeElEEe

() Platform Services Controller Platform Services

— . Controller
() vCenter Server (Requires External Platform
sServices Controller)
Appliance
vCenter
Server

CANCEL BACK NEXT

@ Si es necesario, también admite la puesta en marcha de la controladora de servicios de
plataforma externa como parte de la solucién FlexPod Express.

9. En Appliance Deployment Target, introduzca la direccion IP de un host ESXi implementado, asi como el
nombre de usuario raiz y la contrasena raiz.
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

Appliance deployment target

1 Introduction

) Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
2 End user license agreement ; . )
onwhich the appliance will be deployed.

3 Select deployment type

ESXi hest or vCenter Server name 172.21.246.25 @
4 Appliance deployment target

HTTRS port 443
5 Setup appliance WM

User name root @
& Select deployment size

Password ~— sssssseas

7 Select datastore
8 Configure network settings

9 Ready to complete stage 1

CANCEL BACK NEXT

10. Introduzca para establecer la maquina virtual del dispositivo vcsa Como el nombre del equipo virtual y la
contrasefa raiz que desea utilizar para el VCSA.
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1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

1iger\.rcsa|

CANCEL BACK NEXT

11. Seleccione el tamano de puesta en marcha que mejor se adapte a su entorno. Haga clic en Siguiente.

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

6 Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

2

4

g

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

1000

2000

1co

100

4C00

10000

35000

CANCEL BACK NEXT
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12. Seleccione el almacén de datos de infra_datastore_1. Haga clic en Siguiente.

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Introduzca la siguiente informacion en la pagina Configure network settings y haga clic en Next.

a. Seleccione MGMT-Network para Red.

b. Introduzca el FQDN o IP que se va a utilizar para la VCSA.
c. Introduzca la direccién IP que se utilizara.

d. Introduzca la mascara de subred que desea utilizar.

e. Introduzca la pasarela predeterminada.

f. Introduzca el servidor DNS.

14. En la pagina Ready to Complete Stage 1, compruebe que los ajustes introducidos son correctos. Haga clic
en Finalizar.
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! vCenter Server Appliance Installer

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

IS[=] E3

1 Introduction
IP versich

2 End user license agreement
IP assignment
3 Select deployment type
FGOMN
4 Appliance deployment target
IP address
5 Setup appliance VM
Suknet mask or prefix length
£ Select deployment size

Default gateway
7 Select datastore

DMS servers
& Configure network settings

Common Ports

9 Ready to complete stage 1
HTTP

HTTPS

Configure network settings

IPvd

static

tigervcsa.cie.netapp.com

172.21.246.41

255.2565.255.0

172.21.2461

10.61.154.25110.61.154 252

80

443

CANCEL BACK NEXT

La VCSA se instala ahora. Este proceso tarda varios minutos.

15. Una vez completada la fase 1, aparece un mensaje que indica que se ha completado. Haga clic en

continuar para iniciar la configuracion de la fase 2.

16. En la pagina Introduccion de fase 2, haga clic en Siguiente.
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17.

18.

19.
20.

21.

vm [nstall - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

Introduzca <<var ntp id>> Para la direccion del servidor NTP. Puede introducir varias direcciones IP de
NTP.

Si tiene pensado utilizar la alta disponibilidad (ha) de vCenter Server, asegurese de que el acceso SSH
esté habilitado.

Configure el nombre de dominio, la contrasefia y el nombre del sitio de SSO. Haga clic en Siguiente.

Registre estos valores para la referencia, especialmente si se desvia del nombre de dominio
vsphere.local.

Unase al programa de experiencia del cliente de VMware si lo desea. Haga clic en Siguiente.

Vea el resumen de la configuracion. Haga clic en Finalizar o utilice el botén Atras para editar la
configuracion.

Aparece un mensaje que indica que no podra detener o detener la instalacion una vez iniciada. Haga clic
en OK para continuar.

La configuracion del dispositivo continua. Esto tarda varios minutos.
Aparece un mensaje que indica que la configuracion se ha realizado correctamente.

Los enlaces que el instalador proporciona para acceder a vCenter Server pueden hacer clic.

"Siguiente: Configure VMware vCenter Server 6.7 y vSphere agrupando en clusteres."
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Configure VMware vCenter Server 6.7 y el clustering de vSphere

Para configurar la agrupacion en clusteres de VMware vCenter Server 6.7 y vSphere,
complete los pasos siguientes:

1. Desplacese hasta https://<<FQDN or IP of vCenter>>/vsphere-client/.
2. Haga clic en Launch vSphere Client.

3. Inicie sesién con el nombre de usuario mailto:administrator@vspehre.loc/ loc/[administrator@vsphere.loc/]
y la contrasefia SSO que introdujo durante el proceso de configuracion de VCSA.

4. Haga clic con el boton derecho en el nombre de vCenter y seleccione New Datacenter.

5. Introduzca un nombre para el centro de datos y haga clic en Aceptar.

Cree un cluster de vSphere

Complete los siguientes pasos para crear un cluster de vSphere:
1. Haga clic con el boton derecho en el centro de datos recién creado y seleccione New Cluster.
2. Escriba un nombre para el cluster.

3. Active la recuperacion ante desastres y vSphere ha seleccionando las casillas de verificacion.

4. Haga clic en Aceptar.
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mailto:administrator@vsphere.loc

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

Anada hosts ESXi al cluster

1. Haga clic con el boton derecho en el cluster y seleccione Add Host.

vmware* vSphere Web Client #=

' Navigator .l.” [ FlexPod |

| |i| Getting Start...
|8 | B B 8 |

|
Jv\;_;]UCSA—E‘.:.press.cie.netapp.mm H
| |

o -
Lreae

T
Ll

: = [y FlexPod ll
E T ] | PN D I Ty
vq'j_ P Actions - FlexPod Express
‘ﬂ Add Host..
@,, Move Hosts into Cluster...
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2. Para afiadir un host ESXi al cluster, complete los siguientes pasos:
a. Introduzca la direccién IP o el FQDN del host. Haga clic en Siguiente.
b. Introduzca el nombre de usuario raiz y la contrasefia. Haga clic en Siguiente.

c. Haga clic en Si para reemplazar el certificado del host por un certificado firmado por el servidor de
certificados VMware.

d. Haga clic en Siguiente en la pagina Resumen de host.

e. Haga clic en el icono verde + para afadir una licencia al host de vSphere.
@ Este paso se puede completar mas adelante si se desea.

f. Haga clic en Siguiente para desactivar el modo de bloqueo.
g. Haga clic en Next en la pagina de ubicacion de la maquina virtual.

h. Revise la pagina Listo para completar. Utilice el boton Atras para realizar cualquier cambio o
seleccione Finalizar.

3. Repita los pasos 1y 2 para el host Cisco UCS B. Debe completar este proceso para los hosts adicionales
que se agreguen a la configuracion exprés de FlexPod.

Configure coredump en hosts ESXi

1. Utilice SSH, conéctese al host ESXi de IP de gestion, introduzca root para el nombre de usuario e
introduzca la contrasefa raiz.

2. Ejecute los siguientes comandos:

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. El mensaje Verified the configured netdump server is running aparece después de
introducir el comando final.

Este proceso debe completarse para cualquier host adicional que se afiada a FlexPod Express.

Conclusion

FlexPod Express proporciona una solucion sencilla y efectiva, ya que proporciona un
diseno validado que utiliza componentes lideres del sector. Al escalar agregando
componentes adicionales, FlexPod Express puede adaptarse segun las necesidades
especificas del negocio. FlexPod Express se disefid teniendo en cuenta a las pequenas
y medianas empresas, oficinas remotas y otras empresas que precisan soluciones
dedicadas.

Donde encontrar informacion adicional

Para obtener mas informacion sobre la informacidon descrita en este documento, consulte
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los siguientes documentos y/o sitios web:
* Documentacion de productos de NetApp
"http://docs.netapp.com"”
» Guia de disefio de FlexPod Express con VMware vSphere 6.7 y AFF A220 de NetApp

"https://www.netapp.com/us/media/nva-1125-design.pdf"

FlexPod Express con VMware vSphere 6.7U1 y NetApp AFF
A220 con almacenamiento basado en IP directamente
incluido

NVA-1131-DEPLOY: FlexPod Express con VMware vSphere 6.7U1 y NetApp AFF
A220 con almacenamiento basado en IP directamente incluido

Sree Lakshmi Lanka, NetApp

Las tendencias en el sector sefialan una gran transformacién de los centros de datos
hacia una infraestructura compartida y cloud computing. Ademas, las organizaciones
buscan una solucion sencilla y eficaz para oficinas remotas y sucursales que aprovechen
la tecnologia con la que ya estan familiarizados en su centro de datos.

FlexPod Express es una arquitectura predisefiada de practicas recomendadas que se basa en el Cisco Unified
Computing System (Cisco UCS), la familia de switches Cisco Nexus y las tecnologias de almacenamiento de
NetApp. Los componentes de un sistema FlexPod Express se asemejan a los del centro de datos FlexPod, lo
que permite sinergias de gestion en todo el entorno de infraestructura DE Tl a una escala menor. FlexPod
Datacenter y FlexPod Express son plataformas 6ptimas para virtualizacion y sistemas operativos con
configuracion basica y cargas de trabajo empresariales.

El centro de datos FlexPod y FlexPod Express proporcionan una configuracion basica y disponen de la
versatilidad necesaria para ajustar el tamafo y optimizarse con el objetivo de acomodar distintos casos de uso
y requisitos. Los clientes existentes de FlexPod Datacenter pueden gestionar su sistema FlexPod Express con
las herramientas a las que estan acostumbrados. Los nuevos clientes de FlexPod Express pueden adaptarse
facilmente a la gestion del centro de datos FlexPod cuando crezca su entorno.

FlexPod Express es una base de infraestructura 6ptima para oficinas remotas y sucursales (robo) y para
pequefias y medianas empresas. También es una solucién 6ptima para los clientes que desean proporcionar
infraestructura para cargas de trabajo dedicadas.

FlexPod Express proporciona una infraestructura facil de gestionar que es adecuada para casi cualquier carga
de trabajo.

Descripcion general de la solucién

Esta solucion FlexPod Express forma parte del programa de infraestructura convergente
de FlexPod.
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Programa de infraestructura convergente FlexPod

Las arquitecturas de referencia FlexPod se proporcionan como disefios validados por Cisco (CVD) o como
arquitecturas verificadas por NetApp (NVA). Se permiten las desviaciones basadas en los requisitos de los
clientes de un CVD o NVA determinado si estas variaciones no crean una configuracién incompatible.

Como se muestra en la siguiente figura, el programa FlexPod incluye tres soluciones: FlexPod Express,
FlexPod Datacenter y FlexPod Select:
* FlexPod Express ofrece a los clientes una solucion de gama basica con tecnologias de Cisco y NetApp.

* FlexPod Datacenter proporciona una base multiuso 6ptima para diversas cargas de trabajo y
aplicaciones.

* FlexPod Select incorpora los mejores aspectos del centro de datos FlexPod y adapta la infraestructura a
una aplicacion determinada.

En la siguiente figura se muestran los componentes técnicos de la solucion.

FlexPod Express FlexPod Datacenter FlexPod Select
Departmental deployments Massively scalable, Application purposed
and VAR velocity all virtual
Target: Primarily MSB, remote, Target: Enterprise/service provider Target: Specific application
and departmental deployments deployments in the enterprise
o 9
o a
2 8
= © o
e o a8
= =
om0 w1 | 4 g
Q S Direct or Fabric
===] = .
3 g —
Entry-level: Cisco UCS, Nexus,
e e::d N;smc:p FAS a Cisco UCS, Cisco Nexus, and FAS NetApp E-Series and FAS

Programa Arquitectura validada por NetApp

El programa NVA ofrece a los clientes una arquitectura verificada para las soluciones NetApp. NVA
proporciona una arquitectura de solucion de NetApp con las siguientes cualidades:

» Ha sido probada a conciencia

» Tiene naturaleza prescriptiva

* Minimiza los riesgos de implementacion

* Reduce el plazo de comercializacion

En esta guia se detalla el disefio de FlexPod Express con almacenamiento de NetApp de conexién directa.
Las secciones siguientes enumeran los componentes utilizados para el disefio de esta solucion.
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Componentes de hardware

* AFF A220 de NetApp

» Cisco UCS Mini

« CISCO UCS B200 M5

+ Cisco UCS VIC 1440/1480.

» Switches Cisco Nexus serie 3000

Componentes de software

* ONTAP 9 de NetApp. 5

* VMware vSphere 6.7U1

» Cisco UCS Manager 4.0(1b)

* Firmware Cisco NXOS 7.0(3)I6(1)

Tecnologia de soluciones

Esta solucion aprovecha las ultimas tecnologias de NetApp, Cisco y VMware. Incluye el nuevo AFF A220 de
NetApp que ejecute ONTAP 9.5, los conmutadores Cisco Nexus 31108PCV duales y los servidores Cisco UCS
B200 M5 que ejecutan VMware vSphere 6.7U1. Esta solucién validada usa almacenamiento IP de Direct
Connect con tecnologia 10GbE.

La siguiente figura muestra FlexPod Express con VMware vSphere 6.7U1, una arquitectura Direct Connect
basada en IP.
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Resumen de casos de uso

La solucion FlexPod Express puede aplicarse a varios casos practicos, incluidos los siguientes:

« ROBOS
* Pequefias y medianas empresas

» Entornos que requieren una solucion dedicada y rentable

FlexPod Express esta indicado para cargas de trabajo virtualizadas y mixtas.

Requisitos tecnoldgicos

Un sistema FlexPod Express requiere una combinacién de componentes de hardware y
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software. FlexPod Express también describe los componentes de hardware necesarios
para afladir nodos de hipervisor al sistema en unidades de dos.

Requisitos de hardware

Independientemente del hipervisor elegido, todas las configuraciones exprés de FlexPod utilizan el mismo
hardware. Por lo tanto, aunque cambien los requisitos del negocio, cualquiera de los hipervisores puede
ejecutarse en el mismo hardware de FlexPod Express.

En la siguiente tabla se enumeran los componentes de hardware necesarios para todas las configuraciones
exprés de FlexPod.

Hardware subyacente Cantidad
Par de alta disponibilidad AFF A220 1
Servidor Cisco UCS B200 M5 2
Switch Cisco Nexus 31108PCV 2
Tarjeta de interfaz virtual (VIC) Cisco UCS 1440 para 2

el servidor Cisco UCS B200 M5

Cisco UCS Mini con dos interconexiones de 1
estructura UCS-FI-M-6324 integradas
Requisitos de software

En la siguiente tabla se enumeran los componentes de software necesarios para implementar las
arquitecturas de las soluciones Express de FlexPod.

De NetApp Version Detalles

Administrador de Cisco UCS 4.0(1b) Para Cisco UCS Fabric
Interconnect FI-6324UP

Software blade Cisco 4.0(1b) Para servidores Cisco UCS B200
M5

Controlador nenic de Cisco 1.0.25.0 Para tarjetas de interfaz Cisco VIC
1440

Cisco NX-OS 7.0(3)I6(1) Para switches Cisco Nexus
31108PCV

ONTAP de NetApp 9.5 Para controladoras AFF A220

En la siguiente tabla se muestra el software necesario para todas las implementaciones de VMware vSphere
en FlexPod Express.

De NetApp Version
Dispositivo VMware vCenter Server 6.7U1
Hipervisor ESXi de VMware vSphere 6.7U1
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Informacién de cableado exprés de FlexPod
El cableado de validacion de referencia se documenta en las siguientes tablas.

La tabla siguiente enumera informacién de cableado para el switch Cisco Nexus 31108PCV A.

Dispositivo local Puerto local Dispositivo remoto Puerto remoto
Switch Cisco Nexus Eth1/1 Controladora De EOM
31108PCV A almacenamiento A AFF
A220 de NetApp

Eth1/2 Cisco UCS-mini FI-A. mgmt0

Eth1/3 Cisco UCS-mini FI-A. Eth1/1

ETH 1/4 Cisco UCS-mini FI-B Eth1/1

ETH 1/13 CISCONX 31108PCV B ETH 1/13

ETH 1/14 CISCONX 31108PCV B ETH 1/14

En la siguiente tabla se muestra la informacion de cableado del switch Cisco Nexus 31108PCV B.

Dispositivo local Puerto local Dispositivo remoto Puerto remoto
Switch Cisco Nexus Eth1/1 Controladora de EOM
31108PCV B almacenamiento B de
AFF A220 de NetApp

Eth1/2 Cisco UCS-mini FI-B mgmt0

Eth1/3 Cisco UCS-mini FI-A. Eth1/2

ETH 1/4 Cisco UCS-mini FI-B Eth1/2

ETH 1/13 CISCO NX 31108PCVA ETH 1/13

ETH 1/14 CISCONX 31108PCVA ETH 1/14

En la siguiente tabla se muestra informacion de cableado para la controladora de almacenamiento AFF A220
A. de NetApp

Dispositivo local Puerto local Dispositivo remoto Puerto remoto
Controladora De ela Controladora de ela
almacenamiento A AFF almacenamiento B de
A220 de NetApp AFF A220 de NetApp

elb Controladora de elb

almacenamiento B de
AFF A220 de NetApp

ele Cisco UCS-mini FI-A. Eth1/3
eOf Cisco UCS-mini FI-B Eth1/3
EOM CISCO NX 31108PCV A Eth1/1

La siguiente tabla enumera informacién de cableado para la controladora de almacenamiento AFF A220 B.
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Dispositivo local

Controladora de
almacenamiento B de
AFF A220 de NetApp

Puerto local

ela

eOb

ele
eOf
EOM

Dispositivo remoto

Controladora de
almacenamiento B de
AFF A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

Cisco UCS-mini FI-A.
Cisco UCS-mini FI-B
CISCO NX 31108PCV B

Puerto remoto

ela

eOb

Eth1/4
Eth1/4
Eth1/1

La siguiente tabla enumera la informacion de cableado para Cisco UCS Fabric Interconnect A.

Dispositivo local

Interconexion de
estructura Cisco UCS a

Puerto local
Eth1/1
Eth1/2
Eth1/3

Eth1/4

mgmt0

Dispositivo remoto
CISCO NX 31108PCV A
CISCO NX 31108PCV B

Controladora De
almacenamiento A AFF
A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

CISCO NX 31108PCV A

Puerto remoto
Eth1/3
Eth1/3

ele

ele

Eth1/2

La siguiente tabla enumera informacién de cableado para Cisco UCS Fabric Interconnect B.

Dispositivo local

Interconexion de
estructura B de Cisco
Ucs

Procedimientos de implantacion

Puerto local

Eth1/1
Eth1/2
Eth1/3

Eth1/4

mgmt0

Dispositivo remoto
CISCO NX 31108PCV A
CISCO NX 31108PCV B

Controladora De
almacenamiento A AFF
A220 de NetApp

Controladora de
almacenamiento B de
AFF A220 de NetApp

CISCO NX 31108PCV B

Puerto remoto
Eth1/4

Eth1/4

eOf

eOf

Eth1/2

Este documento proporciona detalles para configurar un sistema FlexPod Express
completamente redundante y de alta disponibilidad. Para reflejar esta redundancia, los
componentes que se configuran en cada paso se denominan componente A o
componente B. Por ejemplo, la controladora Ay la controladora B identifican las dos
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controladoras de almacenamiento de NetApp que se aprovisionan en este documento. El
switch Ay el switch B identifican un par de switches Cisco Nexus. La interconexion de
estructura Ay la interconexion de estructura B son las dos interconexiones de estructura
Nexus integradas.

Ademas, en este documento se describen los pasos para aprovisionar varios hosts de Cisco UCS, que se
identifican secuencialmente como servidor A, servidor B, etc.

Para indicar que debe incluir la informacién pertinente a su entorno en un paso, <<text>> aparece como
parte de la estructura de comandos. Consulte el siguiente ejemplo de vlan create comando:

Controller(Ol>vlan create vif(O <<mgmt vlan id>>

Este documento permite configurar completamente el entorno de FlexPod Express. En este proceso, varios
pasos requieren que inserte convenciones de nomenclatura especificas del cliente, direcciones IP y esquemas
de red de area local virtual (VLAN). En la siguiente tabla se describen las VLAN necesarias para la
implementacion, tal y como se explica en esta guia. Esta tabla se puede completar en funcién de las variables
especificas del sitio y se puede utilizar para implementar los pasos de configuracion del documento.

@ Si utiliza VLAN de gestion fuera de banda y en banda independientes, debe crear una ruta de
capa 3 entre ellas. Para esta validacion, se utilizé una VLAN de gestion comun.

Nombre de la VLAN Propésito de VLAN ID utilizado para validar este
documento

VLAN de gestién VLAN para interfaces de gestion 18

VLAN nativa VLAN a la que se asignan tramas 2
no etiquetadas

VLAN NFS VLAN para trafico NFS 104

VLAN de VMware vMotion VLAN designada para mover 103
maquinas virtuales (VM) de un host
fisico a otro

VLAN de trafico de la maquina VLAN para trafico de aplicaciones 102

virtual de equipos virtuales

ISCSI-A-VLAN VLAN para trafico iSCSl en la 124
estructura A

ISCSI-B-VLAN VLAN para trafico iSCSl en la 125

estructura B

Los numeros VLAN son necesarios en toda la configuraciéon de FlexPod Express. Las VLAN se denominan
<<var_ xxxx_vlan>>, donde xxxx Es la finalidad de la VLAN (como iSCSI-A).

La siguiente tabla enumera las maquinas virtuales de VMware creadas.

Descripcion de VM Nombre de host

Servidor VMware vCenter Seahawks-vcsa.cie.netapp.com
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Procedimiento de puesta en marcha de Cisco Nexus 31108PCV

En esta seccion se detalla la configuracion del switch Cisco Nexus 31308PCV utilizada en un entorno FlexPod
Express.

Configuracion inicial del switch Cisco Nexus 31108PCV

Este procedimiento describe como configurar los switches Cisco Nexus para su uso en un entorno FlexPod
Express basico.

@ En este procedimiento se asume que esta utilizando un Cisco Nexus 31108PCV con la version

1.
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de software NX-OS 7.0(3)I6(1).

Tras el arranque y la conexion iniciales al puerto de la consola del switch, se inicia automaticamente la
configuracion de Cisco NX-OS. Esta configuracion inicial trata los valores basicos, como el nombre del
switch, la configuracion de la interfaz mgmtO y la configuracién de Secure Shell (SSH).

. La red de gestion del sistema FlexPod Express se puede configurar de varias maneras. Las interfaces

mgmt0 de los conmutadores 31108PCV se pueden conectar a una red de administracion existente, o las
interfaces mgmt0 de los conmutadores 31108PCV se pueden conectar en una configuracion posterior. Sin
embargo, este enlace no se puede utilizar para el acceso de gestion externo, como trafico SSH.

En esta guia de puesta en marcha, los switches Cisco Nexus 31108PCV de FlexPod Express estan
conectados a una red de gestidn existente.

Para configurar los switches Cisco Nexus 31108PCV, encienda el switch y siga las indicaciones que
aparecen en pantalla, como se muestra aqui para la configuracion inicial de ambos switches, sustituyendo
los valores adecuados para la informacién especifica del switch.

This setup utility will guide you through the basic configuration of the
system. Setup configures only enough connectivity for management of the
system.



*Note: setup is mainly used for configuring the system initially, when
no configuration is present. So setup always assumes system defaults and
not the current system configuration values.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to skip
the remaining dialogs.

Would you like to enter the basic configuration dialog (yes/no): y

Do you want to enforce secure password standard (yes/no) [y]l: y

Create another login account (yes/no) [n]: n

Configure read-only SNMP community string (yes/no) [n]: n

Configure read-write SNMP community string (yes/no) [n]: n

Enter the switch name : 31108PCV-A

Continue with Out-of-band (mgmt0O) management configuration? (yes/no)
[vl: y

MgmtO IPv4 address : <<var switch mgmt ip>>

MgmtO IPv4 netmask : <<var switch mgmt netmask>>

Configure the default gateway? (yes/no) [yl: y

IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n

Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]l: y

Type of ssh key you would like to generate (dsa/rsa) [rsa]: rsa

Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y

NTP server IPv4 address : <<var_ ntp ip>>

Configure default interface layer (L3/L2) [L2]: <enter>

Configure default switchport interface state (shut/noshut) [noshut]:
<enter>

Configure CoPP system profile (strict/moderate/lenient/dense) [strict]:
<enter>

4. Se muestra un resumen de la configuracion y se le pregunta si desea editar la configuracion. Si la
configuracion es correcta, introduzca n.

Would you like to edit the configuration? (yes/no) [n]: no

5. A continuacion, se le preguntara si desea utilizar esta configuracion y guardarla. Si es asi, introduzca y.

Use this configuration and save it? (yes/no) [y]: Enter

6. Repita los pasos del 1 al 5 para el switch Cisco Nexus B.

Habilite funciones avanzadas

Determinadas caracteristicas avanzadas deben estar habilitadas en Cisco NX-OS para proporcionar opciones
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de configuracion adicionales.

1. Para habilitar las funciones adecuadas en los switches a y B de Cisco Nexus, escriba el modo de
configuracion mediante el comando (config t) Yy ejecute los siguientes comandos:

feature interface-vlan
feature lacp
feature vpc

El hash de equilibrio de carga del canal de puerto predeterminado utiliza las direcciones IP
de origen y destino para determinar el algoritmo de equilibrio de carga en las interfaces del

@ canal de puerto. Puede lograr una mejor distribucion entre los miembros del canal de puerto
proporcionando mas entradas al algoritmo hash mas alla de las direcciones IP de origen y
destino. Por el mismo motivo, NetApp recomienda encarecidamente afiadir los puertos TCP
de origen y destino al algoritmo hash.

2. Desde el modo de configuracién (config t), Ejecute los siguientes comandos para establecer la
configuracion de equilibrio de carga del canal de puertos global en los conmutadores Ay B de Cisco
Nexus:

port-channel load-balance src-dst ip-l4port

Realizar la configuracion de arbol de expansién global

La plataforma Cisco Nexus utiliza una nueva funcién de proteccion llamada garantia de puente. La garantia de
puente ayuda a proteger contra un enlace unidireccional u otro error de software con un dispositivo que
continua redirectando el trafico de datos cuando ya no ejecuta el algoritmo de arbol expansivo. Los puertos se
pueden colocar en uno de varios estados, incluyendo la red o el borde, dependiendo de la plataforma.

NetApp recomienda establecer la garantia de puente para que todos los puertos se consideren puertos de red
de forma predeterminada. Este ajuste obliga al administrador de red a revisar la configuracion de cada puerto.
También revela los errores de configuracion mas comunes, como puertos de borde no identificados o un
vecino que no tiene activada la funcion de garantia de puente. Ademas, es mas seguro tener el bloque de
arbol expansivo muchos puertos en lugar de muy pocos, lo que permite que el estado de puerto
predeterminado mejore la estabilidad general de la red.

Preste especial atencion al estado de arbol de expansion al agregar servidores, almacenamiento y switches
ascendentes, especialmente si no admiten la garantia de puente. En estos casos, es posible que deba
cambiar el tipo de puerto para que los puertos estén activos.

El protector de unidad de datos de protocolo puente (BPDU) esta habilitado de forma predeterminada en
puertos periféricos como otra capa de proteccion. Para evitar bucles en la red, esta caracteristica cierra el
puerto si se ven BPDU de otro switch en esta interfaz.

Desde el modo de configuracidon (config t), ejecute los siguientes comandos para configurar las opciones

de arbol expansivo predeterminadas, incluidos el tipo de puerto predeterminado y el protector BPDU, en el
conmutador A de Cisco Nexus y el conmutador B:
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spanning-tree port type network default
spanning-tree port type edge bpduguard default

Defina las VLAN

Antes de configurar puertos individuales con VLAN diferentes, se deben definir las VLAN de capa 2 en el
switch. También se recomienda nombrar las VLAN para que la solucion de problemas sea sencilla en el futuro.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para definir y describir las
VLAN de capa 2 en el switch Ay el switch B de Cisco Nexus:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurar el acceso y las descripciones de los puertos de gestion

Como es el caso, la asignacién de nombres a las VLAN de capa 2, las descripciones de configuracion de
todas las interfaces pueden ayudar tanto al aprovisionamiento como a la solucion de problemas.

Desde el modo de configuracion (config t) En cada uno de los conmutadores, introduzca las siguientes
descripciones de puerto para la configuracion grande de FlexPod Express:

Switch Cisco Nexus a
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int ethl/1
description AFF A220-A e(0M
int ethl/2
description Cisco UCS FI-A mgmtO
int ethl/3
description Cisco UCS FI-A ethl/1
int ethl/4
description Cisco UCS FI-B ethl/1
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Switch Cisco Nexus B

int ethl/1
description AFF A220-B e(0M
int ethl/2
description Cisco UCS FI-B mgmtO
int ethl/3
description Cisco UCS FI-A ethl/2
int ethl/4
description Cisco UCS FI-B ethl/2
int ethl/13
description vPC peer-link 31108PVC-B 1/13
int ethl/14
description vPC peer-link 31108PVC-B 1/14

Configurar las interfaces de gestion de almacenamiento y servidores

Las interfaces de gestion para el servidor y el almacenamiento suelen utilizar una sola VLAN. Por lo tanto,
configure los puertos de la interfaz de gestion como puertos de acceso. Defina la VLAN de administracion
para cada switch y cambie el tipo de puerto de arbol expansivo a EDGE.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar los ajustes de
puerto para las interfaces de administracion tanto de los servidores como del almacenamiento:

Switch Cisco Nexus a
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int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Switch Cisco Nexus B

int ethl/1-2
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Anada la interfaz de distribucion de NTP

Switch Cisco Nexus a

Desde el modo de configuracion global, ejecute los siguientes comandos.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch-a-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-b-ntp-ip> use-vrf default

Switch Cisco Nexus B

Desde el modo de configuracion global, ejecute los siguientes comandos.

interface Vlan<ib-mgmt-vlan-id>

ip address <switch- b-ntp-ip>/<ib-mgmt-vlan-netmask-length>
no shutdown

exitntp peer <switch-a-ntp-ip> use-vrf default

Llevar a cabo la configuracion global del canal de puertos virtuales

Un canal de puerto virtual (VPC) permite que los enlaces que estan conectados fisicamente a dos switches de
Cisco Nexus diferentes aparezcan como un unico canal de puerto a un tercer dispositivo. El tercer dispositivo
puede ser un conmutador, un servidor o cualquier otro dispositivo de red. Un VPC puede proporcionar una
multivia de nivel 2, que le permite crear redundancia aumentando el ancho de banda, permitiendo multiples
rutas paralelas entre los nodos y trafico de equilibrio de carga donde haya rutas alternativas.
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Un VPC proporciona las siguientes ventajas:

» Permitir que un unico dispositivo utilice un canal de puerto a través de dos dispositivos de subida

 Eliminar puertos bloqueados del protocolo de arbol expansivo

* Proporciona una topologia sin bucles

 Utilizando todo el ancho de banda disponible de enlace ascendente

» Proporcionar convergencia rapida si el enlace o un dispositivo falla

* Resiliencia a nivel de enlace

» Contribuir a proporcionar una alta disponibilidad
La funcion VPC requiere alguna configuracion inicial entre los dos switches de Cisco Nexus para que
funcionen correctamente. Si utiliza la configuracion de mgmt0 de fondo, utilice las direcciones definidas en las

interfaces y compruebe que se pueden comunicar mediante ping <<switch A/B mgmt0 ip addr>>vrf
comando de gestion.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar la
configuracion global de VPC para ambos switches:

Switch Cisco Nexus a

212



vpc domain 1
role priority 10
peer-keepalive destination <<switch B mgmtO ip addr>> source
<<switch A mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolOdescription vPC peer-1link
switchport
switchport mode trunkswitchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<1iS8CSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
channel-group 14 mode active
copy run start
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Switch Cisco Nexus B

vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/13-14
channel-group 10 mode active
int PolO
description vPC peer-1link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan_ id>>,
<<iSCSI B vlan id>> spanning-tree port type network
vpc peer-link
no shut
exit
int Pol3
description vPC ucs-FI-A
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 13
no shut
exit
int ethl/3
channel-group 13 mode active
int Pol4
description vPC ucs-FI-B
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<vmotion vlan id>>, <<vmtraffic vlan id>>,
<<mgmt vlan>> spanning-tree port type network
mtu 9216
vpc 14
no shut
exit
int ethl/4
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channel-group 14 mode active
copy run start

En esta validacion de solucion se utilizé una unidad de transmision maxima (MTU) de 9000. Sin
@ embargo, en funcion de los requisitos de la aplicacion, puede configurar un valor de MTU

adecuado. Es importante establecer el mismo valor de MTU en la solucion de FlexPod. Las

configuraciones de MTU incorrectas entre componentes provocan la eliminacion de paquetes.

Enlace ascendente a la infraestructura de red existente

En funcién de la infraestructura de red disponible, se pueden utilizar varios métodos y funciones para elevar el
entorno FlexPod. Si existe un entorno Cisco Nexus existente, NetApp recomienda utilizar VPC para conectar
los switches Cisco Nexus 31108PVC incluidos en el entorno FlexPod a la infraestructura. Los enlaces
ascendentes pueden ser enlaces de subida de 10 GbE para una solucion de infraestructura de 10 GbE o 1
GbE para una solucion de infraestructura de 1 GbE si fuera necesario. Los procedimientos descritos
anteriormente se pueden utilizar para crear un VPC de enlace ascendente al entorno existente. Asegurese de
ejecutar Copy RUN START para guardar la configuracion en cada switch una vez completada la configuracion.

Procedimiento de instalacion de almacenamiento NetApp (parte 1)

En esta seccidn se describe el procedimiento de implementacion del almacenamiento AFF de NetApp.
Instalacion de la controladora de almacenamiento de NetApp serie AFF2xx

Hardware Universe de NetApp

La "Hardware Universe de NetApp" (HWU) proporciona componentes de hardware y software compatibles con
cualquier version especifica de ONTAP. Proporciona informacion de configuracion para todos los dispositivos
de almacenamiento de NetApp compatibles actualmente con el software ONTAP. También se proporciona una
tabla de compatibilidades de componentes.

Confirme que los componentes de hardware y software que desea utilizar son compatibles con la version de
ONTAP que tiene previsto instalar:

1. Acceda a "HWU" aplicacion para ver las guias de configuracion del sistema. Seleccione la pestaia
Comparar sistemas de almacenamiento para ver la compatibilidad entre diferentes versiones del software
ONTAP y los dispositivos de almacenamiento de NetApp con las especificaciones que desea.

2. Como alternativa, para comparar componentes por dispositivo de almacenamiento, haga clic en Comparar
sistemas de almacenamiento.

Requisitos previos de la controladora de la serie AFF2XX

Para planificar la ubicacion fisica de los sistemas de almacenamiento, consulte las siguientes secciones:
Requisitos eléctricos cables de alimentacion compatibles puertos y cables integrados

Controladoras de almacenamiento

Siga los procedimientos de instalacion fisica de los controladores de la "Documentacion de AFF A220".

ONTAP 9.5 de NetApp
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https://hwu.netapp.com/Home/Index
http://hwu.netapp.com/Home/Index
https://library-clnt.dmz.netapp.com/documentation/docweb/index.html?productID=62331&language=en-US

Hoja de datos de configuracion

Antes de ejecutar la secuencia de comandos de instalacion, rellene la hoja de datos de configuracion del
manual del producto. La hoja de datos de configuracion esta disponible en la "Guia de configuracion de
software de ONTAP 9.5" (disponible en la "Centro de documentacion de ONTAP 9"). La siguiente tabla
muestra informacion sobre la instalacion y la configuracion de ONTAP 9.5.

@ Este sistema se establece en una configuracion de cluster de dos nodos sin switch.

Detalles del cluster

Nodo del cluster: Direccién IP
Mascara de red Del nodo a del cluster
Nodo del cluster: Puerta de enlace
Nombre del nodo a del cluster
Direccion IP del nodo B del cluster
Mascara de red del nodo B del cluster
Puerta de enlace del nodo B del cluster
Nombre del nodo B del cluster
Direccion URL de ONTAP 9.5

El nombre del cluster

Direccion IP de gestion del cluster
Puerta de enlace del cluster B.
Mascara de red del cluster B.

Nombre de dominio

IP del servidor DNS (puede introducir mas de uno)

SERVIDOR NTP: UNA IP
IP DEL SERVIDOR NTP B.

Configure el nodo A

Valor de detalles del cluster
<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>
<<var_dns_server_ip>>

<< switch-a-ntp-ip >>

<< switch-b-ntp-ip >>

Para configurar el nodo A, complete los siguientes pasos:

1. Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse

Ctrl- C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort...

2. Permita que el sistema arranque.
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autoboot

Pulse Citrl- C para acceder al menu Inicio.

Si es ONTAP 9. 5 no es la version del software que se esta arrancando, continiie con los pasos siguientes
para instalar el software nuevo. Si es ONTAP 9. 5 es la version que se va a arrancar, seleccione la opcion
8 e y para reiniciar el nodo. A continuacion, continte con el paso 14.

Para instalar software nuevo, seleccione opcién 7.

Introduzca y para realizar una actualizacion.

Seleccione e0M para el puerto de red que desea usar para la descarga.
Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

. Especifique la direccién URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los
siguientes reinicios.

Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las
tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.

Pulse Ctrl- C para acceder al menu Inicio.
Seleccione opcion 4 Para una configuracion limpia y inicializar todos los discos.

Introduzca y para poner a cero discos, restablezca la configuracion e instale un nuevo sistema de
archivos.

Introduzca y para borrar todos los datos de los discos.

La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento
se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse. Puede continuar
con la configuracion del nodo B mientras los discos del nodo A se estan poniendo a cero.

Mientras el nodo A se esta inicializando, empiece a configurar el nodo B.
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Configure el nodo B

Para configurar el nodo B, complete los siguientes pasos:

© N o o &

10.
1.

12.

218

. Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del

simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse
Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort...

Pulse Ctrl-C para acceder al menu Inicio.

autoboot

Pulse Ctrl-C cuando se le solicite.

Si es ONTAP 9. 5 no es la version del software que se esta arrancando, continte con los pasos siguientes
para instalar el software nuevo. Si ONTAP 9.4 es la version que se va a arrancar, seleccione la opcion 8 e
y para reiniciar el nodo. A continuacion, continte con el paso 14.

Para instalar software nuevo, seleccione la opcion 7.

Introduzca y para realizar una actualizacion.

Seleccione e0M para el puerto de red que desea usar para la descarga.
Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

. Especifique la direccién URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

<<var_url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario

Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los
siguientes reinicios.

Introduzca y para reiniciar el nodo.
Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las

tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.



13. Pulse Ctrl-C para acceder al menu Inicio.
14. Seleccione la opcién 4 para Configuracion limpia y inicializar todos los discos.

15. Introduzca y para poner a cero discos, restablezca la configuracién e instale un nuevo sistema de
archivos.

16. Introduzca y para borrar todos los datos de los discos.

La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento
se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse.

Continuacion de la configuraciéon Del nodo a y de la configuracion del cluster

Desde un programa de puertos de consola conectado al puerto de la consola De la controladora De
almacenamiento A (nodo A), ejecute el script de configuracion del nodo. Este script se muestra cuando
ONTAP 9.5 arranca en el nodo por primera vez.

El procedimiento de configuracion del nodo y de los clusteres ha cambiado ligeramente en ONTAP 9.5. El
asistente de configuracion de cluster ahora se utiliza para configurar el primer nodo de un cluster, y System
Manager se utiliza para configurar el cluster.

1. Siga las instrucciones para configurar el nodo A.
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Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to quit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:

2. Vaya a la direccion IP de la interfaz de gestion del nodo.

La configuracion del cluster también se puede realizar mediante la CLI. Este documento
@ describe la configuracion del cluster mediante la configuracidén guiada de System Manager
de NetApp.

3. Haga clic en Guided Setup para configurar el cluster.

4. Introduzca <<var clustername>> del nombre del clister y. <<var nodeA>>y.. <<var nodeB>> para
cada uno de los nodos que va a configurar. Introduzca la contrasefia que desea usar para el sistema de
almacenamiento. Seleccione Switchless Cluster para el tipo de cluster. Introduzca la licencia base del
cluster.

5. También es posible introducir licencias de funciones para Cluster, NFS e iSCSI.

6. Ve un mensaje de estado que indica que el cluster se esta creando. Este mensaje de estado cambia por
varios Estados. Este proceso tarda varios minutos.

7. Configure la red.

a. Anule la seleccion de la opcion intervalo de direcciones IP.
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b. Introduzca <<var clustermgmt ip>> En el campo Cluster Management IP Address,
<<var clustermgmt mask>>En el campo mascara de red, y. <<var clustermgmt gateway>>
En el campo Puerta de enlace. Use el ... Selector en el campo Port para seleccionar eOM del nodo A.

C. La IP de gestion de nodos para el nodo A ya se ha rellenado. Introduzca <<var nodeA mgmt ip>>
Para el nodo B.

d. Introduzca <<var domain name>> En el campo DNS Domain Name. Introduzca
<<var dns_server ip>> En el campo DNS Server |IP Address.

Puede introducir varias direcciones IP del servidor DNS.
€. Introduzca <<switch-a-ntp-ip>> En el campo servidor NTP primario.
También puede introducir un servidor NTP alternativo como <<switch- b-ntp-ip>>.

8. Configure la informacion de soporte.
a. Si el entorno requiere un proxy para acceder a AutoSupport, introduzca la URL en Proxy URL.

b. Introduzca el host de correo SMTP vy la direccion de correo electronico para las notificaciones de
eventos.

Debe, como minimo, configurar el método de notificacién de eventos antes de continuar. Puede
seleccionar cualquiera de los métodos.

9. Cuando indique que ha finalizado la configuracién del cluster, haga clic en Manage your Cluster para
configurar el almacenamiento.

Continuacion de la configuracién del cluster de almacenamiento

Después de configurar los nodos de almacenamiento y el cluster base, puede continuar con la configuracion
del cluster de almacenamiento.

Ponga a cero todos los discos de repuesto

Para poner a cero todos los discos de repuesto del cluster, ejecute el siguiente comando:

disk zerospares

Configure la personalidad de los puertos UTA2 integrados

1. Verifique el modo actual y el tipo actual de puertos ejecutando el ucadmin show comando.
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AFFA220-Clus: :> ucadmin show

Current Current Pending Pending Admin
Node Adapter Mode Type Mode Type Status
AFFA220-Clus-01
Oc cna target = = offline
AFFA220-Clus-01
0d cna target = = offline
AFFA220-Clus-01
Oe cna target = = offline
AFFA220-Clus-01
0f cna target = = offline
AFFA220-Clus-02
Oc cna target = = offline
AFFA220-Clus-02
0od cna target = = offline
AFFA220-Clus-02
Oe cna target = = offline
AFFA220-Clus-02
0f cna target = = offline

8 entries were displayed.

2. Compruebe que el modo actual de los puertos que se estan utilizando es cna y que el tipo actual esta
establecido en target. De lo contrario, cambie la personalidad de puerto ejecutando el siguiente
comando:

ucadmin modify -node <home node of the port> -adapter <port name> -mode
cna -—-type target

Los puertos deben estar desconectados para que se ejecute el comando anterior. Para desconectar un
puerto, ejecute el siguiente comando:

network fcp adapter modify -node <home node of the port> -adapter <port
name> -state down

@ Si ha cambiado la personalidad del puerto, debe reiniciar cada nodo para que el cambio se
aplique.

Habilite el protocolo de detecciéon de Cisco

Para habilitar el protocolo de deteccion de Cisco (CDP) en las controladoras de almacenamiento de NetApp,
ejecute el siguiente comando:
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node run -node * options cdpd.enable on

Habilite el protocolo de deteccion de capa de enlace en todos los puertos Ethernet

Habilite el intercambio de informacion cercana del protocolo de deteccion de capa de enlace (LLDP) entre los
switches de red y almacenamiento ejecutando el siguiente comando. Este comando habilita LLDP en todos los
puertos de todos los nodos del cluster.

node run * options lldp.enable on

Cambie el nombre de las interfaces légicas de gestion

Para cambiar el nombre de las interfaces légicas de gestion (LIF), realice los pasos siguientes:

1. Muestra los nombres de las LIF de gestion actuales.

network interface show —-vserver <<clustername>>

2. Cambie el nombre de la LIF de gestion del cluster.

network interface rename -vserver <<clustername>> -1if
cluster setup cluster mgmt 1if 1 —newname cluster mgmt

3. Cambie el nombre del LIF de gestion del nodo B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 A 1 - newname AFF A220-01 mgmtl

Configure la reversion automatica en la gestion del cluster

Ajuste la auto-revert parametro en la interfaz de gestion del cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —auto-
revert true

Configure la interfaz de red del procesador de servicio

Para asignar una direccion |IPv4 estatica al procesador de servicios en cada nodo, ejecute los siguientes
comandos:
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system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> —-gateway <<var nodeA sp gateway>>
system service-processor network modify —-node <<var nodeB>> -address
-family IPv4 —enable true - dhcp none —-ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> —-gateway <<var nodeB sp gateway>>

@ Las direcciones IP de Service Processor deben estar en la misma subred que las direcciones IP
de gestion de nodos.

Activar la recuperacion tras fallos de almacenamiento en ONTAP

Para confirmar que la conmutacion por error del almacenamiento esta habilitada, ejecute los siguientes
comandos de una pareja de conmutacion por error:

1. Comprobar el estado de recuperacion tras fallos del almacenamiento.

storage failover show

Ambas <<var nodeA>>Yy.. <<var nodeB>> debe poder realizar una toma de control. Vaya al paso 3 si
los nodos pueden realizar una toma de control.
2. Habilite la conmutacion al nodo de respaldo en uno de los dos nodos.

storage failover modify -node <<var nodeA>> -enabled true

3. Compruebe el estado de alta disponibilidad del cluster de dos nodos.

@ Este paso no es aplicable para clusteres con mas de dos nodos.

cluster ha show

4. Vaya al paso 6 si esta configurada la alta disponibilidad. Si se ha configurado la alta disponibilidad, vera el
siguiente mensaje al emitir el comando:

High Availability Configured: true
5. Habilite el modo de alta disponibilidad solo para el cluster de dos nodos.

No ejecute este comando para clusteres con mas de dos nodos debido a que provoca problemas con la
conmutacion al nodo de respaldo.
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cluster ha modify -configured true
Do you want to continue? {yln}: vy

6. Compruebe que la asistencia de hardware esta correctamente configurada y, si es necesario, modifique la
direccion IP del partner.

storage failover hwassist show

El mensaje Keep Alive Status : Error: did not receive hwassist keep alive alerts
from partner indica que la asistencia de hardware no esta configurada. Ejecute los siguientes
comandos para configurar hardware Assist.

storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var nodeA>>
storage failover modify -hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_nodeB>>

Cree un dominio de retransmision MTU para tramas gigantes en ONTAP

Para crear un dominio de retransmision de datos con un valor MTU de 9000, ejecute los siguientes comandos:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Quite los puertos de datos del dominio de retransmision predeterminado

Los puertos de datos de 10 GbE se utilizan para el trafico iSCSI/NFS y estos puertos deben eliminarse del
dominio predeterminado. Los puertos eOe y e0f no se utilizan y deben eliminarse del dominio predeterminado.

Para quitar puertos del dominio de retransmisién, ejecute el siguiente comando:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,

<<var nodeA>>:ele, <<var nodeA>>:e0f

Deshabilite el control de flujo en los puertos UTA2

Se recomienda utilizar las mejores practicas de NetApp para deshabilitar el control de flujo en todos los
puertos UTA2 conectados a dispositivos externos. Para desactivar el control de flujo, ejecute los siguientes
comandos:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {y|n}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier. Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second

interruption in carrier. Do you want to continue? {yln}: vy

@ La conexién minima directa de Cisco UCS a ONTAP no es compatible con LACP.

Configurar tramas gigantes en ONTAP de NetApp

Para configurar un puerto de red ONTAP para que utilice tramas gigantes (que normalmente tienen una MTU
de 9,000 bytes), ejecute los siguientes comandos desde el shell del cluster:
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AFF A220::> network port modify -node node A -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.

Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node B -port ele -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

AFF A220::> network port modify -node node A -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {y|n}: vy

AFF A220::> network port modify -node node B -port e0f -mtu 9000

Warning: This command will cause a several second interruption of

on this network port.
Do you want to continue? {yln}: vy

Crear VLAN en ONTAP

Para crear VLAN en ONTAP, complete los siguientes pasos:

1. Cree puertos VLAN NFS y afiadalos al dominio de retransmisiéon de datos.

network port vlan create —-node <<var nodeA>>
<<var nfs vlan id>>
network port vlan create —node <<var nodeA>>
<<var nfs vlan id>>
network port vlan create —node <<var nodeB>>
<<var nfs vlan id>>
network port vlan create —-node <<var nodeB>>
<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain

-vlan—-name eQe-

-vlan-name e0Of-

-vlan—-name eQe-

-vlan—-name eOf-

Infra NFS -ports

<<var nodeA>>: ele- <<var nfs vlan id>>, <<var nodeB>>: ele-
<<var nfs vlan id>> , <<var nodeA>>:e(0f- <<var nfs vlan id>>,

<<var nodeB>>:e0f-<<var nfs vlan id>>

2. Cree puertos VLAN iSCSI y anadalos al dominio de retransmision de datos.

service

service

service

service
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network port vlan create —node <<var nodeA>> -vlan-name eQOe-
<<var iscsi vlan A id>>

network port vlan create —-node <<var nodeA>> -vlan-name eOf-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name eOe-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name eOf-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>: ele- <<var iscsi vlan A id>>,<<var nodeB>>: ele-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>: e(0f- <<var iscsi vlan B id>>,<<var nodeB>>: e(Of-
<<var iscsi vlan B id>>

3. Cree puertos MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name eOm-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name eOm-
<<mgmt_ vlan id>>

Crear agregados en ONTAP

Durante el proceso de configuracién de ONTAP, se crea un agregado que contiene el volumen raiz. Para crear
agregados adicionales, determine el nombre del agregado, el nodo en el que se creara y el numero de discos
que contiene.

Para crear agregados, ejecute los siguientes comandos:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Conserve al menos un disco (seleccione el disco mas grande) en la configuracidon como un repuesto. Una
practica recomendada es tener al menos un repuesto para cada tipo y tamafo de disco.

Empiece con cinco discos; puede afiadir discos a un agregado cuando necesite almacenamiento adicional.
No se puede crear el agregado hasta que se complete el establecimiento en cero del disco. Ejecute el aggr

show comando para mostrar el estado de creacion del agregado. No continle hasta aggrl nodea esta en
linea.
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Configurar la zona horaria en ONTAP

Para configurar la sincronizacién horaria y establecer la zona horaria en el cluster, ejecute el siguiente
comando:

timezone <<var timezone>>

Por ejemplo, en el este de los Estados Unidos, la zona horaria es America/New York.
Cuando haya comenzado a escribir el nombre de la zona horaria, pulse la tecla TAB para ver
las opciones disponibles.

Configurar SNMP en ONTAP

Para configurar SNMP, realice los siguientes pasos:
1. Configure la informacion basica de SNMP, como la ubicacion y el contacto. Cuando se sondean, esta

informacion es visible como sysLocationy.. sysContact Variables en SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. Configure las capturas SNMP para que se envien a hosts remotos.

snmp traphost add <<var snmp server fgdn>>

Configure SNMPv1 en ONTAP

Para configurar SNMPv1, establezca la contrasefa de texto sin formato secreta compartida denominada
comunidad.

snmp community add ro <<var snmp community>>

@ Utilice la snmp community delete all comando con precaucion. Sise utilizan cadenas de
comunidad para otros productos de supervisidn, este comando las quita.

Configure SNMPv3 en ONTAP

SNMPv3 requiere que defina y configure un usuario para la autenticacion. Para configurar SNMPv3, lleve a
cabo los siguientes pasos:

1. Ejecute el security snmpusers Comando para ver el ID del motor.

2. Cree un usuario llamado snmpv3user.
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security login create -username snmpv3user -authmethod usm -application
snmp

3. Introduzca el ID del motor de la entidad autoritativa y seleccione md5 como protocolo de autenticacion.

4. Escriba una contrasefna de longitud minima de ocho caracteres para el protocolo de autenticacién cuando
se le solicite.

5. Seleccione des como protocolo de privacidad.

6. Escriba una contrasefia de longitud minima de ocho caracteres para el protocolo de privacidad cuando se
le solicite.

Configure HTTPS de AutoSupport en ONTAP
La herramienta AutoSupport de NetApp envia informacion de resumen de soporte a NetApp mediante HTTPS.

Para configurar AutoSupport, ejecute el siguiente comando:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Cree una maquina virtual de almacenamiento

Para crear una maquina virtual de almacenamiento (SVM) de infraestructura, complete los siguientes pasos:

1. Ejecute el vserver create comando.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume- security-style unix

2. Ahada el agregado de datos a la lista de agregados de infra-SVM para VSC de NetApp.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Elimine los protocolos de almacenamiento que no se utilicen de la SVM, con lo que dejara NFS e iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

4. Habilite y ejecute el protocolo NFS en la SVM de infra-SVM.

nfs create -vserver Infra-SVM -udp disabled

5. Encienda la SVM vstorage Parametro para el plugin VAAI para NFS de NetApp. A continuacion,
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compruebe que NFS se ha configurado.

vserver nfs modify -vserver Infra-SVM -vstorage enabled
vserver nfs show

(D Los comandos estan precedidos por vserver En la linea de comandos porque las SVM se
denominaban servidores anteriormente

Configure NFSv3 en ONTAP

En la siguiente tabla se muestra la informacion necesaria para completar esta configuracion.

Detalles Valor de detalle
Host ESXi direccion IP de NFS <<var_esxi_hostA_nfs_ip>>
Direccion IP de NFS del host ESXi B <<var_esxi_hostB_nfs_ip>>

Para configurar NFS en la SVM, ejecute los siguientes comandos:

1. Cree una regla para cada host ESXi en la politica de exportaciéon predeterminada.

2. Asigne una regla para cada host ESXi que se cree. Cada host tiene su propio indice de reglas. El primer
host ESXi tiene el indice de regla 1, el segundo host ESXi tiene el indice de regla 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —-allow-suid falsevserver export-
policy rule create -vserver Infra-SVM -policyname default -ruleindex 2
-protocol nfs -clientmatch <<var esxi hostB nfs ip>> -rorule sys -rwrule
Sys —-superuser sys —allow-suid false

vserver export-policy rule show

3. Asigne la politica de exportacion al volumen raiz de la SVM de infraestructura.

volume modify -vserver Infra-SVM -volume rootvol -policy default

VSC de NetApp gestiona automaticamente las politicas de exportacion si decide instalarlas
@ después de configurar vSphere. Si no lo instala, debe crear reglas de politicas de
exportacion cuando se afiadan servidores Cisco UCS B-Series adicionales.

Cree el servicio iSCSI en ONTAP

Para crear el servicio iSCSI, complete el paso siguiente:

1. Cree el servicio iSCSI en la SVM. Este comando también inicia el servicio iISCSI y establece el nombre
completo de iSCSI (IQN) para la SVM. Comprobar que iSCSI se ha configurado.

231



iscsi create -vserver Infra-SVM

iscsi show

Crear reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP

Para crear un reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP, complete los pasos
siguientes:

1. Cree un volumen para que sea el reflejo de uso compartido de carga del volumen raiz de la SVM de

infraestructura en cada nodo.

volume create -vserver Infra Vserver —volume rootvol m0l —aggregate
aggrl nodeA -size 1GB —-type DPvolume create -vserver Infra Vserver
—-volume rootvol m02 -aggregate aggrl nodeB —-size 1GB -type DP

2. Crear una programacion de tareas para actualizar las relaciones de mirroring del volumen raiz cada 15
minutos.

job schedule interval create -name 15min -minutes 15

3. Cree las relaciones de mirroring.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SvM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Inicialice la relacion de mirroring y compruebe que se haya creado.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol snapmirror

show

Configure el acceso HTTPS en ONTAP

Para configurar el acceso seguro a la controladora de almacenamiento, lleve a cabo los siguientes pasos:

1. Aumente el nivel de privilegio para acceder a los comandos de certificado.

set -privilege diag
Do you want to continue? {yln}: vy
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2. En general, ya se encuentra en funcionamiento un certificado autofirmado. Verifique el certificado
ejecutando el siguiente comando:

security certificate show

3. Para cada SVM que se muestra, el nombre comun del certificado debe coincidir con el nombre de dominio
completo (FQDN) de DNS de la SVM. Los cuatro certificados predeterminados deben eliminarse y
sustituirse por certificados autofirmados o certificados de una entidad de certificacion.

La practica recomendada es eliminar certificados caducados antes de crear certificados. Ejecute el
security certificate delete comando para eliminar certificados caducados. En el siguiente
comando, use LA TABULACION automatica para seleccionar y eliminar cada certificado predeterminado.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM - type server -serial 552429A6

4. Para generar e instalar certificados autofirmados, ejecute los siguientes comandos como comandos de
una sola vez. Generar un certificado de servidor para la SVM de infraestructura y la SVM de cluster. De
nuevo, utilice LA TABULACION automatica como ayuda para completar estos comandos.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm.netapp.com
-type server -size 2048 - country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email- addr
"abclnetapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SvVM

5. Para obtener los valores de los parametros necesarios en el paso siguiente, ejecute el security
certificate show comando.

6. Habilite cada certificado que se acaba de crear mediante el —~server-enabled truey..-client-
enabled false parametros. De nuevo, utilice LA TABULACION automatica.

security ssl modify [TAB]
Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common

-name infra-svm.netapp.com

7. Configure y habilite el acceso SSL y HTTPS y deshabilite el acceso HTTP.
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be interrupted as the web servers are restarted.
Do you want to continue {yln}: vy

System services firewall policy delete -policy mgmt -service http
-vserver <<Var_clustername>>

@ Es normal que algunos de estos comandos devuelvan un mensaje de error indicando que la
entrada no existe.

8. Vuelva al nivel de privilegio de administrador y cree la configuracion para permitir que la SVM esté
disponible en la web.

set -privilege admin
vserver services web modify -—-name spi|ontapi|compat -vserver * -enabled
true

Cree un volumen de FlexVol de NetApp en ONTAP

Para crear un volumen FlexVol® de NetApp, introduzca el nombre del volumen, el tamafo y el agregado en el
que existe. Crear dos volumenes de almacenes de datos de VMware y un volumen de arranque del servidor.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB - state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent- snapshot-space O
volume create -vserver Infra-SVM -volume infra datastore 2 -aggregate
aggrl nodeB -size 500GB - state online -policy default -junction-path
/infra_datastore_2 -space-guarantee none -percent- snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -juntion-path /infra swap -space
-guarantee none -percent-snapshot-space 0 -snapshot-policy none

volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Habilite la deduplicacion en ONTAP

Para activar la deduplicacién en los volumenes adecuados una vez al dia, ejecute los siguientes comandos:
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volume efficiency modify -vserver Infra-SVM -volume esxi boot -schedule

sun-sat@o

volume efficiency modify -vserver Infra-SVM -volume infra datastore 1

—-schedule sun-sat@O

volume efficiency modify —-vserver Infra-SVM -volume infra datastore 2

-schedule sun-sat@0

Crear LUN en ONTAP

Para crear dos numeros de unidad logica de arranque (LUN), ejecute los siguientes comandos:

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size

15GB -ostype vmware - space-reserve disabled

lun create -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra-B

15GB -ostype vmware - space-reserve disabled

(D Cuando se afiade un servidor Cisco UCS C-Series adicional, se debe crear un LUN de

arranque adicional.

Creacion de LIF iSCSI en ONTAP

En la siguiente tabla se muestra la informacion necesaria para completar esta configuracion.

Detalles
Nodo de almacenamiento a iSCSI LIFO1A

Nodo de almacenamiento: Una mascara de red
LIFO1A de iSCSI

Nodo de almacenamiento a iSCSI LIFO1B

Nodo de almacenamiento a mascara de red LIFO1B
de iSCSI

Nodo de almacenamiento B iSCSI LIFO1A

Mascara de red del nodo de almacenamiento B iSCSI
LIFO1A

ISCSI LIFO1B del nodo de almacenamiento
Mascara de red LIFO1B de nodo de almacenamiento

B.

1. Creacioén de cuatro LIF iSCSI, dos en cada nodo.

Valor de detalle
<<var_nodeA iscsi_lif01a_ip>>

<<var_nodeA_iscsi_lif01a_mask>>

<<var_nodeA iscsi_lif01b_ip>>

<<var_nodeA iscsi_lif01b_mask>>

<<var_nodeB iscsi_lif01a_ip>>

<<var_nodeB_.iscsi_lif01a_mask>>

<<var_nodeB_iscsi_lif01b_ip>>

<<var_nodeB_iscsi_lif01b_mask>>

-size
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi - home-node <<var nodeA>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
-data-protocol iscsi - home-node <<var nodeA>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> —-status-admin up - failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port ele-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up - failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
—-data-protocol iscsi - home-node <<var nodeB>> -home-port eOf-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0lb mask>> -status-admin up - failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Creacion de LIF NFS en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle

Nodo de almacenamiento: LIF NFS 01 a IP <<var_nodeA nfs_lif 01_a_ip>>
Nodo de almacenamiento A LIF NFS 01 una mascara <<var_nodeA nfs lif 01 _a mask>>
de red

Nodo de almacenamiento A LIF NFS 01 b IP <<var_nodeA nfs_lif 01 _b ip>>
Nodo de almacenamiento a mascara de red LIF 01 b  <<var_nodeA_nfs_lif 01_b_mask>>
de LIF

Nodo de almacenamiento B LIF NFS 02 a IP <<var_nodeB_nfs_lif 02_a_ip>>
Nodo de almacenamiento B LIF NFS 02 a mascara de <<var_nodeB_nfs lif 02 _a mask>>
red

Nodo de almacenamiento B LIF NFS 02 b IP <<var_nodeB_nfs_lif 02 b _ip>>

Nodo de almacenamiento B LIF NFS 02 b mascara de <<var_nodeB_nfs_lif 02_b_mask>>

red

1. Cree una LIF NFS.
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network interface create -vserver Infra-SVM -1if nfs 1if0l a -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port ele-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 a ip>> - netmask <<
var nodeA nfs 1if 01 a mask>> -status-admin up -failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if0l b -role data
-data-protocol nfs -home- node <<var nodeA>> -home-port eOf-
<<var nfs vlan id>> -address <<var nodeA nfs 1if 01 b ip>> - netmask <<
var nodeA nfs 1if 0l b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 a -role data
-data-protocol nfs -home- node <<var nodeB>> -home-port ele-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 a ip>> - netmask <<
var nodeB nfs 1if 02 a mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1if nfs 1if02 b -role data
—-data-protocol nfs -home- node <<var nodeB>> -home-port e0f-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 b ip>> - netmask <<
var nodeB nfs 1if 02 b mask>> -status-admin up —-failover-policy
broadcast-domain-wide - firewall-policy data —auto-revert true

network interface show

Anada el administrador de SVM de infraestructura

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle

IP de Vsmgmt <<var_svm_mgmt_ip>>
Mascara de red Vsmgmt <<var_svm_mgmt_mask>>
Puerta de enlace predeterminada de Vsmgmt <<var_svm_mgmt_gateway>>

Para afiadir la LIF de administrador de SVM de infraestructura y de administracion de SVM a la red de gestion,
realice los siguientes pasos:

1. Ejecute el siguiente comando:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
-data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var svm mgmt ip>> -netmask <<var svm mgmt mask>> - status-admin up
—failover-policy broadcast-domain-wide —-firewall-policy mgmt —-auto-

revert true
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@ La IP de administracion de SVM aqui debe estar en la misma subred que la IP de
administracion del cluster de almacenamiento.

2. Cree una ruta predeterminada para permitir que la interfaz de gestion de SVM llegue al mundo exterior.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —gateway
<<var_ svm mgmt gateway>> network route show

3. Establezca una contrasefia para la SVM vsadmin usuario y desbloquear el usuario.

security login password -username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>

Enter it again: <<var password>>

security login unlock -username vsadmin -vserver

Configuracion de servidor Cisco UCS

Base de Cisco UCS de FlexPod

Realice la configuracion inicial de la interconexion de estructura Cisco UCS 6324 para entornos FlexPod.

En esta seccidén se proporcionan procedimientos detallados para configurar Cisco UCS para su uso en un
entorno FlexPod robo mediante Cisco UCS Manager.

Cisco UCS Fabric Interconnect 6324 A

Cisco UCS utiliza servidores y redes de capa de acceso. Este sistema de servidores de ultima generacion de
alto rendimiento proporciona un centro de datos con un alto grado de escalabilidad y agilidad de las cargas de
trabajo.

Cisco UCS Manager 4.0(1b) es compatible con la interconexion de estructura 6324 que integra la
interconexion de estructura en el chasis Cisco UCS y proporciona una solucion integrada para un entorno de
puesta en marcha mas pequefio. Cisco UCS Mini simplifica la gestion del sistema y ahorra costes en puestas
en marcha a baja escala.

Los componentes de hardware y software son compatibles con la estructura unificada de Cisco, que ejecuta
varios tipos de trafico de centros de datos a través de un Unico adaptador de red convergente.

Configuracion inicial del sistema

La primera vez que accede a una interconexion de estructura en un dominio de Cisco UCS, el asistente de
configuracion le solicita la siguiente informacidn necesaria para configurar el sistema:
» Método de instalacion (GUI o CLI)

* Modo de configuracion (restauracion a partir de una copia de seguridad completa del sistema o la
configuracion inicial)

* Tipo de configuracion del sistema (configuracion en cluster o independiente)

* Nombre del sistema
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* Contrasena de administrador

* La direccion IPv4 del puerto de gestion y la mascara de subred, o el prefijo y la direccion IPv6

* Direccioén IPv4 o IPv6 de la pasarela predeterminada

 Direccioén IPv4 o IPv6 del servidor DNS

* Nombre de dominio predeterminado

La siguiente tabla enumera la informacion necesaria para completar la configuracion inicial de Cisco UCS en

Fabric Interconnect A

Detalles
Nombre del sistema
Contrasefia de administrador

Direccion IP de administracion: Interconexion de
estructura A

Mascara de red de gestion: Interconexion de
estructura A

Puerta de enlace predeterminada: Interconexion de
estructura A

Direccion IP del cluster
Direccion IP del servidor DNS

Nombre de dominio

Detalle/valor
<<var_ucs_clustername>>
<<var_password>>

<<var_ucsa_mgmt_ip>>

<<var_ucsa_mgmt_mask>>

<<var_ucsa_mgmt_gateway>>

<<var_ucs_cluster_ip>>
<<var_nameserver_ip>>

<<var_domain_name>>

Para configurar Cisco UCS para su uso en un entorno FlexPod, complete los pasos siguientes:

1. Conéctese al puerto de la consola de la primera interconexion de estructura a Cisco UCS 6324
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Enter the configuration method. (console/gui) ? console

Enter the setup mode; setup newly or restore from backup.
(setup/restore) ? setup

You have chosen to setup a new Fabric interconnect. Continue? (y/n):
Enforce strong password? (y/n) [y]: Enter

Enter the password for "admin":<<var password>>

Confirm the password for "admin":<<var password>>

Is this Fabric interconnect part of a cluster(select 'no' for
standalone)? (yes/no) [n]: yes

Enter the switch fabric (A/B) []: A
Enter the system name: <<var ucs clustername>>
Physical Switch MgmtO IP address : <<var ucsa mgmt ip>>
Physical Switch MgmtO IPv4 netmask : <<var ucsa mgmt mask>>
IPv4 address of the default gateway : <<var ucsa mgmt gateway>>
Cluster IPv4 address : <<var ucs cluster ip>>
Configure the DNS Server IP address? (yes/no) [n]: y

DNS IP address : <<var nameserver ip>>

Configure the default domain name? (yes/no) [n]: y

Default domain name: <<var domain name>>

Join centralized management environment (UCS Central)? (yes/no) [n]:
no

NOTE: Cluster IP will be configured only after both Fabric
Interconnects are initialized. UCSM will be functional only after peer
FI is configured in clustering mode.

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes

Applying configuration. Please wait.

Configuration file - Ok
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2. Revise la configuracion que se muestra en la consola. Si son correctos, responda yes para aplicar y
guardar la configuracion.

3. Espere a que se muestre la solicitud de inicio de sesion para comprobar que la configuracién se ha
guardado.

La siguiente tabla enumera la informacién necesaria para completar la configuracion inicial de Cisco UCS en
Fabric Interconnect B.

Detalles Detalle/valor

Nombre del sistema <<var_ucs_clustername>>
Contrasefia de administrador <<var_password>>

Direccién IP de administracion B <<var_ucsb_mgmt_ip>>
Netmask-FI B de gestion <<var_ucsb_mgmt_mask>>
Gateway-FI B predeterminada <<var_ucsb_mgmt_gateway>>
Direccion IP del cluster <<var_ucs_cluster_ip>>
Direccion IP del servidor DNS <<var_nameserver_ip>>
Nombre de dominio <<var_domain_name>>

1. Conéctese al puerto de la consola del segundo Cisco UCS 6324 Fabric Interconnect B.
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Enter the configuration method. (console/gui) ? console

Installer has detected the presence of a peer Fabric interconnect.
This Fabric interconnect will be added to the cluster. Continue (y/n) ?

Yy

Enter the admin password of the peer Fabric
interconnect:<<var password>>
Connecting to peer Fabric interconnect... done
Retrieving config from peer Fabric interconnect... done
Peer Fabric interconnect MgmtO IPv4 Address: <<var ucsb mgmt ip>>
Peer Fabric interconnect MgmtO IPv4 Netmask: <<var ucsb mgmt mask>>
Cluster IPv4 address: <<var_ucs_ cluster address>>

Peer FI is IPv4 Cluster enabled. Please Provide Local Fabric
Interconnect Mgmt0O IPv4 Address

Physical Switch Mgmt(O IP address : <<var_ ucsb mgmt ip>>

Apply and save the configuration (select 'no' if you want to re-
enter)? (yes/no): yes
Applying configuration. Please wait.

Configuration file - Ok

2. Espere a que la solicitud de inicio de sesidn confirme que la configuracion se ha guardado.

Inicie sesion en Cisco UCS Manager

Para iniciar sesion en el entorno de Cisco Unified Computing System (UCS), complete los siguientes pasos:
1. Abra un explorador web y desplacese hasta la direccion del cluster de Cisco UCS Fabric Interconnect.

Puede que tenga que esperar al menos 5 minutos tras configurar la segunda interconexion de estructura
para que aparezca Cisco UCS Manager.

2. Haga clic en el enlace Iniciar UCS Manager para iniciar Cisco UCS Manager.

3. Acepte los certificados de seguridad necesarios.

4. Cuando se lo pida, introduzca admin como nombre de usuario e introduzca la contrasena de
administrador.

5. Haga clic en Login para iniciar sesion en Cisco UCS Manager.

Software Cisco UCS Manager, version 4.0(1b)

En este documento se asume el uso del software Cisco UCS Manager, version 4.0(1b). Para actualizar el
software Cisco UCS Manager y el software Cisco UCS 6324 Fabric Interconnect, consulte "Guias de
instalacion y actualizacion de Cisco UCS Manager."

242


https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-and-configuration-guides-list.html
https://www.cisco.com/c/en/us/support/servers-unified-computing/ucs-manager/products-installation-and-configuration-guides-list.html

Configure Cisco UCS Call Home

Cisco recomienda encarecidamente que configure Call Home en Cisco UCS Manager. La configuracion de
Call Home acelera la resolucién de los casos de soporte. Para configurar Call Home, lleve a cabo los
siguientes pasos:

1. En Cisco UCS Manager, haga clic en Admin a la izquierda.

2. Seleccione All > Communication Management > Call Home.

3. Cambie el estado a Activado.

4. Rellene todos los campos segun sus preferencias de administracion y haga clic en Guardar cambios y en
Aceptar para completar la configuracion de Call Home.

Agregue bloque de direcciones IP para el acceso al teclado, video y ratén

Para crear un bloque de direcciones IP para el acceso de teclado, video y ratén en banda en el entorno Cisco
UCS, lleve a cabo los siguientes pasos:

1. En Cisco UCS Manager, haga clic en LAN a la izquierda.

2. Expanda Pools > raiz > grupos IP.

3. Haga clic con el boton derecho del raton en IP Pool ext-mgmt y seleccione Crear bloque de direcciones
IPv4.

4. Introduzca la direccion IP de inicio del bloque, el niumero de direcciones IP necesarias y la informacion de
mascara de subred y puerta de enlace.

Create Block of IPv4 Addresses X
From TOZ68.156.101 | Size 2 z

Subnet Mask - [285.255.255.0 Default Gateway 192 168.156.1

Prirmary DNS - |'r' 0.0.0 Secondary DNS - [0.0.0.0

ﬂ Cancel

5. Haga clic en OK para crear el bloque.

6. Haga clic en Aceptar en el mensaje de confirmacion.
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Sincronice Cisco UCS con NTP

Para sincronizar el entorno Cisco UCS con los servidores NTP en los switches Nexus, realice los siguientes
pasos:
1. En Cisco UCS Manager, haga clic en Admin a la izquierda.
. Expanda todo > Administracion de zonas horarias.
. Seleccione Time Zone.
. En el panel Propiedades, seleccione la zona horaria adecuada en el menu Zona horaria.
. Haga clic en Save Changes y haga clic en OK.
Haga clic en Add NTP Server.

N~ o o K~ 0w N

Introduzca <switch-a-ntp-ip> or <Nexus-A-mgmt-IP>Y haga clic en Aceptar. Haga clic en
Aceptar.

Add NTP Server ? X

MNTP Server: | 10.71.156.4

8. Haga clic en Add NTP Server.

9. Introduzca <switch-b-ntp-ip> or <Nexus-B-mgmt-IP>Y haga clic en Aceptar. Haga clic en
Aceptar en la confirmacion.

Al /
Actions Proparties
AR S Time Zone :.ﬁ.rneruua.".‘wir:*u'.' York (Eastern 1r

NTP Serve rs.

T Advanced Filier 4+ Export ™ Print

MName
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Edite la politica de deteccion del chasis

La configuracion de la politica de deteccién simplifica la adicion de chasis Cisco UCS B-Series y de
extensores de estructura adicionales para ampliar la conectividad de Cisco UCS C-Series. Para modificar la
politica de deteccion del chasis, complete los siguientes pasos:

1.

En Cisco UCS Manager, haga clic en Equipment a la izquierda y seleccione Equipment en la segunda
lista.

En el panel derecho, seleccione la ficha Directivas.

En Directivas globales, establezca la directiva de descubrimiento chasis/FEX para que coincida con el
numero minimo de puertos de enlace ascendente conectados entre el chasis o los extensores de
estructura (FEXes) y las interconexiones de estructura.

. Establezca la preferencia de agrupacion de enlaces en Canal de puertos. Si el entorno que se esta

configurando contiene una gran cantidad de trafico de multidifusién, establezca el valor hash de hardware
de multidifusion en Activado.

5. Haga clic en Save Changes.

Haga clic en Aceptar.

Habilite puertos de servidor, enlace ascendente y almacenamiento

Para habilitar los puertos de servidor y enlace ascendente, lleve a cabo los siguientes pasos:

1.

A 0N

o

En Cisco UCS Manager, en el panel de navegacion, seleccione la pestaia equipos.
Expanda Equipo > interconexiones de estructura > interconexion de estructura A > maédulo fijo.
Expanda puertos Ethernet.

Seleccione los puertos 1y 2 conectados a los switches Cisco Nexus 31108, haga clic con el botén derecho
del ratén y seleccione Configurar como puerto de enlace ascendente.

Haga clic en Si para confirmar los puertos de enlace ascendente y haga clic en Aceptar.

6. Seleccione los puertos 3 y 4 que estan conectados a las controladoras de almacenamiento de NetApp,

10.
1.

haga clic con el botén derecho y seleccione Configurar como puerto de dispositivo.
Haga clic en Yes para confirmar los puertos del dispositivo.

En la ventana Configurar como puerto de dispositivo, haga clic en Aceptar.

Haga clic en OK para confirmar.

En el panel izquierdo, seleccione modulo fijo en interconexion de estructura A.

En la pestafia puertos Ethernet, confirme que los puertos se han configurado correctamente en la columna
If Role. Si se han configurado servidores C-Series de puertos en el puerto de escalabilidad, haga clic en él
para verificar la conectividad de los puertos.
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12.
13.
14.

15.
16.

17.
18.
19.
20.
21.
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Equipment | Fabric Intercennects | Fabric Interconnect A (subordinate) | Fixed Medule

Geaners Etherrat Paste FCPots Faulls  Euvers

Tehanced Pller 4 bigon & Pinf | |, Al Uocodfigursd v Meswcrk vl A .‘.igl'Coé'J;{i-'lk v Jrined Uplink | Apcliance Storage || Fooz Sorage [/ Unfez Slege v Waritar {t
Elot Aogr Por D Port D MaC f Role i Type Overal Stsius Admin Stace Jger

| bl 1 CODEFS 303655 Metwrk Paysica t Up ¥ Eeables

1 i L Metwerk Paysia t Up 1 Erables

1 i 3 Appliance Brorage Prysea tu t Erablae

i i 4 OCDEFBA0A6E  Applisncs Storsge Paysica L ¥ Erable

| 5 | 0C-DEFS3036EC Uncerfigared Prysica v Sip Mot Preser ¥ Dissvled

1 E 3 OODEFRINGEAD  Uncenfigured Paysica W ssphier Presen:

1 5 3 DODEFBEDGEEE Uncerfzured Paysics T T

1 5 4 CU-DEFB: 303687 Unzeahigured Prysca v S Mot Presen! I Disabied

Expanda Equipo > interconexiones de estructura > interconexion de estructura B > médulo fijo.
Expanda puertos Ethernet.

Seleccione los puertos Ethernet 1 y 2 conectados a los switches Cisco Nexus 31108, haga clic con el
botén derecho del ratén y seleccione Configurar como puerto de enlace ascendente.

Haga clic en Si para confirmar los puertos de enlace ascendente y haga clic en Aceptar.

Seleccione los puertos 3 y 4 que estan conectados a las controladoras de almacenamiento de NetApp,
haga clic con el botén derecho y seleccione Configurar como puerto de dispositivo.

Haga clic en Yes para confirmar los puertos del dispositivo.

En la ventana Configurar como puerto de dispositivo, haga clic en Aceptar.
Haga clic en OK para confirmar.

En el panel izquierdo, seleccione modulo fijo en interconexion de estructura B.

En la pestafia puertos Ethernet, confirme que los puertos se han configurado correctamente en la columna
If Role. Si se han configurado servidores C-Series de puertos en el puerto de escalabilidad, haga clic en él
para verificar la conectividad de los puertos.

Equipment |/ Fabrc Interconnects | Fabric Interconnect B (primar... | Fixed Module | Ethernet Ports

Ethemet Ports

Tebahaged bl Lopon @B Toan [ llmanfigned [ et ] Seiuer \; Pzl W | e[ Unifsn Ui [ [ Bndimns Sl o TOHF Steangre [ | Mrafiand St [ Misita
Siot Agge. Port 1D Part 1D WMAC i Ral IF Type Ouerall Status Acmin State Heer
1 0 Natwark Fhysica t o t Erabicd
| o Hatwark LT b Erablec
i Phiysics t t Erabied
! a 4 t ¥ Eraties
1 8 1 v Sfp Mot Pressns b Dieabled
1 b 2 v Sip Not Present i Disabled
1 5 3 hd Sfp-Mot Present ¥ Disabled
1 5 4 LRz Fhysics W Sip ot Bresent b Disabled




Cree canales de puertos de enlace ascendente con switches Cisco Nexus 31108

Para configurar los canales de puerto necesarios en el entorno Cisco UCS, complete los siguientes pasos:

1. En Cisco UCS Manager, seleccione la pestaiia LAN en el panel de navegacion.

En este procedimiento se crean dos canales de puerto: Uno desde la estructura a hasta los
switches Cisco Nexus 31108 y uno desde la estructura B a los dos switches Cisco Nexus

@ 31108. Si esta utilizando interruptores estandar, modifique este procedimiento en
consecuencia. Si utiliza 1 switch Gigabit Ethernet (1 GbE) y SFP GLC-T en las
interconexiones de estructura, las velocidades de interfaz de los puertos Ethernet 1/1y 1/2
en las interconexiones de estructura deben configurarse en 1 Gbps.

En LAN > LAN Cloud, expanda el arbol de Fabric A.

Haga clic con el botén derecho del raton en Canales de puerto.
Seleccione Crear canal de puerto.

Introduzca 13 como el ID unico del canal del puerto.

Introduzca VPC-13-Nexus como nombre del canal de puerto.

S LI <

Haga clic en Siguiente.

Create Port Channel I

Set Porl Channe! Name o =117

Marme ¢ wPG-13-Mexus |
Add Ports i : )

Next > Cancel

8. Seleccione los siguientes puertos para afadir al canal de puerto:
a. ID de ranura 1y puerto 1
b. ID de ranura 1y puerto 2

9. Haga clic en >> para agregar los puertos al canal de puerto.

10. Haga clic en Finish para crear el canal del puerto. Haga clic en Aceptar.
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11. En Canales de puerto, seleccione el canal de puerto recién creado.
El canal del puerto debe tener un estado general de subida.

12. En el panel de navegacion, en LAN > LAN Cloud, expanda el arbol de la estructura B.
13. Haga clic con el botén derecho del raton en Canales de puerto.
14. Seleccione Crear canal de puerto.
15. Introduzca 14 como el ID unico del canal del puerto.
16. Introduzca VPC-14-Nexus como nombre del canal de puerto. Haga clic en Siguiente.
17. Seleccione los siguientes puertos para afiadir al canal de puerto:
a. ID de ranura 1y puerto 1
b. ID de ranura 1y puerto 2
18. Haga clic en >> para agregar los puertos al canal de puerto.
19. Haga clic en Finish para crear el canal del puerto. Haga clic en Aceptar.
20. En Canales de puerto, seleccione el puerto-canal recién creado.

21. El canal del puerto debe tener un estado general de subida.

Crear una organizacion (opcional)

Las organizaciones se utilizan para organizar los recursos y restringir el acceso a varios grupos dentro de la
organizacion DE TI, con lo que permiten el multi-tenancy de los recursos informaticos.

@ Aunque este documento no asume el uso de las organizaciones, este procedimiento
proporciona instrucciones para crear una.

Para configurar una organizacion en el entorno Cisco UCS, complete los pasos siguientes:
1. En Cisco UCS Manager, en el menu Nuevo de la barra de herramientas, en la parte superior de la
ventana, seleccione Crear organizacion.
2. Escriba un nombre para la organizacion.
3. Opcional: Introduzca una descripcion para la organizacion. Haga clic en Aceptar.

4. Haga clic en Aceptar en el mensaje de confirmacion.

Configure los puertos del dispositivo de almacenamiento y las VLAN de almacenamiento

Para configurar los puertos del dispositivo de almacenamiento y las VLAN de almacenamiento, siga estos
pasos:
1. En Cisco UCS Manager, seleccione la pestafia LAN.
Amplie el cloud de dispositivos.
Haga clic con el botén derecho en Appliances Cloud.
Seleccione Create VLAN.
Introduzca NFS-VLAN como el nombre de la VLAN de Infrastructure NFS.

Deje comun/Global seleccionado.

N o g k&~ 0 DN

Introduzca <<var nfs vlan id>> Para el ID de VLAN.
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8. Tipo de uso compartido de baja establecido en Ninguno.

10.
1.
12.
13.
14.
15.
16.
17.
18.
19.
20.

21.

Create V0LANS - X

Create VLANs o

VLAN Name/Prefic ;| NFS-VYLAN

(#)Common/Global OFabric A (COFabric B (C)Both Fabrics Configured Differently

You are creating global VLANS that map to the same VLAN IDs in & avalable fabrics,
Enter the range of VLAN IDs.(e.q. "2009-2019%, “29,35,40-45", "23°, "23,34-45")

YLAN IDS:EE 70 |

Sharing Type : (&) None ) Primary (O Isolated () Community

Check Overlap | | Ok | | Cancel

Haga clic en OK 'y, a continuacion, vuelva a hacer clic en OK para crear la VLAN.
Haga clic con el botén derecho en Appliances Cloud.

Seleccione Create VLAN.

Introduzca iISCSI-A-VLAN como nombre para la infraestructura iSCSI Fabric A VLAN.
Deje comun/Global seleccionado.

Introduzca <<var iscsi-a vlan id>> Para el ID de VLAN.

Haga clic en OK y, a continuacion, vuelva a hacer clic en OK para crear la VLAN.
Haga clic con el botén derecho en Appliances Cloud.

Seleccione Create VLAN.

Introduzca iSCSI-B-VLAN como nombre para la VLAN de infraestructura iSCSI Fabric B.
Deje comun/Global seleccionado.

Introduzca <<var iscsi-b vlan_ id>> Parael ID de VLAN.

Haga clic en OK 'y, a continuacion, vuelva a hacer clic en OK para crear la VLAN.
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22.
23.
24,
25.
26.

27.

28.

29.
30.

31.
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Haga clic con el botdn derecho en Appliances Cloud.
Seleccione Create VLAN.

Introduzca Native-VLAN como nombre de la VLAN nativa.
Deje comun/Global seleccionado.

Introduzca <<var native vlan id>> Para el ID de VLAN.

Haga clic en OK 'y, a continuacion, vuelva a hacer clic en OK para crear la VLAN.

LAN ;| LAN Cloud | VLANS

VLAl
W Ahncvet R * Fronm o et £F
Marma [1&} - Type rEnEpat Matn WLAN Sheanig rimary VLAN Namie Mulbesst ooy Mems
WAN delaul ) 1 Lan Eches Yes Hor
WLAN D002-Mative IZ) 2 Lan Ether =1 Al
Wi AN gl 1 &% 8 L Ethe P
WLAN 707 -18-MGRIT (107 101 L Ebhes Mot
WLAM D702 WM (1021 a2 Lan Ethar Mo ore
103 1 Etr. Nore
104 L Elle . lote
120 L Ethe- o ore
121 Lan Ethear Mo More

En el panel de navegacion, en LAN > Directivas, expanda dispositivos y haga clic con el boton derecho del
raton en Directivas de control de red.

Seleccione Crear Directiva de control de red.
Asigne un nombre a la politica Enable CDP_LLPD Y seleccione habilitado junto a CDP.

Habilite las funciones de transmisién y recepcion para LLDP.

Properties for: Enable_CDP X
Genoral Evarits
Actions Proparties
Detata Mame Enable_CDP
Show Palicy Usage Description
Crnuner . Local
chp ¢ |1 Dizabled '®! Enabled |

MAC Register Mode | |8 Only Natve Vian | All Host Vians |

Acticnan Uplink Fail || () Link Deowrs ) Warning

MAC Security

Farge | * Mlow E=iny

LLOP
Transmit: |\ Disabled (w) Enabled
Recaive - Digabled ) Enabied

OK Cancal Help




32.
33.
. Amplie las interfaces.
35.
36.

37.

38.

39.

40.
41.

42.

43.
. Establezca la VLAN nativa como VLAN nativa.
45.
46.
47.
48.
49.
50.

Haga clic en Aceptar y, a continuacién, vuelva a hacer clic en Aceptar para crear la directiva.

En el panel de navegacion, en LAN > Appliances Cloud, expanda el arbol de Fabric A.

Seleccione interfaz de dispositivo 1/3.

En el campo etiqueta de usuario, incluya informacion que indique el puerto de la controladora de
almacenamiento; por ejemplo <storage controller 01 name>:e0Oe. Haga clic en Save Changesy
OK.

Seleccione Enable_CDP Network Control Policy y seleccione Save Changes (Guardar cambios) y OK
(Aceptar).

En VLAN, seleccione iSCSI-A-VLAN, NFS VLAN y la VLAN nativa. Establezca la VLAN nativa como VLAN
nativa. Borre la seleccion de VLAN predeterminada.

Haga clic en Save Changes y OK.

LAN | Apghuniss | Fabrizd | iurinoe | Apphunes inisces 11

3
1
ta
(]

AFFAFON_Chis (1] a0e

&

Seleccione Appliance Interface 1/4 en Fabric A.

En el campo etiqueta de usuario, incluya informacion que indique el puerto de la controladora de
almacenamiento; por ejemplo <storage controller 02 name>:e0Oe. Haga clic en Save Changesy
OK.

Seleccione Enable_CDP Network Control Policy y seleccione Save Changes (Guardar cambios) y OK
(Aceptar).

En VLAN, seleccione iSCSI-A-VLAN, NFS VLAN y la VLAN nativa.

Borre la seleccion de VLAN predeterminada.

Haga clic en Save Changes y OK.

En el panel de navegacion, en LAN > Appliances Cloud, expanda el arbol de Fabric B.
Amplie las interfaces.

Seleccione interfaz de dispositivo 1/3.

En el campo etiqueta de usuario, incluya informacion que indique el puerto de la controladora de
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almacenamiento; por ejemplo <storage controller 01 name>:e0f. Haga clic en Save Changesy
OK.

51. Seleccione Enable_CDP Network Control Policy y seleccione Save Changes (Guardar cambios) y OK
(Aceptar).

52. En VLAN, seleccione iSCSI-B-VLAN, NFS VLAN y la VLAN nativa. Establezca la VLAN nativa como VLAN
nativa. Anule la selecciéon de la VLAN predeterminada.

LAN | Applisnces | Fabric B | Interfaces | Appliance Interface 143

Actinns Propertics

o 3
Shot 1D 1

Fabic 1D B

Fguregtet Pun D [

Lser Liabed AFFAZOD_Clus_D7 et
Transport Type
Pon

Admin Spanadigons)

Pricrty
Fin o . v
Matwaork Gontroe Folicy Enabife CEP

Flrww Canrarsd Pobicy [ctefinalt v

 WLAN

IVLAN HFS VLAN 102
Plamve VLAN - WLAK Natwe-VLAN (7] ¥

53. Haga clic en Save Changes y OK.
54. Seleccione interfaz de dispositivo 1/4 en Fabric B.

55. En el campo etiqueta de usuario, incluya informacion que indique el puerto de la controladora de
almacenamiento; por ejemplo <storage controller 02 name>:e0f.Haga clic en Save Changesy
OK.

56. Seleccione Enable CDP Network Control Policy y seleccione Save Changes (Guardar cambios) y OK
(Aceptar).

57. En VLAN, seleccione iSCSI-B-VLAN, NFS VLAN y la VLAN nativa. Establezca la VLAN nativa como VLAN
nativa. Anule la seleccién de la VLAN predeterminada.

58. Haga clic en Save Changes y OK.
Establezca las tramas gigantes en la estructura de Cisco UCS

Para configurar tramas gigantes y permitir la calidad de servicio en la estructura Cisco UCS, realice los
siguientes pasos:

1. En Cisco UCS Manager, en el panel de navegacion, haga clic en la pestafa LAN.
2. Seleccione LAN > LAN Cloud > QoS System Class.

3. En el panel derecho, haga clic en la ficha General .
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4. En la fila esfuerzo, introduzca 9216 en el cuadro situado bajo la columna MTU.

Al = LAN / LAN Clood | QoS System Class

LaN Annnea P ]
Priarity Enabled CoS Packot Weight Waight T Mufticast
Dhrop (£ Optimized
Platinum 0 v WA P v
Gold = - g . Mk vartrial
Sikver 3 ‘ 5 N | p— o
Bronze 1 . NIA Fastmeal -
Best v Any g . . 0

aana v
Effory

toplan Fibwa o o 5 - 50 Nja
ARplances Channet - 2

= Fabiiic A

5. Haga clic en Save Changes.

6. Haga clic en Aceptar.

Reconozca el chasis de Cisco UCS

Para reconocer todos los chasis Cisco UCS, lleve a cabo los siguientes pasos:
1. En Cisco UCS Manager, seleccione la pestafia Equipo y, a continuacién, expanda la pestafia equipos de la
derecha.
2. Expanda Equipo > chasis.
3. En acciones para el chasis 1, seleccione reconocer chasis.
4. Haga clic en Aceptar y, a continuacion, en Aceptar para completar el reconocimiento del chasis.
5.

Haga clic en Cerrar para cerrar la ventana Propiedades.

Cargar imagenes de firmware de Cisco UCS 4.0(1b)

Para actualizar el software Cisco UCS Manager y el software Cisco UCS Fabric Interconnect a la version
4.0(1b), consulte "Guias de instalacion y actualizacion de Cisco UCS Manager".

Cree un paquete de firmware del host

Las directivas de administraciéon de firmware permiten al administrador seleccionar los paquetes
correspondientes para una configuracion de servidor determinada. Estas politicas suelen incluir paquetes para
adaptadores, BIOS, controlador de placa, adaptadores de FC, ROM de opcion del adaptador de bus de host
(HBA) y propiedades de la controladora de almacenamiento.

Para crear una politica de gestion de firmware para una configuracion de servidor determinada en el entorno
de Cisco UCS, lleve a cabo los pasos siguientes:

1. En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

2. Seleccione Policies > root.

3. Expanda Paquetes de firmware del host.

4. Seleccione predeterminado.
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5. En el panel acciones, seleccione Modificar versiones de paquete.

6. Seleccione la version 4.0(1b) para los dos paquetes blade.

Modify Package Versions >
Blade Package : [4.0(1b)B v
Rack Package :@ |<not set> v
Service Pack v

The images from Service Pack will take precedence over the images from Blade or Rack Package

Excluded Components:

Adapter

BIOS

Board Controller
CIMC

FC Adapters

Flex Flash Controller
GPUs

HBA Option ROM
Host NIC

Host NIC Option ROM
Local Disk

NVME Mswitch Firmware
PsL)

SAS Ewnondor

[ I S [

OK Cancel Help

7. Haga clic en OK'y, a continuacién, en OK de nuevo para modificar el paquete de firmware del host.

Crear pools de direcciones MAC

Para configurar los pools de direcciones MAC necesarios para el entorno Cisco UCS, realice los siguientes
pasos:
1. En Cisco UCS Manager, haga clic en LAN a la izquierda.
2. Seleccione Pools > raiz.
En este procedimiento, se crean dos grupos de direcciones MAC, uno para cada estructura de
conmutacion.
Haga clic con el botén derecho del ratén en grupos MAC de la organizacion raiz.
Seleccione Crear pool MAC para crear el pool de direcciones MAC.
Introduzca MAC-Pool-A como nombre del pool MAC.

Opcional: Introduzca una descripcion para el grupo MAC.

N o o A~ W

Seleccione secuencial como opcién para Orden de asignacion. Haga clic en Siguiente.

254



8. Haga clic en Anadir.

9. Especifique una direccion MAC inicial.

Para la solucion FlexPod, se recomienda colocar OA en el octeto siguiente al ultimo de la
direccion MAC inicial para identificar todas las direcciones MAC como direcciones de la

CD estructura A. En nuestro ejemplo, hemos seguido el ejemplo de incrustar también la
informacién de niumero de dominio de Cisco UCS, que nos proporciona 00:25:B5:32:0A:00
como primera direccion MAC.

10. Especifique un tamano para el grupo de direcciones MAC que sea suficiente para admitir los recursos de
servidor o blade disponibles. Haga clic en Aceptar.

Create a Block of MAC Addresses

First MAC Address : | 00:25:85:32:0A:00 Size: |64 =

To ensure unigueness of MACs in the LAN fabric, you are strongly encouraged to use the following MAC
prefix:
00:25:B5:xx:xx:xX

11. Haga clic en Finalizar.

12. En el mensaje de confirmacion, haga clic en Aceptar.

13. Haga clic con el boton derecho del raton en grupos MAC de la organizacion raiz.

14. Seleccione Crear pool MAC para crear el pool de direcciones MAC.

15. Introduzca MAC-Pool-B como nombre del pool MAC.

16. Opcional: Introduzca una descripcion para el grupo MAC.

17. Seleccione secuencial como opcién para Orden de asignacion. Haga clic en Siguiente.

18. Haga clic en Adadir.
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19.

20.

21.
22.

Especifique una direccién MAC inicial.

Para la solucion FlexPod, se recomienda colocar 0B en el siguiente al ultimo octeto de la
direccion MAC inicial para identificar todas las direcciones MAC de este grupo como

@ direcciones de la estructura B. Una vez mas, hemos seguido adelante en nuestro ejemplo
de incrustar también la informacion de nimero de dominio de Cisco UCS, que nos
proporciona 00:25:B5:32:0B:00 como nuestra primera direccion MAC.

Especifique un tamano para el grupo de direcciones MAC que sea suficiente para admitir los recursos de
servidor o blade disponibles. Haga clic en Aceptar.

Haga clic en Finalizar.

En el mensaje de confirmacioén, haga clic en Aceptar.

Cree un pool IQN de iSCSI

Para configurar los pools IQN necesarios para el entorno Cisco UCS, complete los siguientes pasos:

—_

© © N o o & 0w N

-
©

1.
12.
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. En Cisco UCS Manager, haga clic en SAN a la izquierda.

Seleccione Pools > raiz.

Haga clic con el botén derecho en IQN Pools.

Seleccione Create IQN Suffix Pool para crear el pool IQN.

Introduzca IQN-Pool para el nombre del pool IQN.

Opcional: Introduzca una descripcion para el pool de IQN.

Introduzca ign.1992-08.com.cisco como prefijo.

Seleccione secuencial para orden de asignacion. Haga clic en Siguiente.
Haga clic en Afadir.

Introduzca ucs-host como sufijo.

@ Si se utilizan varios dominios de Cisco UCS, es posible que deba utilizar un sufijo IQN mas
especifico.

Introduzca 1 en el campo de.

Especifique el tamafio del bloque de IQN suficiente para admitir los recursos del servidor disponibles.
Haga clic en Aceptar.



Create a Block of IQN Suffixes

Suffix : | ucs-host

Fram : |1

Size @ [ 16

13. Haga clic en Finalizar.

Cree pools de direcciones IP del iniciador de iSCSI

Para configurar el arranque iSCSI de los pools IP necesarios para el entorno Cisco UCS, realice los pasos
siguientes:

1. En Cisco UCS Manager, haga clic en LAN a la izquierda.

2. Seleccione Pools > raiz.

3. Haga clic con el botén derecho en IP Pools.

4. Seleccione Crear Pool IP.

5. Introduzca iSCSI-IP-Pool-A como nombre del pool IP.

6. Opcional: Introduzca una descripcién para el grupo IP.

7. Seleccione secuencial para la orden de asignacion. Haga clic en Siguiente.

8. Haga clic en Agregar para agregar un bloque de direccion IP.

9. En el campo from, introduzca el principio del rango que se asignara como direcciones IP de iSCSI.
10. Establezca el tamario en direcciones suficientes para acomodar los servidores. Haga clic en Aceptar.
11. Haga clic en Siguiente.

12. Haga clic en Finalizar.
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13.
14.
15.
16.
17.
18.
19.
20.
21.
22.

Haga clic con el botén derecho en IP Pools.

Seleccione Crear Pool IP.

Introduzca iSCSI-IP-Pool-B como nombre del pool IP.

Opcional: Introduzca una descripcién para el grupo IP.

Seleccione secuencial para la orden de asignacion. Haga clic en Siguiente.

Haga clic en Agregar para agregar un bloque de direccion IP.

En el campo from, introduzca el principio del rango que se asignara como direcciones IP de iSCSI.
Establezca el tamafo en direcciones suficientes para acomodar los servidores. Haga clic en Aceptar.
Haga clic en Siguiente.

Haga clic en Finalizar.

Cree un pool de sufijos UUID

Para configurar el pool de sufijos de identificador Unico universal (UUID) necesario para el entorno de Cisco
UCS, complete los siguientes pasos:

—_

A A A

13.
14.

© ®© N o g &~ WD

. En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

Seleccione Pools > raiz.

Haga clic con el botdn derecho en grupos de sufijo de UUID.
Seleccione Crear pool de sufijo de UUID.

Introduzca UUID-Pool como el nombre del pool de sufijos de UUID.
Opcional: Introduzca una descripcién para el pool de sufijos UUID.
Mantenga el prefijo en la opcion derivada.

Seleccione secuencial para la orden de asignacion.

Haga clic en Siguiente.

Haga clic en Add para afadir un bloque de UUID.

. Mantenga el campo de en el valor predeterminado.

. Especifique un tamafo para el bloque UUID que sea suficiente para admitir los recursos blade o de

servidor disponibles. Haga clic en Aceptar.
Haga clic en Finalizar.

Haga clic en Aceptar.

Cree un pool de servidores

Para configurar el pool de servidores necesario para el entorno Cisco UCS, lleve a cabo los pasos siguientes:

1.
2.
3.
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@ Considere la posibilidad de crear pools de servidores Unicos para lograr la granularidad

necesaria en su entorno.

En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.
Seleccione Pools > raiz.

Haga clic con el botén derecho en grupos de servidores.
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Seleccione Crear Pool de servidores.
Escriba "Infra-Pool" como nombre del pool de servidores.
Opcional: Introduzca una descripcién para el pool de servidores. Haga clic en Siguiente.

Seleccione dos (0 mas) servidores que se utilizaran para el cluster de gestion de VMware y haga clic en
>> para anadirlos al pool "servidor de infra-Pool".

Haga clic en Finalizar.

Haga clic en Aceptar.

Cree una politica de control de red para el protocolo de descubrimiento de Cisco y el protocolo de deteccion de la capa
de enlace

Para crear una politica de control de red para el protocolo de descubrimiento de Cisco (CDP) y el protocolo de
deteccion de capas de vinculo (LLDP), lleve a cabo los siguientes pasos:

1.

® N o g M W DN

En Cisco UCS Manager, haga clic en LAN a la izquierda.

Seleccione Policies > root.

Haga clic con el botén derecho en Directivas de control de red.

Seleccione Crear Directiva de control de red.

Introduzca el nombre de la politica Enable-CDP-LLDP.

Para CDP, seleccione la opcion Enabled.

Para LLDP, desplacese hacia abajo y seleccione Enabled tanto para transmisién como para recepcion.

Haga clic en Aceptar para crear la directiva de control de red. Haga clic en Aceptar.

Create Network Control Policy ? X

cop . Disabled (®) Enabled |
MAC Remister Mode ¢ [(e Only Native Vian ) All Host Vians |
Action on Uplink Fail : |(e) Link Down ) Warning

MAC Security

Forge : () Allow Deny

LLDP
Transmmit : Disahi.ed ® Enabiled
Receive - | Disabled ! Enabled
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Crear politica de control de potencia

Para crear una politica de control de alimentacion para el entorno Cisco UCS, lleve a cabo los pasos
siguientes:

En Cisco UCS Manager, haga clic en la pestafia servidores de la izquierda.

Seleccione Policies > root.

Haga clic con el botén derecho del ratén en Directivas de control de energia.

Seleccione Crear politica de control de alimentacion.

Introduzca sin tapa de alimentacion como nombre de la politica de control de alimentacion.

Cambie la configuracion de la tapa de alimentacion a sin tapa.

S L T R

Haga clic en Aceptar para crear la politica de control de alimentacion. Haga clic en Aceptar.

X

Create Power Control Policy

Name . | No-Power-Cap
Descrniption
Fan Speed Polcy @ | Any v

Power Capping

If you choose cap. the server s allocated a certain amount of power based on its priornty
within its power group. Priority values range from 1 to 10, with 1 being the highest priority. If
you choose no-cap, the server is exempt from all power capping.

's)No Cap () cap

Cisco UCS Manager only enforces power capping when the servers in a power group require
more power than is currently available. With sufficient power, all servers run at full capacity
regardless of ther prionty.

Crear politica de calificacion de pool de servidores (opcional)

Para crear una politica de cualificacion de pool de servidores opcional para el entorno Cisco UCS, realice los
pasos siguientes:
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CD Este ejemplo crea una politica para los servidores Cisco UCS B-Series con los procesadores

Intel E2660 v4 Xeon Broadwell.

. En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

. Seleccione Policies > root.

. Seleccione requisitos de directiva de pool de servidores.

. Seleccione Crear calificacion de directiva de grupo de servidores o Agregar.
. Asigne un nombre a la politica Intel.

. Seleccione Crear CPU/calificaciones de nucleos.

. Seleccione Xeon en el procesador/arquitectura.

. Introduzca <UCcs-CpPU- PID> Como el ID de proceso (PID).

. Haga clic en Aceptar para crear la calificacion CPU/Core.

. Haga clic en Aceptar para crear la directiva y, a continuacién, haga clic en Aceptar para confirmar la

directiva.

il CPLCores ThubhoaTons

Crear directiva de BIOS del servidor

Para crear una politica de BIOS de servidor para el entorno Cisco UCS, complete los pasos siguientes:

A L L S

En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.
Seleccione Policies > root.

Haga clic con el botén derecho del raton en Directivas de BIOS.
Seleccione Crear directiva de BIOS.

Escriba VM-Host como nombre de la politica del BIOS.

Cambie la configuracion de arranque silencioso a Desactivado.

Cambie la asignacion de nombres de dispositivos coherente a Activado.
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8. Seleccione la ficha procesador y configure los siguientes parametros:
o Estado del procesador C: Desactivado
> Procesador C1E: Desactivado
o Informe C3 del procesador: Desactivado

o Informe del procesador C7: Desactivado

Create BIS Pobicy 7

gt B e H1

HL b . . L L e il

9. Desplacese hasta las opciones restantes del procesador y configure los siguientes parametros:
> Rendimiento energético: Rendimiento
o Sustitucion de suelo de frecuencia: Activada

o Regulacion del reloj DRAM: Rendimiento
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10. Haga clic en memoria RAS y establezca los siguientes parametros:

o Modo DDR LV: Modo de rendimiento

L e P i

Traatid Farasa

[

B T,

11. Haga clic en Finalizar para crear la directiva de BIOS.

12. Haga clic en Aceptar.

Actualice la directiva de mantenimiento predeterminada

Para actualizar la directiva de mantenimiento predeterminada, lleve a cabo los siguientes pasos:

Seleccione Policies > root.
Seleccione Directivas de mantenimiento > predeterminado.

Cambie la directiva de reinicio a Ack de usuario.

o w0 DN =

servidor.

En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

Seleccione en Siguiente arranque para delegar las ventanas de mantenimiento a los administradores del
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6. Haga clic en Save Changes.

7. Haga clic en Aceptar para aceptar el cambio.

Cree plantillas VNIC

Para crear varias plantillas de tarjeta de interfaz de red virtual (VNIC) para el entorno de Cisco UCS, complete
los procedimientos descritos en esta seccion.

@ Se crea un total de cuatro plantillas VNIC.

Crear NIC virtuales de infraestructura

Para crear una infraestructura VNIC, lleve a cabo los siguientes pasos:

—_

. En Cisco UCS Manager, haga clic en LAN a la izquierda.
Seleccione Policies > root.

Haga clic con el botén derecho del ratén en Plantillas VNIC.
Seleccione Crear plantilla VNIC.

Introduzca Site-XX-vNIC A Como nombre de plantilla VNIC.
Seleccione Actualizar plantilla como el Tipo de plantilla.

Para Fabric ID, seleccione Fabric A.

Asegurese de que la opcidn Activar conmutacion por error no esté seleccionada.

© ©® N o o & 0w N

Seleccione plantilla principal para Tipo de redundancia.

-
©

Deje la plantilla de redundancia del mismo nivel establecida en <not set>.

—_
—_

. En destino, asegurese de que solo esta seleccionada la opcion adaptador.

-
N

. Configurado Native-VLAN Como la VLAN nativa.

-
w

. Seleccione Nombre VNIC para el origen CDN.
. Para MTU, introduzca 9000.

-
(62 N

. En VLAN permitidas, seleccione Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS, Site-XX-VM-
Traffic, Y Site-XX-vMotion. Utilice la tecla Ctrl para realizar esta seleccion multiple.

16. Haga clic en Select. Estas VLAN ahora deben aparecer en las VLAN seleccionadas.

17. En la lista MAC Pool, seleccione MAC Pool A.
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18. En la lista Directiva de control de red, seleccione Pool-A.

19. En la lista Network Control Policy, seleccione Enable-CDP-LLDP.

20. Haga clic en Aceptar para crear la plantilla VNIC.

21. Haga clic en Aceptar.
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Para crear la plantilla de redundancia secundaria infra-B, lleve a cabo los siguientes pasos:

1. En Cisco UCS Manager, haga clic en LAN a la izquierda.

© N o g &~ WD

Seleccione Policies > root.

Gamaction Aaicies
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Seleccione Crear plantilla VNIC.

Seleccione Actualizar plantilla como el Tipo de plantilla.
Para Fabric ID, seleccione Fabric B.

Seleccione la opcion Habilitar conmutacion por error.

¥ Zroda i

Haga clic con el botén derecho del ratén en Plantillas VNIC.

Introduzca "site-XX-VNIC_B 'como nombre de plantilla VNIC.
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18.
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21.
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La seleccion de la opcidn de recuperacion tras fallos es un paso critico para mejorar el
tiempo de recuperacion tras fallos de enlaces, ya que la gestion se lleva a cabo a nivel de
hardware y la proteccion frente a cualquier posible fallo de NIC que no detecte el switch

virtual.

Seleccione plantilla principal para Tipo de redundancia.

Deje la plantilla de redundancia del mismo nivel establecida en vNIC Template A.
En destino, asegurese de que sdélo esta seleccionada la opcidn adaptador.
Configurado Native-VLAN Como la VLAN nativa.

Seleccione Nombre VNIC para el origen CDN.

Para MTU, introduzca 9000.

En VLAN permitidas, seleccione Native-VLAN, Site-XX-IB-MGMT, Site-XX-NFS,
Traffic, Y Site-XX-vMotion. Utilice la tecla Ctrl para realizar esta seleccion multiple.

Haga clic en Select. Estas VLAN ahora deben aparecer en las VLAN seleccionadas.
En la lista MAC Pool, seleccione MAC_Pool B.

En la lista Directiva de control de red, seleccione Pool-B.

En la lista Network Control Policy, seleccione Enable-CDP-LLDP.

Haga clic en Aceptar para crear la plantilla VNIC.

Haga clic en Aceptar.

LAN ¢ Pabcium | ruul | wBEC Tergilalen | oW Tamgilale vhG_Twmgplela B

wHIE_ Turnphute_E

Site-XX-VM-



Cree NIC iSCSI

Para crear NIC iSCSI, lleve a cabo los siguientes pasos:

—_

. Seleccione LAN a la izquierda.

Seleccione Policies > root.

Haga clic con el boton derecho del ratén en Plantillas VNIC.

Seleccione Crear plantilla VNIC.

Introduzca Site- 01-iSCSI_A Como nombre de plantilla VNIC.
Seleccione Fabric A. No seleccione la opcion Activar conmutacion por error.
Deje el tipo de redundancia establecido en sin redundancia.

En destino, asegurese de que solo esta seleccionada la opcién adaptador.

© ® N o 0 &> w N

Seleccione Actualizar plantilla para Tipo de plantilla.
En VLAN, seleccione Only Site- 01-iSCSI_A_VLAN.
. Seleccione Site- 01-iISCSI_A_VLAN como VLAN nativa.

A A A

. Deje el nombre VNIC establecido para el origen CDN.

. En MTU, introduzca 9000.

. En la lista MAC Pool, seleccione MAC-Pool-A.

. En la lista Network Control Policy, seleccione Enable-CDP-LLDP.

N I G,
o o1 A~ W

. Haga clic en Aceptar para completar la creacion de la plantilla VNIC.

-_—
~

. Haga clic en Aceptar.
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25.
26.
27.
28.

29.
30.
31.

32.
33.
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LAM | Policies | root | wHIC Templates | oNIC Template Site_01_ISCSI-A
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Policies
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Connection Policies

Seleccione LAN a la izquierda.

Seleccione Policies > root.

Haga clic con el botén derecho del ratén en Plantillas VNIC.

Seleccione Crear plantilla VNIC.

Introduzca Site- 01-iSCSI_B Como nombre de plantilla VNIC.
Seleccione Fabric B. No seleccione la opcién Activar conmutacion por error.
Deje el tipo de redundancia establecido en sin redundancia.

En destino, asegurese de que solo esta seleccionada la opcidn adaptador.
Seleccione Actualizar plantilla para Tipo de plantilla.

En VLAN, seleccione solo Site- 01-iSCSI B VLAN.

Seleccione Site- 01-iSCSI_B VLAN Como la VLAN nativa.

Deje el nombre VNIC establecido para el origen CDN.

En MTU, introduzca 9000.

En la lista Pool MAC, seleccione MAC-Pool-B.

En la lista Directiva de control de red, seleccione Enable-CDP-LLDP.

Haga clic en Aceptar para completar la creacién de la plantilla VNIC.



34. Haga clic en Aceptar.
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Cree una politica de conectividad LAN para el arranque iSCSI

Este procedimiento se aplica a un entorno de Cisco UCS en el que hay dos LIF iSCSI en el nodo de cluster 1
(iscsi 1ifOlay..iscsi 1if01b)Y dos LIF iSCSI estan en el nodo de cluster 2 (iscsi 1if02aly..
iscsi_ 1if02b). Asimismo, se supone que los LIF A estan conectados al tejido A (Cisco UCS 6324 A) y que
los LIF B estan conectados al tejido B (Cisco UCS 6324 B).

Para configurar la directiva de conectividad LAN de la infraestructura necesaria, lleve a cabo los siguientes
pasos:

1.

N o g bk~ 0D

En Cisco UCS Manager, haga clic en LAN a la izquierda.
Seleccione LAN > Directivas > raiz.
Haga clic con el botdn derecho del ratén en Directivas de conectividad LAN.

Seleccione Crear directiva de conectividad LAN.
Introduzca Site-XX-Fabric-A como nombre de la politica.
Haga clic en la opcion Agregar superior para agregar un VNIC.

En el cuadro de dialogo Crear VNIC, introduzca Site-01-vNIC-A Como nombre del VNIC.
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Seleccione la opcidn usar plantilla VNIC.
En la lista plantilla VNIC, seleccione vNIC Template A.
En la lista desplegable Adapter Policy, seleccione VMware.

Haga clic en Aceptar para agregar este VNIC a la directiva.

Modify vNIC B X

Mame  Site-07-vMNIC-A
Use yNiC Termplate; €

viNIG Ternplati vMIC_Tempéato_& ¥
Adaptar Porformance Profdo
Sudater Policy YkBiame W & Adapasr Pali

Comnaction Policikes

Haga clic en la opcion Agregar superior para agregar un VNIC.

En el cuadro de dialogo Crear VNIC, introduzca Site-01-vNIC-B Como nombre del VNIC.
Seleccione la opcidn usar plantilla VNIC.

En la lista plantilla VNIC, seleccione vNIC Template B.

En la lista desplegable Adapter Policy, seleccione VMware.

Haga clic en Aceptar para agregar este VNIC a la directiva.

Haga clic en la opcion Agregar superior para agregar un VNIC.

En el cuadro de dialogo Crear VNIC, introduzca Site-01- iSCSI-A Como nombre del VNIC.
Seleccione la opcién usar plantilla VNIC.

En la lista plantilla VNIC, seleccione Site-01-1SCSI-A.

En la lista desplegable Adapter Policy, seleccione VMware.



23.
24,
25.
26.
27.
28.
29.
30.
31.
32.

33.

Haga clic en Aceptar para agregar este VNIC a la directiva.

Haga clic en la opcion Agregar superior para agregar un VNIC.

En el cuadro de didlogo Crear VNIC, introduzca Site-01-i5CSI-B Como nombre del VNIC.
Seleccione la opcidén usar plantilla VNIC.

En la lista plantilla VNIC, seleccione Site-01-1SCSI-B.

En la lista desplegable Adapter Policy, seleccione VMware.

Haga clic en Aceptar para agregar este VNIC a la directiva.

Expanda la opcion Agregar NIC iSCSI.

Haga clic en la opcion Agregar inferior del espacio Agregar vNIC iSCSI para agregar el VNIC iSCSI.

En el cuadro de didlogo Create iSCSI VNIC, introduzca Site-01-i1SCSI-A Como nombre del VNIC.

Seleccione Overlay VNIC AS Site-01-1SCSI-A.

. Deje la opcion iSCSI Adapter Policy (Politica del adaptador iSCSI) en no configurado.
35.
36.
37.

Seleccione la VLAN como Site-01-1SCSI-Site-A (nativo).
Seleccione Ninguno (utilizado de forma predeterminada) como asignacién de direccion MAC.

Haga clic en Aceptar para agregar el VNIC iSCSI a la directiva.
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Modify ISCSI vNIC

Name . Site-01-I1SCSI-A
Overlay vNIC : | Site-01-ISCSI-A v

ISCSI Adapter Policy : | <notset> ¥ Create iSCS| Adapter Policy

VLAN | Site_01_ISCSI-A (native) v

iSCSI MAC Address

MAC Address Assignment: Select(None used by default)

Create MAC Pool

38. Haga clic en la opcion Agregar inferior del espacio Agregar vNIC iSCSI para agregar el VNIC iSCSI.
39. En el cuadro de dialogo Create iSCSI VNIC, introduzca Site-01-iSCSI-B Como nombre del VNIC.
40. Seleccione Overlay VNIC como Site-01-iSCSI-B.

41. Deje la opcion iSCSI Adapter Policy (Politica del adaptador iSCSI) en no configurado.

42. Seleccione la VLAN como Site-01-iSCSI-Site-B (nativo).

43. Seleccione Ninguno (utilizado de forma predeterminada) como asignacion de direcciones MAC.

44. Haga clic en Aceptar para agregar el VNIC iSCSI a la directiva.

45. Haga clic en Save Changes.
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Cree la politica vMedia para el arranque de instalacion de VMware ESXi 6.7U1

En los pasos de configuracion de Data ONTAP de NetApp es necesario un servidor web HTTP, que se utiliza
para alojar Data ONTAP de NetApp y software VMware. La politica de vMedia creada aqui asigna VMware
ESXi 6. 7U1 I1SO al servidor Cisco UCS para arrancar la instalacion ESXi. Para crear esta directiva, lleve a
cabo los siguientes pasos:

—_

A A A

13.

14.
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. En Cisco UCS Manager, seleccione Servers a la izquierda.

Seleccione Policies > root.

Seleccione vMedia Policies.

Haga clic en Agregar para crear una nueva directiva de vMedia.
Asigne un nombre a la politica ESXi-6.7U1-HTTP.

Introduzca Mounts ISO para ESXi 6.7U1 en el campo Description.
Seleccione Si si Reintentar en caso de fallo de montaje.

Haga clic en Afiadir.

Asigne el nombre Mount ESXi-6.7U1-HTTP.

Seleccione el tipo de dispositivo CDD.

. Seleccione el protocolo HTTP.

. Introduzca la direccién IP del servidor web.

@ Las IP del servidor DNS no se han introducido anteriormente en la IP del KVM, por lo tanto,
es necesario introducir la IP del servidor web en lugar del nombre de host.

Introduzca VMware-VMvisor-Installer-6.7.0.update01-10302608.x86 64.iso Como nombre
de archivo remoto.

Este VMware ESXi 6.7U1 ISO se puede descargar desde "Descargas de VMware".

Introduzca la ruta del servidor web al archivo ISO en el campo Remote Path.
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15. Haga clic en Aceptar para crear el montaje vMedia.

16. Haga clic en Aceptar y, a continuacion, vuelva a Aceptar para completar la creacion de la politica de
vMedia.

Para cualquier servidor nuevo afadido al entorno Cisco UCS, se puede utilizar la plantilla de perfil de
servicio vMedia para instalar el host ESXi. En el primer arranque, el host arranca en el instalador de ESXi
desde que el disco montado en SAN esta vacio. Una vez instalado ESXi, no se hace referencia a vMedia
mientras se pueda acceder al disco de arranque.

Create vMedia Mount
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Crear politica de arranque iSCSI

El procedimiento de esta seccion se aplica a un entorno Cisco UCS en el que hay dos interfaces légicas iSCSI
(LIF) en el nodo de cluster 1 (iscsi 1if0lay..iscsi 1if01b)Y dos LIF iSCSI estan en el nodo de cluster
2 (iscsi_1if02ay..iscsi 1if02b). Ademas, se supone que las LIF A estan conectadas a la estructura A
(Cisco UCS Fabric Interconnect A) y que los LIF B estan conectados a la estructura B (Cisco UCS Fabric
Interconnect B).

@ Hay una politica de arranque configurada en este procedimiento. La directiva configura el
destino principal que se va a utilizar iscsi 1if0la.

Para crear una politica de arranque para el entorno Cisco UCS, complete los pasos siguientes:

1. En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

2. Seleccione Policies > root.
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Haga clic con el botén derecho del ratén en Directivas de arranque.

Seleccione Crear directiva de arranque.

Introduzca Site-01-Fabric-A como nombre de la directiva de arranque.

Opcional: Introduzca una descripcién para la directiva de arranque.

Mantenga desactivada la opcién Reiniciar en orden de arranque.

El modo de arranque es heredado.

Expanda el menu desplegable dispositivos locales y seleccione Agregar CD/DVD remoto.

Expanda el menu desplegable NIC iSCSI y seleccione Agregar inicio iSCSI.

. En el cuadro de dialogo Add iSCSI Boot, introduzca site-01-iSCSI-A. Haga clic en Aceptar.
. Seleccione Add iSCSI Boot.
. En el cuadro de dialogo Add iSCSI Boot, introduzca site-01-iSCSI-B. Haga clic en Aceptar.

. Haga clic en OK para crear la directiva.

Propearties for: Boot Policy Site-01-Fabric—-A >
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Crear plantilla de perfil de servicio

En este procedimiento, se crea una plantilla de perfil de servicio para los hosts ESXi de infraestructura para el
arranque de Fabric A.

Para crear la plantilla de perfil de servicio, lleve a cabo los siguientes pasos:

1.

En Cisco UCS Manager, haga clic en Servers (servidores) a la izquierda.

2. Seleccione Plantillas de perfil de servicio > raiz.
3.
4
5

Haga clic con el botén derecho del ratén en root.

. Seleccione Crear plantilla de perfil de servicio para abrir el asistente Crear plantilla de perfil de servicio.

. Introduzca vM-Host-Infra-iSCSI-A como nombre de la plantilla de perfil de servicio. Esta plantilla de

perfil de servicio esta configurada para arrancar desde el nodo de almacenamiento 1 en la estructura A.
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6. Seleccione la opcion Actualizar plantilla.

7. En UUID, seleccione UUID Pool Como pool de UUID. Haga clic en Siguiente.

Create Sennce Proble Templole
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Configure el aprovisionamiento del almacenamiento

Para configurar el aprovisionamiento de almacenamiento, complete los siguientes pasos:

1. Si tiene servidores sin discos fisicos, haga clic en Directiva de configuracién de disco local y seleccione la
Directiva de almacenamiento local de arranque DE SAN. De lo contrario, seleccione la Politica de

almacenamiento local predeterminada.

2. Haga clic en Siguiente.

Configuracion de las opciones de red

Para configurar las opciones de red, lleve a cabo los siguientes pasos:
1. Mantenga la configuracién predeterminada de la directiva de conexién dinamica de VNIC.
2. Seleccione la opcion usar directiva de conectividad para configurar la conectividad LAN.
3. Seleccione iISCSI-Boot en el menu desplegable LAN Connectivity Policy.

4. Seleccione IQN Pool En asignacion de nombre de iniciador. Haga clic en Siguiente.
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Operational Policies

< Prev Next = m Canoel

Configurar la conectividad SAN

Para configurar la conectividad SAN, siga estos pasos:

1. En el caso de VHBA, seleccione no para el ;Como desea configurar la conectividad DE SAN? opcion.

2. Haga clic en Siguiente.

Configurar la divisién en zonas

Para configurar la division en zonas, haga clic en Next.

Configurar la colocacion de VNIC/HBA

Para configurar la colocacién de VNIC/HBA, lleve a cabo los siguientes pasos:

Create Service Profile Template X
Ciptioeally spocy LAN confquration mformation
ldentify Servics Profils
Template
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1. En la lista desplegable Seleccionar ubicacion, deje la politica de colocacion como permitir que el sistema

realice la colocacion.
2. Haga clic en Siguiente.
Configure la directiva vMedia

Para configurar la directiva vMedia, realice los siguientes pasos:

1. No seleccione una politica de vMedia.

2. Haga clic en Siguiente.
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Configurar el orden de arranque del servidor

Para configurar el orden de arranque del servidor, lleve a cabo los siguientes pasos:

1. Seleccione Boot-Fabric-2A Para Directiva de inicio.

Create Service Profile Template

Opticnally specify the boot pelicy for this scrvice profile tomplac
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Operational Paolicies

2. En el orden Boor, seleccione Site-01- iSCSI-A.
3. Haga clic en Set iISCSI Boot Parameters.

4. En el cuadro de dialogo definir parametros de arranque iSCSI, deje la opcion Perfil de autenticacion en sin
establecer a menos que haya creado de forma independiente uno adecuado para su entorno.

5. Deje el cuadro de didlogo asignacion de nombre de iniciador no establecido para utilizar el nombre de
iniciador de perfil de servicio Unico definido en los pasos anteriores.

Configurado 1SCSI_IP Pool A Como directiva de direccion IP del iniciador.

Seleccione la opcion iSCSI Static Target Interface (interfaz de destino estatica iSCSI).

Haga clic en Ahadir.

© © N ©

Introduzca el nombre del destino iISCSI. Para obtener el nombre de destino iSCSI de infra-SVM, inicie
sesion en la interfaz de gestion de clusteres de almacenamiento y ejecute el iscsi show comando.

10. Introduzca la direccion IP de iscsi 1if 02a Para el campo Direccién IPv4.
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Create iSCSI Static Target

ECSI Target Mame iqn. 1992 -08.com natapp::
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11. Haga clic en OK para afadir el destino estatico iSCSI.
12. Haga clic en Afadir.

13. Introduzca el nombre del destino iISCSI.

14. Introduzca la direccion IP de iscsi 1if 0la Para el campo Direccion IPv4.

Create iSCSI Static Target

ISCSI Target Mame ign._1992-08. com natapp::
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Authenbication Profle: | cnot sal> » Crete SCS! Authentication Profie
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?
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Cancel

X

15. Haga clic en OK para anadir el destino estatico iSCSI.
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Las IP de destino se colocaron con el nodo de almacenamiento 02 IP primero y el nodo de
@ almacenamiento 01 IP segundo. Se asume que la LUN de arranque esta en el nodo 01. El
host arranca mediante la ruta al nodo 01 si se utiliza el orden de este procedimiento.

En el orden de arranque, seleccione iSCSI-B-VNIC.
Haga clic en Set iSCSI Boot Parameters.

En el cuadro de dialogo definir parametros de arranque iSCSI, deje la opcion Perfil de autenticacion como
no establecido a menos que haya creado de forma independiente uno adecuado para su entorno.

Deje el cuadro de diadlogo asignacién de nombre de iniciador no establecido para utilizar el nombre de
iniciador de perfil de servicio Unico definido en los pasos anteriores.

Configurado iSCSI_IP Pool B Como politica de direccion IP del iniciador.
Seleccione la opcion iSCSI Static Target Interface (interfaz de destino estatico iISCSI).
Haga clic en Ahadir.

Introduzca el nombre del destino iISCSI. Para obtener el nombre de destino iSCSI de infra-SVM, inicie
sesion en la interfaz de gestion de clusteres de almacenamiento y ejecute el iscsi show comando.



24. Introduzca la direccién IP de iscsi 1if 02b Para el campo Direccion IPv4.

Create iSCSI Static Target 7 X
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25. Haga clic en OK para afadir el destino estatico iSCSI.
26. Haga clic en AAdadir.

27. Introduzca el nombre del destino iISCSI.

28. Introduzca la direccién IP de iscsi 1if 01b Para el campo Direccion IPv4.

Create iSCSI Static Target X
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29. Haga clic en OK para afadir el destino estatico iSCSI.
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30. Haga clic en Siguiente.

Configure la directiva de mantenimiento

Para configurar la directiva de mantenimiento, lleve a cabo los siguientes pasos:

1. Cambie la directiva de mantenimiento a predeterminada.
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2. Haga clic en Siguiente.

Configurar la asignacién de servidores

Para configurar la asignacion del servidor, lleve a cabo los siguientes pasos:

1. En la lista asignacion de grupos, seleccione Infra-Pool.

2. Seleccione Down como estado de alimentacidn que se va a aplicar cuando el perfil esté asociado al
servidor.

3. Expanda Administracién de firmware en la parte inferior de la pagina y seleccione la directiva
predeterminada.
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4. Haga clic en Siguiente.

Configure las politicas operativas
Para configurar las directivas operativas, realice los siguientes pasos:

1. En la lista desplegable BIOS Policy, seleccione VM-Host.

2. Expanda Configuracion de la politica de control de alimentacion y seleccione sin limite de alimentacion en
la lista desplegable Politica de control de alimentacion.
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3. Haga clic en Finalizar para crear la plantilla de perfil de servicio.

4. Haga clic en Aceptar en el mensaje de confirmacion.

Crear una plantilla de perfil de servicio habilitada para vMedia

Para crear una plantilla de perfil de servicio con vMedia activado, lleve a cabo los siguientes pasos:

1. Conéctese a UCS Manager y haga clic en servidores a la izquierda.

Seleccione Plantillas de perfil de servicio > raiz > plantilla de servicio VM-Host-Infra-iSCSI-A.

Haga clic con el botén derecho en VM-Host-Infra-iISCSI-A y seleccione Create a Clone.

Asigne un nombre al clon vM-Host-Infra-iSCSI-A-vM.

Seleccione la VM-Host-infra-iSCSI-A-VM recién creada y seleccione la ficha vMedia Policy a la derecha.
Haga clic en Modificar la directiva de vMedia.

Seleccione ESXi-6. 7TU1-HTTP vMedia Policy y haga clic en Aceptar.

® N o o > W N

Haga clic en OK para confirmar.

Crear perfiles de servicio

Para crear perfiles de servicio a partir de la plantilla de perfil de servicio, lleve a cabo los siguientes pasos:

1. Conéctese a Cisco UCS Manager y haga clic en servidores a la izquierda.

2. Expanda servidores > Plantillas de perfil de servicio > raiz > <name> de plantilla de servicio.

3. En acciones, haga clic en Crear perfil de servicio desde plantilla y compita los siguientes pasos:
a. Introduzca Site- 01-Infra-0 como prefijo de nombre.
b. Introduzca 2 como el nimero de instancias que se van a crear.
c. Seleccione root como org.

d. Haga clic en Aceptar para crear los perfiles de servicio.
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Create Service Profiles From Template \J
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4. Haga clic en Aceptar en el mensaje de confirmacion.

5. Compruebe que los perfiles de servicio Site-01-Infra-01Yy.. Site-01-Infra-02 se han creado.
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@ Los perfiles de servicio se asocian automaticamente con los servidores de sus pools de
servidores asignados.

Parte de configuracion del almacenamiento 2: Arranque de las LUN y los iGroups
Configuracion del almacenamiento de arranque de ONTAP

Cree iGroups

Para crear grupos iniciadores (iGroups), complete los pasos siguientes:

1. Ejecute los siguientes comandos desde la conexion SSH del nodo de gestion del cluster:

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-01 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-01-ign>

igroup create -vserver Infra-SVM —-igroup VM-Host-Infra-02 -protocol
iscsi -ostype vmware —-initiator <vm-host-infra-02-ign>

igroup create -vserver Infra-SVM -igroup MGMT-Hosts -protocol iscsi
—ostype vmware —-initiator <vm-host-infra-0l1-ign>, <vm-host-infra-02-ign>

(D Utilice los valores enumerados en la tabla 1 y la tabla 2 para obtener la informacion de IQN.
2. Para ver los tres iGroups recién creados, ejecute el igroup show comando.

Asigne LUN de arranque a iGroups

Para asignar LUN de arranque a iGroups, complete el paso siguiente:

1. Desde la conexion SSH de administracion del cluster de almacenamiento, ejecute los siguientes
comandos:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A
—igroup VM-Host-Infra-01 -lun-id Olun map -vserver Infra-SVM -volume
esxi boot -lun VM-Host-Infra- B —-igroup VM-Host-Infra-02 -lun-id O

Procedimiento de implementacion de VMware vSphere 6.7U1

En esta seccidn, se proporcionan los procedimientos detallados para la instalacion de VMware ESXi 6.7U1 en
una configuraciéon FlexPod Express. Una vez finalizados los procedimientos, se aprovisionan dos hosts ESXi
arrancados.

Existen varios métodos para instalar ESXi en un entorno VMware. Estos procedimientos se centran en como

utilizar la consola KVM incorporada y las funciones de medios virtuales de Cisco UCS Manager para asignar
medios de instalacion remotos a servidores individuales y conectarse a sus LUN de arranque.
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Descargue la imagen personalizada de Cisco para ESXi 6.7U1

Si no se ha descargado la imagen personalizada de VMware ESXi, complete los siguientes pasos para
completar la descarga:

1. Haga clic en el siguiente enlace: VMware vSphere Hypervisor (ESXi) 6.7U1.
2. Necesita un ID de usuario y una contrasefa en "vmware.com" para descargar este software.

3. Descargue el .iso archivo.

Administrador de Cisco UCS

Cisco UCS IP KVM permite al administrador iniciar la instalaciéon del sistema operativo a través de medios
remotos. Es necesario iniciar sesion en el entorno Cisco UCS para ejecutar el KVM de IP.

Para iniciar sesion en el entorno de Cisco UCS, complete los siguientes pasos:

1. Abra un explorador web e introduzca la direccion IP para la direccion del cluster de Cisco UCS. Este paso
inicia la aplicacion Cisco UCS Manager.
2. Haga clic en el enlace Iniciar UCS Manager en HTML para iniciar la GUI de HTML 5 UCS Manager.

3. Si se le solicita que acepte los certificados de seguridad, acepte seguin sea necesario.

&

Cuando se le solicite, introduzca admin como nombre de usuario e introduzca la contrasefa
administrativa.

Para iniciar sesiéon en Cisco UCS Manager, haga clic en Iniciar sesion.
En el menu principal, haga clic en servidores a la izquierda.

Seleccione servidores > Perfiles de servicios > raiz > VM-Host-Infra-01.

Haga clic con el botdn derecho del ratén vM-Host-Infra-01 Y seleccione KVM Console.

© ® N o O

Siga las indicaciones para iniciar la consola KVM basada en Java.
10. Seleccione servidores > Perfiles de servicios > raiz > VM-Host-Infra-02.
11. Haga clic con el boton derecho del raton vM-Host-Infra-02. Y seleccione KVM Console.

12. Siga las indicaciones para iniciar la consola KVM basada en Java.

Configure la instalacion de VMware ESXi
ESXi aloja VM-Host-infra-01 y VM-Host- infra-02

Para preparar el servidor para la instalacion del sistema operativo, complete los siguientes pasos en cada host
ESXi:
1. En la ventana KVM, haga clic en Medios virtuales.
Haga clic en Activar dispositivos virtuales.
Si se le solicita que acepte una sesion KVM sin cifrar, acepte segun sea necesario.
Haga clic en Medios virtuales y seleccione Mapa CD/DVD.
Desplacese hasta el archivo de imagen ISO del instalador ESXi y haga clic en Open.

Haga clic en asignar dispositivo.

N o o k&~ 0 DN

Haga clic en la ficha KVM para supervisar el inicio del servidor.
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Instalar ESXi

ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para instalar VMware ESXi en el LUN de inicio iSCSI de los hosts, realice los pasos siguientes en cada host:
1. Inicie el servidor seleccionando Boot Server (servidor de inicio) y haciendo clic en OK (Aceptar). A

continuacién, vuelva a hacer clic en Aceptar.

2. En el reinicio, la maquina detecta la presencia de los medios de instalacion de ESXi. Seleccione el
instalador de ESXi en el menu de arranque que aparece.

3. Cuando el instalador haya terminado de cargarse, presione Entrar para continuar con la instalacion.
4. Leery aceptar el contrato de licencia para usuario final (CLUF). Pulse F11 para aceptar y continuar.

5. Seleccione el LUN que se configurd anteriormente como disco de instalacion para ESXi y pulse Intro para
continuar con la instalacion.

6. Seleccione la distribucion de teclado adecuada y pulse Intro.
7. Introduzca y confirme la contrasefa de root y pulse Intro.

8. El instalador emite una advertencia de que el disco seleccionado se volvera a particionar. Pulse F11 para
continuar con la instalacion.

9. Una vez finalizada la instalacion, seleccione la pestana Virtual Media y borre la Marca P junto al medio de
instalacién de ESXi. Haga clic en Yes.

@ Debe anular la asignacion de la imagen de instalacion de ESXi para asegurarse de que el
servidor se reinicie en ESXi y no en el instalador.

10. Una vez finalizada la instalacion, pulse Intro para reiniciar el servidor.

11. En Cisco UCS Manager, enlace el perfil de servicio actual a la plantilla de perfil de servicio que no es
vMedia para evitar el montaje de la instalacion de ESXi iso a través de HTTP.

Configure las redes de gestion para los hosts ESXi

Es necesario afiadir una red de gestion para cada host VMware para gestionar el host. Para afiadir una red de
gestion para los hosts VMware, complete los siguientes pasos en cada host ESXi:

ESXi Host VM-Host-Infra-01 y VM-Host-Infra-02

Para configurar cada host ESXi con acceso a la red de gestion, complete los pasos siguientes:

—_

. Cuando el servidor haya terminado de reiniciarse, pulse F2 para personalizar el sistema.

Inicie sesion como root, Introduzca la contrasefia correspondiente y pulse Intro para iniciar sesion.
Seleccione Opciones de solucion de problemas y pulse Intro.

Seleccione Enable ESXi Shell y pulse Enter.

Seleccione Habilitar SSH y pulse Intro.

Pulse Esc para salir del menu Opciones de solucion de problemas.

Seleccione la opcién Configure Management Network y pulse Intro.

Seleccione Adaptadores de red y pulse Intro.

© © N o o &~ w N

Compruebe que los nimeros del campo etiqueta de hardware coinciden con los nimeros del campo
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10

11
12
13
14

15
16
17
18
19

20
21
22
23
24
25

26

Nombre del dispositivo.

. Pulse Intro.

Network Adapters

e adapters for this host’s default management netuwork
ction. Use two or more adapters for fault-tolerance
load-balancing.
Device Name Harduare Label (MAC Address) Status
[X1 vanicB Site-01-vNIC-A (...00:8a:2e) Connected (...)
[X]1 vanicl Site-01-vNIC-B (...00:0b:2e) Connected (...)
[ 1 vnnic2 Site-01-ISC... (...00:0a:3e) Connected (...)
[ 1 vhnic3 Site-01-ISC... (...00:0b:3e) Connected (...)
<D> View Details <Space> Toggle Selected <{Enter> 0K <Esc> Cancel

. Seleccione la opcion VLAN (opcional) y pulse Intro.
. Introduzca el <ib-mgmt-vlan-id>Y pulse Intro.

. Seleccione IPv4 Configuration y presione Enter.

. Seleccione la opcion establecer la direccion IPv4 estatica y la configuracion de red mediante la barra

espaciadora.
. Introduzca la direccién IP para gestionar el primer host ESXi.
. Introduzca la mascara de subred para el primer host ESXi.
. Introduzca la puerta de enlace predeterminada para el primer host ESXi.
. Pulse Intro para aceptar los cambios en la configuracion de IP.

. Seleccione la opcion DNS Configuration y presione Enter.

@ Dado que la direccion IP se asigna manualmente, la informacion DNS también debe

introducirse manualmente.

. Introduzca la direccion IP del servidor DNS primario.

. Optional: Introduzca la direccion IP del servidor DNS secundario.
. Introduzca el FQDN para el primer host ESXi.

. Pulse Intro para aceptar los cambios en la configuracion de DNS.

. Pulse Esc para salir del menu Configurar red de gestion.

. Seleccione Test Management Network (Red de administracion de pruebas) para comprobar que la red de

gestion esta configurada correctamente y pulse Intro.

. Pulse Intro para ejecutar la prueba, pulse Intro de nuevo una vez que haya finalizado la prueba, revise el
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27.
28.
29.
30.
31.

entorno si hay un fallo.

Seleccione de nuevo Configurar red de administracion y pulse Intro.

Seleccione la opcién IPv6 Configuration y presione Enter.

Mediante la barra espaciadora, seleccione Disable IPv6 (Reiniciar requerido) y pulse Intro.
Pulse Esc para salir del submenu Configurar red de administracion.

Pulse y para confirmar los cambios y reiniciar el host ESXi.

Restablecer la direccion MAC del puerto de VMkernel de host VMware ESXi vmk0 (opcional)

ESXi Host VM-Host-Infra-01 y VM-Host-Infra-02

De forma predeterminada, la direccion MAC del puerto de VMkernel de gestién vmkO0 es la misma que la
direccion MAC del puerto Ethernet en el que se coloca. Si el LUN de arranque del host ESXi se reasigna a un

se
co

rvidor diferente con direcciones MAC diferentes, se producira un conflicto de direccion MAC porque vmkO
nserva la direccion MAC asignada a menos que se restablezca la configuracion del sistema ESXi. Para

restablecer la direccion MAC de vmkO a una direccion MAC asignada por VMware aleatoria, complete los
siguientes pasos:

1.

oo N

En la pantalla principal del menu de la consola ESXi, pulse Ctrl-Alt-F1 para acceder a la interfaz de linea
de comandos de VMware Console. En el KVM UCSM, Ctrl-Alt-F1 aparece en la lista de macros estaticas.

Inicie sesidbn como root.

Tipo esxcfg-vmknic -1 para obtener una lista detallada de la interfaz vmk0. VmkO debe formar parte
del grupo de puertos de la red de gestion. Anote la direccion IP y la mascara de red de vmkO.

Para eliminar vmkO, introduzca el siguiente comando:

esxcfg-vmknic -d “Management Network”

Para volver a afadir vmkO con una direccién MAC aleatoria, introduzca el siguiente comando:

esxcfg-vmknic —-a —-i <vmkO-ip> -n <vmkO-netmask> “Management Network””.

Verifique que vmkO se ha afiadido de nuevo con una direccion MAC aleatoria

esxcfg-vmknic -1

. Tipo exit para cerrar la sesioén en la interfaz de linea de comandos.

. Pulse Ctrl-Alt-F2 para volver a la interfaz de menus de la consola ESXi.

Inicie sesion en hosts VMware ESXi con el cliente host de VMware

Host ESXi VM-host-Infra-01

Para iniciar sesion en el host ESXi de VM-Host-Infra-01 con el cliente host de VMware, complete los
siguientes pasos:
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1. Abra un explorador Web en la estacion de trabajo de gestion y desplacese hasta VvM-Host-Infra-01
Direccién IP de administracion.

Haga clic en Open the VMware Host Client.
Introduzca root para el nombre de usuario.
Introduzca la contrasena de raiz.

Haga clic en Iniciar sesion para conectarse.

© o k~ W DN

Repita este proceso para iniciar sesion en VM-Host-Infra-02 en una pestafia o ventana del navegador
por separado.

Instalacion de controladores de VMware para la tarjeta de interfaz virtual (VIC) de Cisco

Descargue y extraiga el paquete sin conexion del controlador VIC de VMware a la estacion de trabajo de
gestion:

» Controlador Nenic version 1.0.25.0

ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para instalar los controladores VIC de VMware en el host de ESXi VM-Host-Infra-01 y VM-Host-Infra-02, lleve
a cabo los siguientes pasos:

1. En cada cliente host, seleccione almacenamiento.

2. Haga clic con el botdn derecho del ratén en datastor1 y seleccione examinar.

3. En el explorador Datastore, haga clic en Upload.

4. Desplacese hasta la ubicacion guardada de los controladores VIC descargados y seleccione VMW-ESX-
6.7.0-nenic-1.0.25.0-offline_Bundle-11271332.zip.

5. En el explorador Datastore, haga clic en Upload.

6. Haga clic en Abrir para cargar el archivo en datos1.

7. Asegurese de que el archivo se haya cargado en ambos hosts ESXi.

8. Coloque cada host en modo de mantenimiento si no lo esta ya.

9. Conéctese a cada host ESXi a través de ssh desde una conexion de shell o un terminal de putty.

10. Inicie sesidon como root con la contrasena root.

11. Ejecute los siguientes comandos en cada host:

esxcli software vib update -d /vmfs/volumes/datastorel/VMW-ESX-6.7.0-
nenic-1.0.25.0-offline bundle-11271332.zip
reboot

12. Inicie sesion en el cliente host en cada host una vez que se haya completado el reinicio y salga del modo
de mantenimiento.

Configure los puertos de VMkernel y el conmutador virtual

ESXi Host VM-Host-Infra-01 y VM-Host-Infra-02
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Para configurar los puertos de VMkernel y los switches virtuales en los hosts ESXi, complete los pasos
siguientes:

© © N O O A~ W N -
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21.
22.
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
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. En Host Client, seleccione Networking en la izquierda.

. En el panel central, seleccione la ficha conmutadores virtuales.
. Seleccione vSwitchO.

. Seleccione Editar configuracion.

. Cambie el MTU a 9000.

. Amplie NIC Teaming.

En la seccion Orden de conmutacion por error, seleccione vmnic1 y haga clic en Marcar activo.

. Verifique que vmnic1 ahora tenga el estado Active.
. Haga clic en Guardar.

. Seleccione Networking a la izquierda.

. En el panel central, seleccione la ficha conmutadores virtuales.
. Seleccione iScsiBootvSwitch.

. Seleccione Editar configuracion.

. Cambie el MTU a 9000

. Haga clic en Guardar.

. Seleccione la ficha NIC de VMkernel.

. Seleccione vmk1 iScsiBootPG.

. Seleccione Editar configuracion.

. Cambie el MTU a 9000.

. Expanda Configuracion de IPv4 y cambie la direccion IP a una direccion fuera de UCS iSCSI-IP-Pool-A.

Para evitar conflictos de direcciones IP si las direcciones IP Pool de Cisco UCS se deben
volver a asignar, se recomienda utilizar direcciones IP diferentes en la misma subred para
los puertos de VMkernel de iSCSI.

Haga clic en Guardar.

Seleccione la ficha switches virtuales.

Seleccione el conmutador virtual estandar Add.

Escriba un nombre de i ScsciBootvSwitch-B Para el nombre de vSwitch.
Establezca la MTU en 9000.

Seleccione vmnic3 en el menu desplegable Uplink 1.

Haga clic en Afadir.

En el panel central, seleccione la ficha NIC de VMkernel.

Seleccione Agregar NIC de VMkernel

Especifique un nombre de grupo de puertos nuevo de iScsiBootPG-B.
Seleccione iScciBootvSwitch-B para el conmutador virtual.
Establezca la MTU en 9000. No introduzca un ID de VLAN.



33.

36.
37.
38.
39.

40.
41.
42.
43,
. En el conmutador virtual, seleccione vSwitch0 seleccionado.
45,
46.
47.
48.
49.
50.
51.
52.
53.

Seleccione Static (estatico) para la configuracion IPv4 y expanda la opcidn para proporcionar la direccion y
la mascara de subred dentro de la configuracion.

Para evitar conflictos de direcciones IP, si las direcciones IP Pool de Cisco UCS se deben
volver a asignar, se recomienda utilizar direcciones IP diferentes en la misma subred para
los puertos VMkernel de iSCSI.

. Haga clic en Crear.
35.

A la izquierda, seleccione Networking (redes) y, a continuacion, seleccione la ficha Port groups (grupos de
puertos).

En el panel central, haga clic con el boton derecho del ratén en VM Network y seleccione Remove.
Haga clic en Quitar para completar la eliminacion del grupo de puertos.
En el panel central, seleccione Agregar grupo de puertos.

Asigne el nombre al grupo de puertos Management Network e introduzca <ib-mgmt-vlan-id> En el
campo VLAN ID, y asegurese de que esté seleccionado Virtual Switch vSwitchO.

Haga clic en Agregar para finalizar las ediciones de la red IB-MGMT.
En la parte superior, seleccione la ficha NIC de VMkernel.
Haga clic en Add VMkernel NIC.

Para el grupo de puertos nuevo, introduzca VMotion.

Introduzca <vmotion-vlan-id> Para el ID de VLAN.

Cambie el MTU a 9000.

Seleccione Configuracién IPv4 estatica y expanda Configuracién de IPv4.
Introduzca la direccion IP y la mascara de red del host ESXi.

Seleccione la pila vMotion TCP/IP.

Seleccione vMotion en Services.

Haga clic en Crear.

Haga clic en Add VMkernel NIC.

Para New Port group, introduzca NFS_Share.

. En el conmutador virtual, seleccione vSwitchO seleccionado.
55.

56.
57.
58.
59.
60.
61.

Introduzca <infra-nfs-vlan-id> Para el ID de VLAN

Cambie el MTU a 9000.

Seleccione Configuracion IPv4 estatica y expanda Configuracion de IPv4.

Introduzca la direccion IP y la mascara de red de NFS de la infraestructura del host ESXi.
No seleccione ninguno de los Servicios.

Haga clic en Crear.

Seleccione la pestafa Switches virtuales y seleccione vSwitch0. Las propiedades de los NIC de VMkernel
vSwitch0 deberian ser similares al ejemplo siguiente:
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62. Seleccione la ficha NIC de VMkernel para confirmar los adaptadores virtuales configurados. Los
adaptadores enumerados deben ser similares al ejemplo siguiente:

3 localhost localdomain - Networking

Port groups Virtual switches Physicatl NICs [ VYMkernel MICs l TCP/P stacks Firewsall rules

88 Add VMkernsl NIC 7 it settings | (@ Refresh | 4% Actions (‘@ search
Marme w | Portgroup w  TCF/P stack w | Services w | |Pvdad... ~ [IPv6 addresses -
B vmkD ﬁ Management Network 22 Default TCP/IP stack Management 172187 fedl:225b5f fella2eBd
B vk Q_ iScsiBootPG == Default TCP/IP stack 1892168,  feBD;22505F fell ade/td
1 Rt ﬁ {SceiBootPG-B == Default TCF/IP stack 1892.168.... felD;:250:56f febd. 1248
B vimk3 g MNF&_Share =% Default TCP/IP stack 192.168.... fedD:;: 250561 f=65:28a4 . ..
k4 & Viation == Default TCF/IF stack viVlotion 192.168.... fe80::250:56f feBc:2650. ..

5 itemns

Configure la multivia iSCSI

ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para configurar la funcion multivia de iSCSI en el host ESXi VM-Host-Infra-01 y VM-Host-Infra-02, complete
los siguientes pasos:

1. En cada cliente host, seleccione almacenamiento a la izquierda.
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2. En el panel central, haga clic en Adaptadores.

3. Seleccione el adaptador de software iISCSI y haga clic en Configurar iSCSI.

1 locathost.localdomaln - Storage

Datastores Adapters

Devices Persistent Memaory

Canfigure ISCS1 Software ISCS1 B Rescan | (& Refresh | 4 Actiohs

Mame

# vmhball
B3 ymhbatd
=1

m vmhbag4d
Model

Diriver

~ | Model

Lewisburg SATA AHCI Controller
iSCS! Software Adapter

ISCS] Software Adapter
iscsi_vimk

4. En Destinos dinamicos, haga clic en Agregar destino dinamico.

3. Introduzca la direccion IP de iSCSI_1if01la.

“  Biatus

Unknown

Online

( Q Search

et

Diriver

vrmw_ahci

15csl_vmk

2 Irems
4

6. Repita esto para introducir estas direcciones IP: iscsi 1if01b, iscsi 1if02a,y. iscsi 1if02b.

7. Haga clic en Save Configuration.
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&2 configure ISCS1 - ymhbak4

iSCEl enabled

¢ Mame & aliaz

¢ CHAP authentication

b Mutual CHAP authentication

b Advancad settings

Metwork port bindings

Stafic targets

Dynamic targets

Disabled '® Enablsd

0. 1892-08 com. ciscoiucs-host 3

Do not use CHAP

Do not use CHAP

Click to sxpand

¥ Add port binding
Witkarned NIC

Add static target

Targat
Iqn.1992-08. com. netappsn.eff200ve 3
ign.1992-08 com_netapp-sn aff300:wvs 3
gn. 1882-08. com.netappsn effdl0os 3
ign.1992-08 . com.netappsn aff300wvs 3

B3 Add dynamic target
Address
192.168.124.1

182 18B.125:1
TH2:168.125.3

v - Pon group

Mo port bindings

J Edit sattings
~ | Address
182.188.124.3
182.188.124.1
192.188,125.3

182.158.125.1

3260
3280
3280

P4 addrass

| @ Search

~ | Port
3260
3260
5280
3260

| @ Ssarch

| Save configuraiion |

Cancsl

)

Para obtener todo el iscsi 1if Las direcciones IP, inicie sesion en la interfaz de gestion del cluster de
almacenamiento de NetApp y ejecute el network interface show comando.

®

Montar los almacenes de datos necesarios

ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para montar los almacenes de datos necesarios, complete los siguientes pasos en cada host ESXi:

1. En Host Client, seleccione Storage a la izquierda.

2. En el panel central, seleccione datastores.

3. En el panel central, seleccione New Datastore para afiadir un almacén de datos nuevo.

4. En el cuadro de dialogo New datastore, seleccione Mount NFS datastore y haga clic en Next.
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El host vuelve a buscar automaticamente el adaptador de almacenamiento y los destinos se
agregan a los destinos estaticos.




1 Mew datastore

Select creation type

SEiovide MED mptink datdiis How would you like to create a datastore?

3 Ready to compleie

[ = B 1l
Create risw VMFS datastors Creata & new datastore by mounting a remaota NFS valumea

Add an extent 1o existing VMFS dalaslore

Expand an existing VMFE datasiors extent

Mount NFS datastore

| Back Mext || Fiish Cancel

5. En la pagina Provide NFS Mount Details, complete los siguientes pasos:
a. Introduzca infra datastore 1 para el nombre del almacén de datos.
b. Introduzca la direccién IP para el nfs_1i£01 a LIF para el servidor NFS.
C. Introduzca /infra datastore 1 Para el recurso compartido NFS.

d. Deje la version de NFS configurada en NFS 3.

e. Haga clic en Siguiente.

£ Mew datastore - Infra_datastore_1 - Infra_datastore_1

+ 1 Select creation type Provide NFS mount details

2 Provide NFS mount detalls Pravide the details af the NFS share you wish ta mount

+ 3 Ready to complete

Nama | Infra_datasiore_1 |
NFS sarver [ 192188 1043 |
NFS share | infra_datastors_1 |
MNFS version ®NFS 3 NFS4

6. Haga clic en Finalizar. El almacén de datos ahora debe aparecer en la lista de almacenes de datos.
7. En el panel central, seleccione New Datastore para afadir un almacén de datos nuevo.
8. En el cuadro de dialogo New Datastore, seleccione Mount NFS Datastore y haga clic en Next.

9. En la pagina Provide NFS Mount Details, complete los siguientes pasos:
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W]

- Introduzca infra datastore_ 2 para el nombre del almacén de datos.

(o

- Introduzca la direccion IP para el nfs_11£02_a LIF para el servidor NFS.
C. Introduzca /infra datastore 2 Para el recurso compartido NFS.

d. Deje la version de NFS configurada en NFS 3.

e. Haga clic en Siguiente.

10. Haga clic en Finalizar. El almacén de datos ahora debe aparecer en la lista de almacenes de datos.

[ eaxi-01.vikings clsco.com - Slorage

Datastores Adapieas Devices

D raw datasion [ Register o VW (5] Datastors Browpes & Retrash a

Harng w | [Ditvd Typa w  CEpiely v Prowighonsd w  Fleg w  Typa w | Thil prositheea. ~  Abteds
B cataston Fon-550 THGE 385G 3558 VMIFGE Eupporied Singly
E) mEa_dalasiora_1 Unknown 500 GB AT 1% GEB 462 81 GB WFS Suppored Single
[ inta_datasiore_2 Unkngwn 850 GB 1079 GB 439 31 GB HFS Supparied Single

11. Montar ambos almacenes de datos en ambos hosts ESXi.

Configure NTP en hosts ESXi
ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para configurar NTP en los hosts ESXi, complete los siguientes pasos en cada host:

1. En Host Client, seleccione Manage a la izquierda.

. En el panel central, seleccione la ficha Hora y fecha.

. Haga clic en Editar configuracion.

. Asegurese de que esté seleccionada la opcion Use Network Time Protocol (habilitar cliente NTP).

. Use el menu desplegable para seleccionar Inicio y Detener con Host.

o o0~ WODN

. Introduzca las dos direcciones NTP del switch Nexus en el cuadro servidores NTP separados por una
coma.
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[ Edittime configuration

Em

WTF service startup policy

Specify how the date and time of this host should e set.

I Manually configure the date and fime on this host

@ Use Metwork Time Protocol (enable NTP client}

Start and stop with host

MNTF senvers

10.1.156.4,10.1.156.5|

A

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save

| | Cancel

#

7. Haga clic en Guardar para guardar los cambios de configuracion.

8. Seleccione Actions > NTP service > Start.

9. Compruebe que el servicio NTP esta en ejecucion y que el reloj esta ahora ajustado aproximadamente a

la hora correcta

@ El tiempo del servidor NTP puede variar ligeramente respecto del tiempo del host.

Configurar el intercambio del host ESXi

ESXi aloja VM-Host-Infra-01 y VM-Host-Infra-02

Para configurar el intercambio del host en los hosts ESXi, siga estos pasos en cada host:

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel

derecho y haga clic en intercambiar.
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“I Navigator ‘|| [J ucsesxia.cie.netapp.com - Manage
x Q Host | System Hardware Licensing Packages Services Securit
Monitar Advanced settings # Editsetiings | @ Refresh
= Autostart
1 Virtual Machines 0 Efiapicd L
- Swap
E storage :I I"] " Datastore Mo
> — Time & date
~£3 Networking I 5:3
Host cache Yes
v Switchi
= iScsiBootvSwitch Local swap Yes
More networks...

2. Haga clic en Editar configuracion. Seleccione infra_swap En las opciones del Datastore.

| [31 Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap "
Local swap enabled ® ves @ No
Host cache enabled 8 vaz () No

Save || Cancel

3. Haga clic en Guardar.

Instale el plugin de NetApp NFS 1.1.2 para VMware VAAI
Para instalar el complemento NFS de NetApp 1. 1.2 para VMware VAAI, realice los siguientes pasos.

1. Descargue el plugin de NetApp NFS para VMware VAAI:
a. Vaya a la "Pagina de descarga del software NetApp".
b. Desplacese hacia abajo y haga clic en NetApp NFS Plug-in for VMware VAAI.
c. Seleccione la plataforma ESXi.
d. Descargue el paquete sin conexion (.zip) o el paquete en linea (.vib) del plugin mas reciente.

2. El complemento NFS de NetApp para VAAI de VMware esta pendiente para la cualificacion de IMT con
ONTAP 9.5; los detalles de interoperabilidad se publicaran en el proximamente en el IMT de NetApp.

3. Instale el plugin en el host ESXi mediante la CLI ESX.
4. Reinicie el host ESXI.
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https://mysupport.netapp.com/NOW/download/software/nfs_plugin_vaai_esxi6/1.1.2/

Instale VMware vCenter Server 6.7

En esta secciodn, se proporcionan los procedimientos detallados para instalar VMware vCenter Server 6.7 en
una configuracion exprés de FlexPod.

(D FlexPod Express utiliza el dispositivo de VMware vCenter Server (VCSA).

Instale el dispositivo VMware vCenter Server

Para instalar VCSA, lleve a cabo los siguientes pasos:

1. Descargue el VCSA. Acceda al enlace de descarga haciendo clic en el icono Get vCenter Server cuando
gestione el host ESXi.

® N o o M W

| °I% Navigator ~ || [ ucsesxia.cie.netapp.con
Kt |_L,] GetvCenter Server
Monitor Ucses)
Version:
{51 Virtual Machines 0 State:
£ storage 3 Upfime:
~ €3 Networking :|=:_ﬂ.:;
Descargue el VCSA desde el sitio de VMware.
(D Aunque se admite la instalacion de Microsoft Windows vCenter Server, VMware recomienda
VCSA para las nuevas implementaciones.

Monte la imagen I1SO.

Desplacese hasta la vesa-ui-installer > win32 directorio. Haga doble clic installer.exe.

Haga clic en instalar.

Haga clic en Siguiente en la pagina Introduccion.

Acepte el contrato de licencia para usuario final.

Seleccione Embedded Platform Services Controller (controladora de servicios de plataforma integrada)

como tipo de implementacion.
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Si es necesario, también admite la puesta en marcha de la controladora de servicios de plataforma
externa como parte de la solucion FlexPod Express.

En la pagina Appliance Deployment Target, introduzca la direccion IP de un host ESXi que haya
implementado, el nombre de usuario raiz y la contrasefia raiz. Haga clic en Siguiente.
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10. Para establecer el equipo virtual, introduzca VCSA como nombre de equipo virtual y la contrasefia de raiz
que desea utilizar para el VCSA. Haga clic en Siguiente.
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12. Seleccione la infra datastore 1 almacén de datos. Haga clic en Siguiente.
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3 Sziect deployment type
[
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Select deploymient size
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13. Introduzca la siguiente informacion en la pagina Configure Network Settings y haga clic en Next.

a. Seleccione MGMT-Network como su red.

b. Introduzca el FQDN o IP que se va a utilizar para la VCSA.

c. Introduzca la direccion IP que se utilizara.

d. Introduzca la mascara de subred que desea utilizar.

e. Introduzca la pasarela predeterminada.

f. Introduzca el servidor DNS.
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14. En la pagina Ready to Complete Stage 1, compruebe que los ajustes introducidos son correctos. Haga clic
en Finalizar.

La VCSA se instala ahora. Este proceso tarda varios minutos.

15. Una vez completada la fase 1, aparece un mensaje que indica que se ha completado. Haga clic en
continuar para iniciar la configuracion de la fase 2.

Install - Stage 1. Deploy vCenter Server with an Embedded Platform Services

Controller
@ You have successfully deployed the vCenter Server with an Embedded Platform Services Controlier
f L ¥ [ g Lt
, Yo £an A o ot sy b log . Sof P i

—_—
! CLOSE | CONTINUE

16. En la pagina Introduccion de fase 2, haga clic en Siguiente.

17. Introduzca <<var ntp id>> Para la direccién del servidor NTP. Puede introducir varias direcciones IP de
NTP.

Si planea utilizar la alta disponibilidad de vCenter Server, asegurese de que el acceso SSH esté habilitado.
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18. Configure el nombre de dominio, la contrasefa y el nombre del sitio de SSO. Haga clic en Siguiente.

Registre estos valores para su referencia, especialmente si se desvia de la vsphere.local nombre de

dominio.

19. Unase al programa de experiencia del cliente de VMware si lo desea. Haga clic en Siguiente.

20. Vea el resumen de la configuracién. Haga clic en Finalizar o utilice el botdn Atras para editar la
configuracion.

21. Aparece un mensaje que indica que no puede pausar o detener la instalacion para que se complete
después de que se haya iniciado. Haga clic en OK para continuar.

La configuracion del dispositivo continua. Esto tarda varios minutos.

Aparece un mensaje que indica que la configuracion se ha realizado correctamente.

@ Los enlaces que el instalador proporciona para acceder a vCenter Server pueden hacer clic.

Configure VMware vCenter Server 6.7 y el clustering de vSphere

Para configurar la agrupacioén en clusteres de VMware vCenter Server 6.7 y vSphere, complete los pasos
siguientes:

1. Desplacese hasta https://<<FQDN or IP of vCenter>>/vsphere-client/.

2. Haga clic en Launch vSphere Client.

3. Inicie sesién con el nombre de usuario administrator@vsphere.loc/ y la contrasefia SSO que introdujo
durante el proceso de configuracion de VCSA.

4. Haga clic con el boton derecho en el nombre de vCenter y seleccione New Datacenter.

5. Introduzca un nombre para el centro de datos y haga clic en Aceptar.
Crear cluster vSphere.
Para crear un cluster de vSphere, complete los siguientes pasos:

1. Haga clic con el boton derecho en el centro de datos recién creado y seleccione New Cluster.
2. Escriba un nombre para el cluster.
3. Seleccione y habilite las opciones de DRS y vSphere ha.

4. Haga clic en Aceptar.

307


mailto:administrator@vsphere.loc

NEW Ciuster Flexpod_SeaHawks e

Mame Express

Location [ Flexpod_ SeaHawks
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These services will have default settings - these can be changed later in the

Cluster Gulckstart workflow

Agregue hosts ESXi al Cluster
Para anadir hosts ESXi al cluster, complete los siguientes pasos:

1. Seleccione Add Host en el menu Actions del cluster.

vSphere Client

|5 = = = (] Express ACTIGNS v

H Actlons - Exprass
v 172187123 Summary Monitor Config fis Dataste
- ) +1 add Hosts.
v [ Flexpod_SeaHawks =0
Total Progessorn
|T_I| Exprass — |- SR I MNew Wirtual Machine. ..

2. Para afiadir un host ESXi al cluster, complete los siguientes pasos:
a. Introduzca la direccion IP o el FQDN del host. Haga clic en Siguiente.
b. Introduzca el nombre de usuario raiz y la contrasefia. Haga clic en Siguiente.

¢. Haga clic en Si para reemplazar el certificado del host por un certificado firmado por el servidor de
certificados VMware.

d. Haga clic en Siguiente en la pagina Resumen de host.

e. Haga clic en el icono verde + para afadir una licencia al host de vSphere.
@ Este paso se puede completar mas adelante si se desea.

f. Haga clic en Siguiente para desactivar el modo de bloqueo.

g. Haga clic en Next en la pagina de ubicacion de la maquina virtual.
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h. Revise la pagina Listo para completar. Utilice el boton Atras para realizar cualquier cambio o
seleccione Finalizar.

3. Repita los pasos 1y 2 para el host Cisco UCS B.

Debe completar este proceso para los hosts adicionales que se agreguen a la configuracion exprés de
FlexPod.

Configure coredump en hosts ESXi

Configuracioén de colector ESXi para hosts arrancados con iSCSI

Los hosts ESXi que se inician con iSCSI mediante el iniciador del software iSCSI de VMware se deben
configurar para hacer volcados de memoria al colector ESXi que forma parte de vCenter. Dump Collector no
esta habilitado de forma predeterminada en vCenter Appliance. Este procedimiento se debe ejecutar al final
de la seccion de puesta en marcha de vCenter. Para configurar ESXi Dump Collector, siga estos pasos:

—_

Inicie sesion en vSphere Web Client como administrator@vsphere.local y seleccione Home.
En el panel central, haga clic en Configuracion del sistema.

En el panel izquierdo, seleccione Servicios.

En Services, haga clic en VMware vSphere ESXi Dump Collector.

En el panel central, haga clic en el icono verde de inicio para iniciar el servicio.

En el menu acciones, haga clic en Editar tipo de inicio.

Seleccione automatico.

Haga clic en Aceptar.

© ® N o g &~ WD

Conéctese a cada host ESXi usando ssh como raiz.

-
©

Ejecute los siguientes comandos:

esxcli system coredump network set -v vmk0 -j <vcenter-ip>
esxcli system coredump network set —e true
esxcli system coredump network check

El mensaje verified the configured netdump server is running aparece después de
ejecutar el comando final.

@ Este proceso debe completarse para cualquier host adicional que se afiada a FlexPod
Express.

Conclusion

FlexPod Express proporciona una solucion sencilla y efectiva, ya que proporciona un
diseno validado que utiliza componentes lideres del sector. Al escalar agregando
componentes adicionales, FlexPod Express puede adaptarse segun las necesidades
especificas del negocio. FlexPod Express se disefid teniendo en cuenta a las pequefas
y medianas empresas, oficinas remotas y otras empresas que precisan soluciones
dedicadas.
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Informacioén adicional

Si quiere mas informacion sobre el contenido de este documento, consulte los siguientes
documentos o sitios web:

* Arquitectura validada de NetApp: 1130 FlexPod Express con VMware vSphere 6.7U1 y NetApp AFF A220
con IP directamente vinculada=basado en Diseno NVA de almacenamiento

"https://www.netapp.com/us/media/nva-1130-design.pdf"

» Centro de documentacion para sistemas AFF y FAS
"http://docs.netapp.com/platstor/index.jsp"

» Centro de documentacion de ONTAP 9
"http://docs.netapp.com/ontap-9/index.jsp"

* Documentacion de productos de NetApp

"https://docs.netapp.com”

FlexPod Express para VMware vSphere 7,0 con Cisco UCS
Mini y NetApp AFF/FAS - NVA - Deployment

Jyh-shing Chen, NetApp

La solucion FlexPod Express para VMware vSphere 7,0 con Cisco UCS Miniy la
solucion AFF/FAS de NetApp aprovecha Cisco UCS Mini con servidores blade B200 M5,
interconexiones de estructura en chasis Cisco UCS 6324, switches Cisco Nexus
31108PC-V u otros switches conformes a la normativa y el par de alta disponibilidad de
controladoras de la serie FAS2700, AFF A220, C190 o el par de alta disponibilidad de
controladoras de la serie, Que ejecuta el software para la gestion de datos ONTAP 9,7 de
NetApp. Este documento de puesta en marcha de Arquitectura verificada de NetApp
(NVA) contiene los pasos detallados necesarios para configurar los componentes de la
infraestructura y para implementar VMware vSphere 7,0 y las herramientas asociadas
para crear una infraestructura virtual basada en FlexPod Express de alta fiabilidad y alta
disponibilidad.

"FlexPod Express para VMware vSphere 7,0 con Cisco UCS Mini y NetApp AFF/FAS - NVA - Deployment"
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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