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Procedimientos de implantacion

Este documento proporciona detalles para configurar un sistema FlexPod Express
completamente redundante y de alta disponibilidad. Para reflejar esta redundancia, los
componentes que se configuran en cada paso se denominan componente A o
componente B. Por ejemplo, la controladora Ay la controladora B identifican las dos
controladoras de almacenamiento de NetApp que se aprovisionan en este documento. El
switch Ay el switch B identifican un par de switches Cisco Nexus.

Ademas, en este documento se describen los pasos para aprovisionar varios hosts de Cisco UCS, que se
identifican secuencialmente como servidor A, servidor B, etc.

Para indicar que debe incluir la informacién pertinente a su entorno en un paso, <<text>> aparece como
parte de la estructura de comandos. Consulte el siguiente ejemplo de vlan create comando:

ControllerQ0l>vlan create vif(O <<mgmt vlan id>>

Este documento permite configurar completamente el entorno de FlexPod Express. En este proceso, varios
pasos requieren que inserte convenciones de nomenclatura especificas del cliente, direcciones IP y esquemas
de red de area local virtual (VLAN). En la siguiente tabla se describen las VLAN necesarias para la
implementacion, tal y como se explica en esta guia. Esta tabla se puede completar en funcién de las variables
especificas del sitio y se puede utilizar para implementar los pasos de configuracion del documento.

(D Si se utilizan VLAN de gestion fuera de banda y en banda independientes, debe crear una ruta
de capa- 3 entre ellas. Para esta validacion, se utilizé una VLAN de gestiéon comun.

Un nombre Propésito de VLAN ID utilizado en la validacion de
este documento
VLAN de gestién VLAN para interfaces de gestion 3437
VLAN nativa VLAN a la que se asignan tramas 2
no etiquetadas
VLAN NFS VLAN para trafico NFS 3438
VLAN de VMware vMotion VLAN designada para mover 3441
maquinas virtuales de un host fisico
a otro
VLAN de trafico de equipos VLAN para trafico de aplicaciones 3442
virtuales de equipos virtuales
ISCSI-A-VLAN VLAN para trafico iSCSl en la 3439

estructura A

ISCSI-B-VLAN VLAN para trafico iSCSl en la 3440
estructura B

Los numeros VLAN son necesarios en toda la configuraciéon de FlexPod Express. Las VLAN se denominan
<<var_ xxxx_vlan>>, donde xxxx Es la finalidad de la VLAN (como iSCSI-A).



La siguiente tabla enumera las maquinas virtuales de VMware creadas.

Descripcién de la maquina virtual Nombre de host

Servidor VMware vCenter

Procedimiento de puesta en marcha de Cisco Nexus 3172P

En la siguiente seccion se detalla la configuracién del switch Cisco Nexus 3172P
utilizada en un entorno de FlexPod Express.

Configuracion inicial del switch Cisco Nexus 3172P

Los siguientes procedimientos describen coémo configurar los switches Cisco Nexus para su uso en un entorno
FlexPod Express basico.

@ Este procedimiento supone que esta utilizando un Cisco Nexus 3172P con la versién 7.0(3)I7(5)
del software NX-OS.

1. Tras el arranque y la conexion iniciales al puerto de la consola del switch, se inicia automaticamente la
configuracion de Cisco NX-OS. Esta configuracion inicial trata los valores basicos, como el nombre del
switch, la configuracion de la interfaz mgmtO y la configuracién de Secure Shell (SSH).

2. La red de gestion del sistema FlexPod Express se puede configurar de varias maneras. Las interfaces
mgmtO de los conmutadores 3172P se pueden conectar a una red de gestion existente, o las interfaces
mgmt0 de los conmutadores 3172P se pueden conectar en una configuracion posterior. Sin embargo, este
enlace no se puede utilizar para el acceso de gestion externo, como trafico SSH.

En esta guia de implementacion, los switches FlexPod Express Cisco Nexus 3172P estan conectados a
una red de gestion existente.

3. Para configurar los switches Cisco Nexus 3172P, encienda el switch y siga las instrucciones en pantalla,
como se muestra aqui para la configuracion inicial de ambos conmutadores, sustituyendo los valores
adecuados para la informacién especifica del conmutador.



This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.
*Note: setup is mainly used for configuring the system initially,
when no configuration is present. So setup always assumes system
defaults and not the current system configuration values.
Press Enter at anytime to skip a dialog. Use ctrl-c at anytime
to skip the remaining dialogs.
Would you like to enter the basic configuration dialog (yes/no): y
Do you want to enforce secure password standard (yes/no) [y]l: y
Create another login account (yes/no) [n]: n
Configure read-only SNMP community string (yes/no) [n]: n
Configure read-write SNMP community string (yes/no) [n]: n
Enter the switch name : 3172P-B
Continue with Out-of-band (mgmtO) management configuration? (yes/no)
[yl: vy
Mgmt0 IPv4 address : <<var switch mgmt ip>>
MgmtO IPv4 netmask : <<var switch mgmt netmask>>
Configure the default gateway? (yes/no) [yl: y
IPv4 address of the default gateway : <<var switch mgmt gateway>>
Configure advanced IP options? (yes/no) [n]: n
Enable the telnet service? (yes/no) [n]: n

Enable the ssh service? (yes/no) [y]: y
Type of ssh key you would like to generate (dsa/rsa) [rsal: rsa
Number of rsa key bits <1024-2048> [1024]: <enter>

Configure the ntp server? (yes/no) [n]: y
NTP server IPv4 address : <<var ntp ip>>
Configure default interface layer (L3/L2) [L2]: <enter>
Configure default switchport interface state (shut/noshut) [noshut]:
<enter>
Configure CoPP system profile (strict/moderate/lenient/dense)
[strict]: <enter>

4. A continuacion, vera un resumen de la configuracion y se le preguntara si desea editarla. Si la
configuracion es correcta, introduzca n.

Would you like to edit the configuration? (yes/no) [n]: n

5. A continuacion, se le preguntara si desea utilizar esta configuracién y guardarla. Si es asi, introduzca vy.

Use this configuration and save it? (yes/no) [y]: Enter

6. Repita este procedimiento para el switch Cisco Nexus B.



Habilite funciones avanzadas

Determinadas caracteristicas avanzadas deben estar habilitadas en Cisco NX-OS para proporcionar opciones
de configuracion adicionales.

La interface-vlan la funcién soélo es obligatoria si se utiliza el back-to-back mgmt 0 opcién

@ descrita en este documento. Esta funcion permite asignar una direccion IP a la interfaz VLAN
(interfaz virtual de switch), que habilita la comunicacion de gestion en banda al switch (como a
través de SSH).

1. Para habilitar las funciones adecuadas en los switches a y B de Cisco Nexus, escriba el modo de
configuracion mediante el comando (config t) y ejecute los siguientes comandos:

feature interface-vlan
feature lacp
feature vpc

El hash de equilibrio de carga del canal de puerto predeterminado utiliza las direcciones IP de origen y
destino para determinar el algoritmo de equilibrio de carga en las interfaces del canal de puerto. Puede
lograr una mejor distribucion entre los miembros del canal de puerto proporcionando mas entradas al
algoritmo hash mas alla de las direcciones IP de origen y destino. Por el mismo motivo, NetApp
recomienda encarecidamente anadir los puertos TCP de origen y destino al algoritmo hash.

2. Desde el modo de configuracion (config t), introduzca los siguientes comandos para establecer la
configuracion de equilibrio de carga del canal de puerto global en los conmutadores Ay B de Cisco Nexus:

port-channel load-balance src-dst ip-l4port

Realizar la configuracion de arbol de expansion global

La plataforma Cisco Nexus utiliza una nueva funcién de proteccion llamada garantia de puente. La garantia de
puente ayuda a proteger contra un enlace unidireccional u otro error de software con un dispositivo que
continua redirectando el trafico de datos cuando ya no ejecuta el algoritmo de arbol expansivo. Los puertos se
pueden colocar en uno de varios estados, incluyendo la red o el borde, dependiendo de la plataforma.

NetApp recomienda establecer la garantia de puente para que todos los puertos se consideren puertos de red
de forma predeterminada. Este ajuste obliga al administrador de red a revisar la configuracion de cada puerto.
También revela los errores de configuracion mas comunes, como puertos de borde no identificados o un
vecino que no tiene activada la funcién de garantia de puente. Ademas, es mas seguro tener el bloque de
arbol expansivo muchos puertos en lugar de muy pocos, lo que permite que el estado de puerto
predeterminado mejore la estabilidad general de la red.

Preste especial atencion al estado de arbol de expansion al agregar servidores, almacenamiento y switches
ascendentes, especialmente si no admiten la garantia de puente. En estos casos, es posible que deba
cambiar el tipo de puerto para que los puertos estén activos.

El protector de unidad de datos de protocolo puente (BPDU) esta habilitado de forma predeterminada en
puertos periféricos como otra capa de proteccion. Para evitar bucles en la red, esta caracteristica cierra el
puerto si se ven BPDU de otro switch en esta interfaz.



Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar las opciones
de arbol de expansion predeterminadas, incluidos el tipo de puerto predeterminado y el protector BPDU, en el
conmutador A de Cisco Nexus y el conmutador B:

spanning-tree port type network default
spanning-tree port type edge bpduguard default

Defina las VLAN

Antes de configurar puertos individuales con VLAN diferentes, se deben definir las VLAN de capa 2 en el
switch. También se recomienda nombrar las VLAN para que la solucion de problemas sea sencilla en el futuro.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para definir y describir las
VLAN de capa 2 en el switch Ay el switch B de Cisco Nexus:

vlan <<nfs vlan id>>
name NFS-VLAN

vlan <<iSCSI A vlan id>>
name iSCSI-A-VLAN

vlan <<iSCSI B vlan id>>
name 1i1SCSI-B-VLAN

vlan <<vmotion vlan id>>
name vMotion-VLAN

vlan <<vmtraffic vlan id>>
name VM-Traffic-VLAN

vlan <<mgmt vlan id>>
name MGMT-VLAN

vlan <<native vlan id>>
name NATIVE-VLAN

exit

Configurar el acceso y las descripciones de los puertos de gestion

Al igual que en la asignacion de nombres a las VLAN de capa 2, las descripciones de configuracion de todas
las interfaces pueden ayudar tanto al aprovisionamiento como a la solucién de problemas.

Desde el modo de configuracion (config t) En cada uno de los conmutadores, introduzca las siguientes
descripciones de puerto para la configuracion grande de FlexPod Express:

Switch Cisco Nexus a



int ethl/1

description AFF A220-A eOc
int ethl/2

description AFF A220-B eOc
int ethl/3

description UCS-Server-A: MLOM port 0
int ethl/4

description UCS-Server-B: MLOM port O
int ethl/25

description vPC peer-link 3172P-B 1/25
int ethl/26

description vPC peer-link 3172P-B 1/26
int ethl/33

description AFF A220-A e0M
int ethl/34

description UCS Server A: CIMC

Switch Cisco Nexus B

int ethl/1

description AFF A220-A e0d
int ethl/2

description AFF A220-B e0d
int ethl/3

description UCS-Server-A: MLOM port 1
int ethl/4

description UCS-Server-B: MLOM port 1
int ethl/25

description vPC peer-link 3172P-A 1/25
int ethl/26

description vPC peer-link 3172P-A 1/26
int ethl/33

description AFF A220-B e(0M
int ethl/34

description UCS Server B: CIMC

Configurar las interfaces de gestion de almacenamiento y servidores

Las interfaces de gestion para el servidor y el almacenamiento suelen utilizar una sola VLAN. Por lo tanto,
configure los puertos de la interfaz de gestion como puertos de acceso. Defina la VLAN de administracion
para cada switch y cambie el tipo de puerto de arbol expansivo a EDGE.

Desde el modo de configuracion (config t), introduzca los siguientes comandos para configurar los ajustes
del puerto para las interfaces de gestion tanto de los servidores como del almacenamiento:



Switch Cisco Nexus a

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000
exit

Switch Cisco Nexus B

int ethl/33-34
switchport mode access
switchport access vlan <<mgmt vlan>>
spanning-tree port type edge
speed 1000

exit

Llevar a cabo la configuracion global del canal de puertos virtuales

Un canal de puerto virtual (VPC) permite que los enlaces que estan conectados fisicamente a dos switches de
Cisco Nexus diferentes aparezcan como un Unico canal de puerto a un tercer dispositivo. El tercer dispositivo
puede ser un conmutador, un servidor o cualquier otro dispositivo de red. Un VPC puede proporcionar una
multivia de nivel 2, que le permite crear redundancia aumentando el ancho de banda, permitiendo multiples
rutas paralelas entre los nodos y trafico de equilibrio de carga donde haya rutas alternativas.

Un VPC proporciona las siguientes ventajas:

» Permitir que un unico dispositivo utilice un canal de puerto a través de dos dispositivos de subida

 Eliminar puertos bloqueados del protocolo de arbol expansivo

» Proporciona una topologia sin bucles

« Utilizando todo el ancho de banda disponible de enlace ascendente

* Proporcionar convergencia rapida si el enlace o un dispositivo falla

 Resiliencia a nivel de enlace

 Contribuir a proporcionar una alta disponibilidad
La funcién VPC requiere alguna configuracion inicial entre los dos switches de Cisco Nexus para que
funcionen correctamente. Si utiliza la configuracién de mgmt0 de fondo, utilice las direcciones definidas en las

interfaces y compruebe que se pueden comunicar mediante ping [switch A/B mgmtO ip addr]vrf
comando de gestion.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar la
configuracion global de VPC para ambos switches:



Switch Cisco Nexus a

vpc domain 1

role priority 10

peer-keepalive destination <<switch B mgmt0 ip addr>> source
<<switch A mgmtO ip addr>> vrf management

peer-gateway

auto-recovery

ip arp synchronize
int ethl/25-26

channel-group 10 mode active
int Pol0

description vPC peer-link

switchport

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>, <<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>

spanning-tree port type network

vpc peer-link

no shut
exit

copy run start

Switch Cisco Nexus B



vpc domain 1
peer-switch
role priority 20
peer-keepalive destination <<switch A mgmt0 ip addr>> source
<<switch B mgmtO ip addr>> vrf management
peer-gateway
auto-recovery
ip arp synchronize
int ethl/25- 26
channel-group 10 mode active
int PolO
description vPC peer-link
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan_ id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<vmotion vlan id>>,
<<vmtraffic vlan id>>, <<mgmt vlan>>, <<iSCSI A vlan id>>,
<<iSCSI B vlan id>>
spanning-tree port type network
vpc peer-link
no shut
exit

copy run start

Configure los canales del puerto de almacenamiento

Las controladoras de almacenamiento de NetApp permiten una conexién activa-activa a la red mediante el
protocolo de control de agregacion de enlaces (LACP). El uso de LACP es preferido porque afiade
negociacion y registro entre los switches. Debido a que la red esta configurada para VPC, este enfoque
permite disponer de conexiones activo-activo del almacenamiento para separar los switches fisicos. Cada
controladora tiene dos enlaces a cada uno de los switches. Sin embargo, los cuatro vinculos forman parte del
mismo VPC y grupo de interfaces (IFGRP).

Desde el modo de configuracidon (config t), ejecute los siguientes comandos en cada uno de los switches
para configurar las interfaces individuales y la configuracion resultante del canal de puerto para los puertos
conectados a la controladora AFF de NetApp.

1. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
de la controladora De almacenamiento A:



int ethl/1
channel-group 11 mode active
int Poll
description vPC to Controller-A
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<nfs vlan id>>,<<mgmt vlan id>>,<<iSCSI A vlan id>>,
<<iS8CSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 11
no shut

2. Ejecute los siguientes comandos en el switch Ay en el switch B a para configurar los canales de puertos
para la controladora de almacenamiento B.

int ethl/2
channel-group 12 mode active
int Pol2
description vPC to Controller-B
switchport
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan <<nfs vlan id>>,<<mgmt vlan id>>,
<<i1iS8CSI A vlan id>>, <<iSCSI B vlan id>>
spanning-tree port type edge trunk
mtu 9216
vpc 12
no shut
exit

copy run start

En esta validacion de soluciones se utilizé6 una MTU de 9000. Sin embargo, en funcién de
(D los requisitos de la aplicacion, puede configurar un valor de MTU adecuado. Es importante

establecer el mismo valor de MTU en la solucion de FlexPod. Las configuraciones de MTU

incorrectas entre componentes provocan la caida de paquetes y de estos paquetes.

Configurar las conexiones del servidor

Los servidores Cisco UCS tienen una tarjeta de interfaz virtual de dos puertos VIC1387, que se utiliza para el
trafico de datos y el arranque del sistema operativo ESXi mediante iSCSI. Estas interfaces se configuran para
que se conmutan al nodo de respaldo entre si, lo que proporciona redundancia adicional mas alla de un solo
enlace. Al distribuir estos enlaces a través de varios switches, el servidor puede sobrevivir incluso a un fallo
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completo del switch.

Desde el modo de configuracion (config t), ejecute los siguientes comandos para configurar los valores de
puerto para las interfaces conectadas a cada servidor.

Switch Cisco Nexus A: Configuracion de Cisco UCS Server-Ay Cisco UCS Server-B.

int ethl/3-4
switchport mode trunk
switchport trunk native vlan <<native vlan id>>
switchport trunk allowed vlan
<<iSCSI A vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>
spanning-tree port type edge trunk
mtu9216
no shut
exit

copy run start

Cisco Nexus Switch B: Configuraciéon de Cisco UCS Server-A 'y Cisco UCS Server-B.

int ethl/3-4

switchport mode trunk

switchport trunk native vlan <<native vlan_ id>>

switchport trunk allowed vlan
<<iSCSI B vlan id>>,<<nfs vlan id>>,<<vmotion vlan id>>,<<vmtraffic vlan i
d>>, <<mgmt vlan id>>

spanning-tree port type edge trunk

mtu 9216
no shut
exit

copy run start

En esta validacién de soluciones se utilizé una MTU de 9000. Sin embargo, en funcién de los requisitos de la
aplicacion, puede configurar un valor de MTU adecuado. Es importante establecer el mismo valor de MTU en
la solucion de FlexPod. Las configuraciones de MTU incorrectas entre componentes dejaran de tener
paquetes y estos paquetes deberan transmitirse de nuevo. Esto afectara al rendimiento general de la solucion.

Para escalar la solucion afiadiendo servidores Cisco UCS adicionales, ejecute los comandos anteriores con
los puertos del switch a los que se han conectado los servidores recién afiadidos en los switches Ay B.

Enlace ascendente a la infraestructura de red existente

En funcién de la infraestructura de red disponible, se pueden utilizar varios métodos y funciones para elevar el
entorno FlexPod. Si hay un entorno Cisco Nexus existente presente, NetApp recomienda el uso de VPC para
elevar los switches Cisco Nexus 3172P incluidos en el entorno FlexPod a la infraestructura. Los enlaces
ascendentes pueden ser enlaces de subida de 10 GbE para una solucién de infraestructura de 10 GbE o 1
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GbE para una solucion de infraestructura de 1 GbE si fuera necesario. Los procedimientos descritos
anteriormente se pueden utilizar para crear un VPC de enlace ascendente al entorno existente. Asegurese de
ejecutar Copy RUN START para guardar la configuracién en cada switch una vez completada la configuracion.

"Siguiente: Procedimiento de instalacién de almacenamiento de NetApp (parte 1)"

Procedimiento de instalacion de almacenamiento NetApp
(parte 1)

En esta seccion se describe el procedimiento de implementacion del almacenamiento
AFF de NetApp.

Instalacion de la controladora de almacenamiento de NetApp serie AFF2xx

Hardware Universe de NetApp

La aplicacién NetApp Hardware Universe (HWU) proporciona componentes de hardware y software
compatibles con cualquier version especifica de ONTAP. Proporciona informacion de configuracion para todos
los dispositivos de almacenamiento de NetApp compatibles actualmente con el software ONTAP. También se
proporciona una tabla de compatibilidades de componentes.

Confirme que los componentes de hardware y software que desea utilizar son compatibles con la version de
ONTAP que tiene previsto instalar:

1. Acceda a "HWU" aplicacion para ver las guias de configuracion del sistema. Haga clic en la pestana
controladoras para ver la compatibilidad entre distintas versiones del software ONTAP y los dispositivos de
almacenamiento de NetApp con las especificaciones que desea.

2. Como alternativa, para comparar componentes por dispositivo de almacenamiento, haga clic en Comparar
sistemas de almacenamiento.

Requisitos previos de la controladora de la serie AFF2XX

Para planificar la ubicacion fisica de los sistemas de almacenamiento, consulte Hardware Universe de
NetApp. Consulte las siguientes secciones: Requisitos eléctricos, cables de alimentacion admitidos y puertos
y cables integrados.

Controladoras de almacenamiento

Siga los procedimientos de instalacion fisica de los controladores de la "Documentacion de AFF A220".

ONTAP 9.4 de NetApp

Hoja de datos de configuracion

Antes de ejecutar la secuencia de comandos de instalacion, rellene la hoja de datos de configuracién del
manual del producto. La hoja de datos de configuracion esta disponible en la "Guia de configuracion de
software de ONTAP 9.4".

@ Este sistema se establece en una configuracion de cluster de dos nodos sin switch.

La siguiente tabla muestra informacion sobre la instalacion y la configuracion de ONTAP 9.4.
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https://docs.netapp.com/es-es/flexpod/express/express-c-series-aff220-deploy_netapp_storage_deployment_procedure_@part_1@.html
http://hwu.netapp.com/Home/Index
https://mysupport.netapp.com/documentation/docweb/index.html?productID=62557&language=en-US
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611
https://library.netapp.com/ecm/ecm_download_file/ECMLP2492611

Detalles del cluster

Nodo del cluster: Direccién IP
Mascara de red Del nodo a del cluster
Nodo del cluster: Puerta de enlace
Nombre del nodo a del cluster
Direccion IP del nodo B del cluster
Mascara de red del nodo B del cluster
Puerta de enlace del nodo B del cluster
Nombre del nodo B del cluster
Direccién URL de ONTAP 9.4

El nombre del cluster

Direccion IP de gestion del cluster
Puerta de enlace del cluster B.
Mascara de red del cluster B.

Nombre de dominio

IP del servidor DNS (puede introducir mas de uno)

La IP del servidor NTP (es posible introducir mas de

uno)

Configure el nodo a

Valor de detalles de cluster
<<var_nodeA_mgmt_ip>>
<<var_nodeA_mgmt_mask>>
<<var_nodeA_mgmt_gateway>>
<<var_nodeA>>
<<var_nodeB_mgmt_ip>>
<<var_nodeB_mgmt_mask>>
<<var_nodeB_mgmt_gateway>>
<<var_nodeB>>
<<var_url_boot_software>>
<<var_clustername>>
<<var_clustermgmt_ip>>
<<var_clustermgmt_gateway>>
<<var_clustermgmt_mask>>
<<var_domain_name>>
<<var_dns_server_ip>>

<<var_ntp_server_ip>>

Para configurar el nodo A, complete los siguientes pasos:

1. Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse

Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:

Starting AUTOBOOT press Ctrl-C to abort..

2. Permita que el sistema arranque.

autoboot

3. Pulse Ctrl-C para acceder al menu Inicio.

Si ONTAP 9.4 no es la versioén del software que se esta arrancando, continle con los pasos siguientes

para instalar el software nuevo. Si ONTAP 9.4 es la version que se va a arrancar, seleccione la opcion 8 e
y para reiniciar el nodo. A continuacion, continte con el paso 14.

4. Para instalar software nuevo, seleccione opcion 7.
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10.
1.

12.

13.
14.

15.

16.

17.

Introduzca y para realizar una actualizacion.
Seleccione e0M para el puerto de red que desea usar para la descarga.

Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeA mgmt ip>> <<var nodeA mgmt mask>> <<var nodeA mgmt gateway>>

Especifique la direccion URL donde se puede encontrar el software.

@ Este servidor web debe ser pingable.

<<var_ url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los
siguientes reinicios.

Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las
tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.

Pulse Citrl-C para acceder al menu Inicio.
Seleccione opcién 4 Para una configuracion limpia y inicializar todos los discos.

Introduzca y para poner a cero discos, restablezca la configuracién e instale un nuevo sistema de
archivos.

Introduzca y para borrar todos los datos de los discos.
La inicializacién y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento

se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse. Puede continuar
con la configuraciéon del nodo B mientras los discos del nodo A se estan poniendo a cero.

Mientras el nodo A se esta inicializando, empiece a configurar el nodo B.

Configure el nodo B

Para configurar el nodo B, complete los siguientes pasos:

1.

14

Conéctese al puerto de la consola del sistema de almacenamiento. Tiene que ver un cargador-a del
simbolo del sistema. Sin embargo, si el sistema de almacenamiento esta en un bucle de reinicio, pulse
Ctrl-C para salir del bucle de autoarranque cuando vea este mensaje:
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10.
1.

12.

13.
14.
15.

16.

Starting AUTOBOOT press Ctrl-C to abort..

Pulse Citrl-C para acceder al menu Inicio.

autoboot

Pulse Ctrl-C cuando se le solicite.

Si ONTAP 9.4 no es la versioén del software que se esta arrancando, continle con los pasos siguientes

para instalar el software nuevo. Si ONTAP 9.4 es la version que se va a arrancar, seleccione la opcién 8 e

y para reiniciar el nodo. A continuacion, continte con el paso 14.

Para instalar software nuevo, seleccione la opcion 7.

Introduzca y para realizar una actualizacion.

Seleccione e0M para el puerto de red que desea usar para la descarga.
Introduzca y para reiniciar ahora.

Introduzca la direccion IP, la mascara de red y la puerta de enlace predeterminada para eOM en sus
respectivos lugares.

<<var nodeB mgmt ip>> <<var nodeB mgmt ip>><<var nodeB mgmt gateway>>

. Especifique la direccion URL donde se puede encontrar el software.

(D Este servidor web debe ser pingable.

<<var_ url boot software>>

Pulse Intro para el nombre de usuario, indicando que no hay nombre de usuario.

Introduzca y para establecer el software recién instalado como el predeterminado que se utilizara para los

siguientes reinicios.

Introduzca y para reiniciar el nodo.

Al instalar el software nuevo, el sistema podria realizar actualizaciones de firmware en el BIOS y las
tarjetas adaptadoras, lo que provoca reinicios y posibles interrupciones en el cargador. Si se producen
estas acciones, el sistema podria desviarse de este procedimiento.

Pulse Citrl-C para acceder al menu Inicio.
Seleccione la opcion 4 para Configuracion limpia y inicializar todos los discos.

Introduzca y para poner a cero discos, restablezca la configuracion e instale un nuevo sistema de
archivos.

Introduzca y para borrar todos los datos de los discos.
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La inicializacion y creacion del agregado raiz puede tardar 90 minutos o mas en completarse, segun el
numero y el tipo de discos conectados. Una vez finalizada la inicializacion, el sistema de almacenamiento
se reinicia. Tenga en cuenta que los SSD tardan mucho menos tiempo en inicializarse.

Continuacion de la configuracion del nodo Ay de la configuracion del cluster

Desde un programa de puertos de consola conectado al puerto de la consola De la controladora De
almacenamiento A (nodo A), ejecute el script de configuracion del nodo. Este script se muestra cuando
ONTAP 9.4 arranca en el nodo por primera vez.

El procedimiento de configuracion del nodo y de los clusteres ha cambiado ligeramente en
ONTAP 9.4. El asistente de configuracion de cluster ahora se utiliza para configurar el primer
nodo de un cluster, y System Manager se utiliza para configurar el cluster.

1. Siga las instrucciones para configurar el nodo A.

Welcome to the cluster setup wizard.
You can enter the following commands at any time:

"help" or "?" - if you want to have a question clarified,
"back" - if you want to change previously answered questions, and
"exit" or "quit" - if you want to gquit the cluster setup wizard.

Any changes you made before quitting will be saved.
You can return to cluster setup at any time by typing "cluster setup".
To accept a default or omit a question, do not enter a value.
This system will send event messages and periodic reports to NetApp
Technical
Support. To disable this feature, enter
autosupport modify -support disable
within 24 hours.
Enabling AutoSupport can significantly speed problem determination and
resolution should a problem occur on your system.
For further information on AutoSupport, see:
http://support.netapp.com/autosupport/
Type yes to confirm and continue {yes}: yes
Enter the node management interface port [eOM]:
Enter the node management interface IP address: <<var nodeA mgmt ip>>
Enter the node management interface netmask: <<var nodeA mgmt mask>>
Enter the node management interface default gateway:
<<var nodeA mgmt gateway>>
A node management interface on port eOM with IP address
<<var nodeA mgmt ip>> has been created.
Use your web browser to complete cluster setup by accessing
https://<<var nodeA mgmt ip>>
Otherwise, press Enter to complete cluster setup using the command line

interface:
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2. Vaya a la direccion IP de la interfaz de gestién del nodo.

La configuracion del cluster también se puede realizar mediante la CLI. Este documento describe la
configuracion del cluster mediante la configuracion guiada de System Manager de NetApp.

3. Haga clic en Guided Setup para configurar el cluster.

4. Introduzca <<var clustername>> del nombre del clister y. <<var nodeA>>Yy.. <<var_ nodeB>> para

cada uno de los nodos que va a configurar. Introduzca la contrasefia que desea usar para el sistema de
almacenamiento. Seleccione Switchless Cluster para el tipo de cluster. Introduzca la licencia base del
cluster.

MNetfpp OnCommand System Manager

= Getting Started

Guided Setup to Configure a Cluster

Frovide Lhe mlod mation requa ed befow 1o canfigur e your (ester
Cluster Meaiwirk Suppoit SUEITIaY
Cluster Name |
Modes

ﬂ Mot sure all nodes have been disoovered? Refrash

FAIZESD S b i) FAIZESD S cE]
Fasam
Cliester Configuration: Switched Cluster Switchless Cluster

ﬂ Usemame admin

Pazsword | |

Canfirm Pazsword | |

Cluster Base License [Opsional) | |

“ For Sy 0 ueries related te licenses, contact My SUpPOrT. netapp. Com

Feature Licenzes (Opnonal)

Chuster Base License 5 mandatory to 3dd Feature Licenses

5. También es posible introducir licencias de funciones para Cluster, NFS e iSCSI.
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6. Ve un mensaje de estado que indica que el cluster se esta creando. Este mensaje de estado cambia por
varios Estados. Este proceso tarda varios minutos.

7. Configure la red.

a.
b.

Anule la seleccion de la opcion intervalo de direcciones IP.

Introduzca <<var clustermgmt ip>> En el campo Cluster Management IP Address,
<<var clustermgmt mask>> En el campo mascara de red, y. <<var clustermgmt gateway>>
En el campo Puerta de enlace. Utilice el... Selector en el campo Port para seleccionar eOM del nodo A.

La IP de gestion de nodos para el nodo A ya se ha rellenado. Introduzca <<var nodeA mgmt ip>>
Para el nodo B.

- Introduzca <<var domain name>> En el campo DNS Domain Name. Introduzca

<<var_dns_server ip>> En el campo DNS Server IP Address.
Puede introducir varias direcciones IP del servidor DNS.
Introduzca <<var ntp server ip>> En el campo servidor NTP primario.

También puede introducir un servidor NTP alternativo.

8. Configure la informacién de soporte.

18

a.
b.

Si el entorno requiere un proxy para acceder a AutoSupport, introduzca la URL en Proxy URL.
Introduzca el host de correo SMTP y la direccidn de correo electronico para las notificaciones de
eventos.

Debe, como minimo, configurar el método de notificacion de eventos antes de continuar. Puede
seleccionar cualquiera de los métodos.



NetApp OnCommand System Manager

‘ =% Getting Started |

Guided Setup to Configure a Cluster

Provide the information required below to configure your cluster:

Cluster Metwiork Support Summary

® AutoSupport @

€ Proxy URL (Optional) |

0 Connection is verified after configuring AutcSupport on all nodes.

@ Event Notifications

Motify me through:

SMTP Mall Host Emall Addresses

Email | Separate email addresses with a

COMIMIE..

SNMP Trap Host

[] snmp
Syslog Server

[ syslog

9. Cuando indique que ha finalizado la configuracion del cluster, haga clic en Manage your Cluster para
configurar el almacenamiento.
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Continuacion de la configuracion del cluster de almacenamiento

Después de configurar los nodos de almacenamiento y el cluster base, puede continuar con la configuracion

del cluster de almacenamiento.

Ponga a cero todos los discos de repuesto

Para poner a cero todos los discos de repuesto del cluster, ejecute el siguiente comando:

disk zerospares

Configure la personalidad de los puertos UTA2 integrados

1. Verifique el modo actual y el tipo actual de puertos ejecutando el ucadmin show comando.

AFF A220::> ucadmin show
Current
Mode

AFF

Adapter

0f

fc
fc
fc
fc
fc
fc
fc
fc

8 entries were displayed.

Current

Type

target
target
target
target
target
target
target
target

Pending Pending Admin
Mode Type Status

= = online
= = online
= = online
= = online
= = online
= = online
= = online

= = online

2. Compruebe que el modo actual de los puertos que se estan utilizando es cna y que el tipo actual esta
establecido en target. De lo contrario, cambie la personalidad de puerto mediante el siguiente comando:

ucadmin modify -node <home node of the port> -adapter <port name> -mode

cna -type target

Los puertos deben estar desconectados para que se ejecute el comando anterior. Para desconectar un
puerto, ejecute el siguiente comando:

‘network fcp adapter modify -node <home node of the port> -adapter <port

name> —-state down’

®
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Si ha cambiado la personalidad del puerto, debe reiniciar cada nodo para que el cambio se

aplique.



Cambiar el nombre de las interfaces légicas de gestion (LIF)

Para cambiar el nombre de las LIF de administracion, realice los pasos siguientes:

1. Muestra los nombres de las LIF de gestion actuales.
network interface show -vserver <<clustername>>

2. Cambie el nombre de la LIF de gestion del cluster.

network interface rename -vserver <<clustername>> -1if

cluster setup cluster mgmt 1if 1 —newname cluster mgmt
3. Cambie el nombre del LIF de gestion del nodo B.

network interface rename -vserver <<clustername>> -1if
cluster setup node mgmt 1if AFF A220 B 1 -newname AFF A220-02 mgmtl

Configure la reversion automatica en la gestion del cluster

Ajuste la auto-revert parametro en la interfaz de gestion del cluster.

network interface modify -vserver <<clustername>> -1if cluster mgmt —-auto-

revert true

Configure la interfaz de red del procesador de servicio

Para asignar una direccion |IPv4 estatica al procesador de servicios en cada nodo, ejecute los siguientes
comandos:

system service-processor network modify -node <<var nodeA>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeA sp ip>>
-netmask <<var nodeA sp mask>> -gateway <<var nodeA sp gateway>>
system service-processor network modify -node <<var nodeB>> -address
-family IPv4 —enable true —-dhcp none -ip-address <<var nodeB sp ip>>
-netmask <<var nodeB sp mask>> -gateway <<var nodeB sp gateway>>

@ Las direcciones IP de Service Processor deben estar en la misma subred que las direcciones IP
de gestion de nodos.

Activar la recuperacion tras fallos de almacenamiento en ONTAP

Para confirmar que la conmutacion por error del almacenamiento esta habilitada, ejecute los siguientes
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comandos de una pareja de conmutacion por error:

1.

22

Comprobar el estado de recuperacion tras fallos del almacenamiento.

storage failover show

Ambas <<var nodeA>>Yy.. <<var nodeB>> debe poder realizar una toma de control. Vaya al paso 3 si
los nodos pueden realizar una toma de control.

. Habilite la conmutacién al nodo de respaldo en uno de los dos nodos.

storage failover modify -node <<var nodeA>> -enabled true

Habilitar la conmutacién al nodo de respaldo en un solo nodo permite que se produzca en ambos nodos.

. Compruebe el estado de alta disponibilidad del cluster de dos nodos.

Este paso no es aplicable para clusteres con mas de dos nodos.

cluster ha show

Vaya al paso 6 si esta configurada la alta disponibilidad. Si se ha configurado la alta disponibilidad, vera el
siguiente mensaje al emitir el comando:

High Availability Configured: true

Habilite el modo de alta disponibilidad solo para el cluster de dos nodos.

@ No ejecute este comando para clusteres con mas de dos nodos debido a que provoca
problemas con la conmutacién al nodo de respaldo.

cluster ha modify -configured true
Do you want to continue? {yln}: vy

Compruebe que la asistencia de hardware esta correctamente configurada y, si es necesario, modifique la
direccion IP del partner.

storage failover hwassist show

El mensaje Keep Alive Status : Error: did not receive hwassist keep alive alerts
from partner indica que la asistencia de hardware no esta configurada. Ejecute los siguientes
comandos para configurar hardware Assist.



storage failover modify -hwassist-partner-ip <<var nodeB mgmt ip>> -node
<<var_ nodeA>>
storage failover modify —-hwassist-partner-ip <<var nodeA mgmt ip>> -node
<<var_ nodeB>>

Cree un dominio de retransmision MTU para tramas gigantes en ONTAP

Para crear un dominio de retransmisién de datos con un valor MTU de 9000, ejecute los siguientes comandos:

broadcast-domain create -broadcast-domain Infra NFS -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-A -mtu 9000
broadcast-domain create -broadcast-domain Infra iSCSI-B -mtu 9000

Quite los puertos de datos del dominio de retransmision predeterminado

Los puertos de datos de 10 GbE se utilizan para el trafico iSCSI/NFS y estos puertos deben eliminarse del
dominio predeterminado. Los puertos eOe y e0f no se utilizan y deben eliminarse del dominio predeterminado.

Para quitar puertos del dominio de retransmision, ejecute el siguiente comando:

broadcast-domain remove-ports -broadcast-domain Default -ports
<<var nodeA>>:elc, <<var nodeA>>:e0d, <<var nodeA>>:ele,

<<var nodeA>>:e0f, <<var nodeB>>:elc, <<var nodeB>>:e0d,
<<var_ nodeA>>:ele, <<var nodeA>>:e0f

Deshabilite el control de flujo en los puertos UTA2

Se recomienda utilizar las mejores practicas de NetApp para deshabilitar el control de flujo en todos los
puertos UTA2 conectados a dispositivos externos. Para desactivar el control de flujo, ejecute el siguiente
comando:
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net port modify -node <<var nodeA>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeA>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {y|n}: vy

net port modify -node <<var nodeA>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port elOc -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: y

net port modify -node <<var nodeB>> -port e0d -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port ele -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yln}: vy

net port modify -node <<var nodeB>> -port e0f -flowcontrol-admin none
Warning: Changing the network port settings will cause a several second
interruption in carrier.

Do you want to continue? {yIn}: vy

Configure LACP con IFGRP en ONTAP

Este tipo de grupo de interfaces requiere dos o mas interfaces Ethernet y un switch compatible con LACP.
Asegurese de que el interruptor esta configurado correctamente.

Desde el simbolo del sistema del cluster, complete los siguientes pasos.
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ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp
ifgrp create -node
multimode lacp

network port ifgrp
network port ifgrp

<<var nodeA>> -ifgrp ala -distr-func port -mode

add-port -node
add-port -node
<< var nodeB>>

add-port -node
add-port -node

<<var nodeA>> -ifgrp ala -port eOc
<<var nodeA>> -ifgrp ala -port e0d
-ifgrp ala -distr-func port -mode

<<var nodeB>> -ifgrp ala -port eOc
<<var nodeB>> -ifgrp ala -port e0d

Configurar tramas gigantes en ONTAP de NetApp

Para configurar un puerto de red ONTAP para que utilice tramas gigantes (que normalmente tienen una MTU
de 9,000 bytes), ejecute los siguientes comandos desde el shell del cluster:

AFF A220::> network port modify -node node A -port ala -mtu 9000

Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {yl|n}:

y

AFF A220::> network port modify -node node B -port ala -mtu 9000
Warning: This command will cause a several second interruption of service

on

this network port.

Do you want to continue? {y|n}:

Crear VLAN en ONTAP

Yy

Para crear VLAN en ONTAP, complete los siguientes pasos:

1. Cree puertos VLAN NFS y afiadalos al dominio de retransmision de datos.

network port vlan create —node <<var nodeA>> -vlan-name aOa-

<<var nfs vlan id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-

<<var nfs vlan id>>

broadcast-domain add-ports -broadcast-domain Infra NFS -ports

<<var_ nodeA>>:ala-<<var nfs vlan id>>, <<var nodeB>>:ala-

<<var nfs vlan id>>

2. Cree puertos VLAN iSCSI y anadalos al dominio de retransmision de datos.
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network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeA>> -vlan-name ala-
<<var iscsi vlan B id>>

network port vlan create —node <<var nodeB>> -vlan-name aOa-
<<var iscsi vlan A id>>

network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<var_ iscsi vlan B id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-A -ports
<<var nodeA>>:ala-<<var_ iscsi vlan A id>>, <<var nodeB>>:ala-
<<var_ iscsi vlan A id>>

broadcast-domain add-ports -broadcast-domain Infra iSCSI-B -ports
<<var nodeA>>:ala-<<var_ iscsi vlan B id>>, <<var nodeB>>:ala-
<<var iscsi vlan B id>>

3. Cree puertos MGMT-VLAN.

network port vlan create —node <<var nodeA>> -vlan-name aOa-
<<mgmt vlan id>>
network port vlan create —node <<var nodeB>> -vlan-name alOa-
<<mgmt_ vlan id>>

Crear agregados en ONTAP

Durante el proceso de configuracién de ONTAP, se crea un agregado que contiene el volumen raiz. Para crear
agregados adicionales, determine el nombre del agregado, el nodo en el que se creara y el numero de discos
que contiene.

Para crear agregados, ejecute los siguientes comandos:
aggr create -aggregate aggrl nodeA -node <<var nodeA>> -diskcount
<<var_ num disks>>

aggr create -aggregate aggrl nodeB -node <<var nodeB>> -diskcount
<<var num disks>>

Conserve al menos un disco (seleccione el disco mas grande) en la configuracidon como un repuesto. Una
practica recomendada es tener al menos un repuesto para cada tipo y tamafo de disco.

Empiece con cinco discos; puede afiadir discos a un agregado cuando necesite almacenamiento adicional.
No se puede crear el agregado hasta que se complete el establecimiento en cero del disco. Ejecute el aggr

show comando para mostrar el estado de creacion del agregado. No continte hasta aggrl®™ “nodeA esta en
linea.
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Configurar la zona horaria en ONTAP

Para configurar la sincronizacién horaria y establecer la zona horaria en el cluster, ejecute el siguiente
comando:

timezone <<var timezone>>

Por ejemplo, en el este de los Estados Unidos, la zona horaria es 2merica/New York.
Cuando haya comenzado a escribir el nombre de la zona horaria, pulse la tecla TAB para ver
las opciones disponibles.

Configurar SNMP en ONTAP

Para configurar SNMP, realice los siguientes pasos:
1. Configure la informacion basica de SNMP, como la ubicacion y el contacto. Cuando se sondean, esta

informacion es visible como sysLocationy.. sysContact Variables en SNMP.

snmp contact <<var_ snmp contact>>
snmp location “<<var snmp location>>”"
snmp init 1

options snmp.enable on
2. Configure las capturas SNMP para que se envien a hosts remotos.

snmp traphost add <<var snmp server fgdn>>

Configure SNMPv1 en ONTAP

Para configurar SNMPv1, establezca la contrasefa de texto sin formato secreta compartida denominada
comunidad.

snmp community add ro <<var snmp community>>

@ Utilice la snmp community delete all comando con precaucion. Sise utilizan cadenas de
comunidad para otros productos de supervisidn, este comando las quita.

Configure SNMPv3 en ONTAP

SNMPv3 requiere que defina y configure un usuario para la autenticacion. Para configurar SNMPv3, lleve a
cabo los siguientes pasos:

1. Ejecute el security snmpusers Comando para ver el ID del motor.

2. Cree un usuario llamado snmpv3user.
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security login create -username snmpv3user -authmethod usm -application
snmp

3. Introduzca el ID del motor de la entidad autoritativa y seleccione md5 como protocolo de autenticacion.

4. Escriba una contrasefna de longitud minima de ocho caracteres para el protocolo de autenticacién cuando
se le solicite.

5. Seleccione des como protocolo de privacidad.

6. Escriba una contrasefia de longitud minima de ocho caracteres para el protocolo de privacidad cuando se
le solicite.

Configure HTTPS de AutoSupport en ONTAP
La herramienta AutoSupport de NetApp envia informacion de resumen de soporte a NetApp mediante HTTPS.

Para configurar AutoSupport, ejecute el siguiente comando:

system node autosupport modify -node * -state enable -mail-hosts
<<var mailhost>> -transport https -support enable -noteto
<<var_ storage admin email>>

Cree una maquina virtual de almacenamiento

Para crear una maquina virtual de almacenamiento (SVM) de infraestructura, complete los siguientes pasos:

1. Ejecute el vserver create comando.

vserver create -vserver Infra-SVM -rootvolume rootvol —-aggregate
aggrl nodeA -rootvolume-security-style unix

N

. AfAada el agregado de datos a la lista de agregados de infra-SVM para VSC de NetApp.

vserver modify -vserver Infra-SVM -aggr-list aggrl nodeA, aggrl nodeB

3. Elimine los protocolos de almacenamiento que no se utilicen de la SVM, con lo que dejara NFS e iSCSI.

vserver remove-protocols -vserver Infra-SVM -protocols cifs,ndmp, fcp

D

. Habilite y ejecute el protocolo NFS en la SVM de infra-SVM.

‘nfs create -vserver Infra-SVM -udp disabled®

[¢)]

. Encienda la svM vstorage Parametro para el plugin VAAI para NFS de NetApp. A continuacion,
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compruebe que NFS se ha configurado.

‘vserver nfs modify -vserver Infra-SVM -vstorage enabled’
"vserver nfs show

(D Los comandos estan precedidos por vserver en la linea de comandos porque las
maquinas virtuales de almacenamiento se denominaban servidores anteriormente.

Configure NFSv3 en ONTAP

En la siguiente tabla, se enumera la informacion necesaria para completar esta configuracion.

Detalles Valor de detalle
Host ESXi direccion IP de NFS <<var_esxi_hostA_nfs_ip>>
Direccion IP de NFS del host ESXi B <<var_esxi_hostB_nfs_ip>>

Para configurar NFS en la SVM, ejecute los siguientes comandos:

1. Cree una regla para cada host ESXi en la politica de exportaciéon predeterminada.

2. Asigne una regla para cada host ESXi que se cree. Cada host tiene su propio indice de reglas. El primer
host ESXi tiene el indice de regla 1, el segundo host ESXi tiene el indice de regla 2, etc.

vserver export-policy rule create -vserver Infra-SVM -policyname default
—ruleindex 1 -protocol nfs -clientmatch <<var esxi hostA nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule create -vserver Infra-SVM -policyname default
—-ruleindex 2 -protocol nfs -clientmatch <<var esxi hostB nfs ip>>
-rorule sys -rwrule sys -superuser sys —allow-suid false

vserver export-policy rule show

3. Asigne la politica de exportacion al volumen raiz de la SVM de infraestructura.

volume modify -vserver Infra-SVM -volume rootvol -policy default

VSC de NetApp gestiona automaticamente las politicas de exportacion si decide instalarlas
@ después de configurar vSphere. Si no lo instala, debe crear reglas de politicas de
exportacion cuando se afiadan servidores C-Series de Cisco UCS adicionales.

Cree el servicio iSCSI en ONTAP

Para crear el servicio iSCSI, complete el paso siguiente:

1. Cree el servicio iSCSI en la SVM. Este comando también inicia el servicio iISCSI y establece el IQN de
iISCSI para la SVM. Comprobar que iSCSI se ha configurado.
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iscsi create -vserver Infra-SVM

iscsi show

Crear reflejo de uso compartido de carga del volumen raiz de la SVM en ONTAP

1. Cree un volumen para que sea el reflejo de carga compartida del volumen raiz de la SVM de
infraestructura en cada nodo.

volume create -vserver Infra Vserver —-volume rootvol mOl -aggregate
aggrl nodeA -size 1GB -type DP
volume create -vserver Infra Vserver —volume rootvol m02 —aggregate

aggrl nodeB -size 1GB -type DP

2. Crear una programacion de tareas para actualizar las relaciones de mirroring del volumen raiz cada 15
minutos.

job schedule interval create -name 15min -minutes 15

3. Cree las relaciones de mirroring.

snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m0l -type LS -schedule 15min
snapmirror create -source-path Infra-SVM:rootvol -destination-path
Infra-SVM:rootvol m02 -type LS -schedule 15min

4. Inicialice la relacion de mirroring y compruebe que se haya creado.

snapmirror initialize-ls-set -source-path Infra-SVM:rootvol

snapmirror show

Configure el acceso HTTPS en ONTAP

Para configurar el acceso seguro a la controladora de almacenamiento, lleve a cabo los siguientes pasos:

1. Aumente el nivel de privilegio para acceder a los comandos de certificado.

set -privilege diag
Do you want to continue? {yln}: vy

2. En general, ya se encuentra en funcionamiento un certificado autofirmado. Verifique el certificado
ejecutando el siguiente comando:
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security certificate show

3. Para cada SVM que se muestra, el nombre comun de certificado debe coincidir con el FQDN de DNS de la
SVM. Los cuatro certificados predeterminados deben eliminarse y sustituirse por certificados autofirmados
o certificados de una entidad de certificacion.

La practica recomendada es eliminar certificados caducados antes de crear certificados. Ejecute el
security certificate delete comando para eliminar certificados caducados. En el siguiente
comando, use LA TABULACION automatica para seleccionar y eliminar cada certificado predeterminado.

security certificate delete [TAB]
Example: security certificate delete -vserver Infra-SVM -common-name
Infra-SVM -ca Infra-SVM -type server -serial 552429A6

4. Para generar e instalar certificados autofirmados, ejecute los siguientes comandos como comandos de
una sola vez. Generar un certificado de servidor para la SVM de infraestructura y la SVM de cluster. De
nuevo, utilice LA TABULACION automética como ayuda para completar estos comandos.

security certificate create [TAB]

Example: security certificate create -common-name infra-svm. netapp.com
-type server -size 2048 -country US -state "North Carolina" -locality
"RTP" -organization "NetApp" -unit "FlexPod" -email-addr
"abc@netapp.com" -expire-days 365 -protocol SSL -hash-function SHA256
-vserver Infra-SVM

5. Para obtener los valores de los parametros necesarios en el paso siguiente, ejecute el security
certificate show comando.

6. Habilite cada certificado que se acaba de crear mediante el —~server-enabled truey..—client-
enabled false parametros. De nuevo, utilice LA TABULACION automatica.

security ssl modify [TAB]

Example: security ssl modify -vserver Infra-SVM -server-enabled true
-client-enabled false -ca infra-svm.netapp.com -serial 55243646 -common
-name infra-svm.netapp.com

7. Configure y habilite el acceso SSL y HTTPS y deshabilite el acceso HTTP.
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system services web modify -external true -sslv3-enabled true
Warning: Modifying the cluster configuration will cause pending web
service requests to be

interrupted as the web servers are restarted.
Do you want to continue {yl|n}: y
system services firewall policy delete -policy mgmt -service http
-vserver <<var clustername>>

@ Es normal que algunos de estos comandos devuelvan un mensaje de error indicando que la
entrada no existe.

8. Vuelva al nivel de privilegio de administrador y cree la configuracion para permitir que la SVM esté
disponible en la web.

set -privilege admin
vserver services web modify —-name spi|ontapi|compat -vserver * -—-enabled
true

Cree un volumen de FlexVol de NetApp en ONTAP

Para crear un volumen de FlexVol de NetApp, introduzca el nombre, el tamafio y el agregado del volumen en
el que existe. Crear dos volumenes de almacenes de datos de VMware y un volumen de arranque del
servidor.

volume create -vserver Infra-SVM -volume infra datastore 1 -aggregate
aggrl nodeA -size 500GB -state online -policy default -junction-path
/infra datastore 1 -space-guarantee none -percent-snapshot-space 0

volume create -vserver Infra-SVM -volume infra swap -aggregate aggrl nodeA
-size 100GB -state online -policy default -junction-path /infra swap
-space-guarantee none -percent-snapshot-space 0 -snapshot-policy none
volume create -vserver Infra-SVM -volume esxi boot -aggregate aggrl nodeA
-size 100GB -state online -policy default -space-guarantee none -percent
-snapshot-space 0

Habilite la deduplicacion en ONTAP

Para activar la deduplicacion en volumenes adecuados, ejecute los siguientes comandos:

volume efficiency on -vserver Infra-SVM -volume infra datastore 1

volume efficiency on -vserver Infra-SVM -volume esxi boot
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Crear LUN en ONTAP

Para crear dos LUN de arranque, ejecute los siguientes comandos:

lun create -vserver
15GB -ostype vmware
lun create -vserver

15GB -ostype vmware

Infra-SVM -volume esxi boot -lun VM-Host-Infra-A -size

-space-reserve disabled
Infra-SVM -volume esxi boot -lun VM-Host-Infra-B
-space-reserve disabled

(D Cuando se afiade un servidor Cisco UCS C-Series adicional, se debe crear un LUN de
arranque adicional.

Creacion de LIF iSCSI en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles

Nodo de almacenamiento a iSCSI LIFO1A

Valor de detalle

<<var_nodeA iscsi_lif01a_ip>>

Nodo de almacenamiento: Una mascara de red <<var_nodeA _iscsi_lif01a_mask>>

LIFO1A de iSCSI

Nodo de almacenamiento a iSCSI LIFO1B

<<var_nodeA iscsi_lif01b_ip>>

Nodo de almacenamiento a mascara de red LIFO1B  <<var_nodeA iscsi_lif01b_mask>>

de iSCSI

Nodo de almacenamiento B iSCSI LIFO1A

<<var_nodeB iscsi_lif01a_ip>>

Mascara de red del nodo de almacenamiento B iSCSI <<var_nodeB_iscsi_lif01a_mask>>

LIFO1A

ISCSI LIFO1B del nodo de almacenamiento <<var_nodeB_iscsi_lif01b_ip>>

Mascara de red LIFO1B de nodo de almacenamiento <<var_nodeB iscsi_lif01b_mask>>

B.

1. Creacioén de cuatro LIF iSCSI, dos en cada nodo.

-size
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network interface create -vserver Infra-SVM -1if iscsi 1if0Ola -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeA iscsi 1if0Ola ip>> -netmask
<<var nodeA iscsi 1if0Ola mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if0lb -role data
—-data-protocol iscsi -home-node <<var nodeA>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeA iscsi 1ifOlb ip>> -netmask
<<var nodeA iscsi 1if0lb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1if iscsi 1if02a -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan A id>> -address <<var nodeB iscsi 1if0Ola ip>> -netmask
<<var nodeB iscsi 1if0Ola mask>> —-status-admin up —-failover-policy
disabled -firewall-policy data —-auto-revert false

network interface create -vserver Infra-SVM -1lif iscsi 1if02b -role data
-data-protocol iscsi -home-node <<var nodeB>> -home-port ala-

<<var iscsi vlan B id>> -address <<var nodeB iscsi 1if0lb ip>> -netmask
<<var nodeB iscsi 1if0Olb mask>> -status-admin up —-failover-policy
disabled —-firewall-policy data —auto-revert false

network interface show

Creacion de LIF NFS en ONTAP

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle

Nodo de almacenamiento: LIF NFS 01 IP <<var_nodeA nfs_lif 01_ip>>
Nodo de almacenamiento mascara de red a LIF 01 de <<var_nodeA nfs_lif 01 _mask>>
NFS

Nodo de almacenamiento B LIF NFS 02 IP <<var_nodeB_nfs_lif 02 ip>>

Mascara de red del nodo de almacenamiento B LIF <<var_nodeB_nfs_lif 02_mask>>
NFS 02

1. Cree una LIF NFS.

34



network interface create -vserver Infra-SVM -1if nfs 1if0l -role data
—-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan i1d>> -address <<var nodeA nfs 1if 01 ip>> -netmask <<
var nodeA nfs 1if 01 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —auto-revert true

network interface create -vserver Infra-SVM -1lif nfs 1if02 -role data
-data-protocol nfs -home-node <<var nodeA>> -home-port ala-
<<var nfs vlan id>> -address <<var nodeB nfs 1if 02 ip>> -netmask <<

var nodeB nfs 1if 02 mask>> -status-admin up —-failover-policy broadcast-
domain-wide —-firewall-policy data —-auto-revert true

network interface show

Anada el administrador de SVM de infraestructura

En la siguiente tabla, se enumera la informacién necesaria para completar esta configuracion.

Detalles Valor de detalle

IP de Vsmgmt <<var_svm_mgmt_ip>>
Mascara de red Vsmgmt <<var_svm_mgmt_mask>>
Puerta de enlace predeterminada de Vsmgmt <<var_svm_mgmt_gateway>>

Para afadir la interfaz l6gica de administracion de SVM y el administrador de SVM de la infraestructura a la
red de gestion, realice los siguientes pasos:

1. Ejecute el siguiente comando:

network interface create -vserver Infra-SVM -1if vsmgmt -role data
—data-protocol none -home-node <<var nodeB>> -home-port eOM -address
<<var_ svm mgmt ip>> -netmask <<var svm mgmt mask>> -status-admin up
—failover-policy broadcast-domain-wide -firewall-policy mgmt —-auto-
revert true

@ La IP de administracién de SVM aqui debe estar en la misma subred que la IP de
administracion del cluster de almacenamiento.

2. Cree una ruta predeterminada para permitir que la interfaz de gestion de SVM llegue al mundo exterior.

network route create -vserver Infra-SVM -destination 0.0.0.0/0 —-gateway
<<var_ svm mgmt gateway>>

network route show

3. Establezca una contrasefa para el usuario de SVM vsadmin y desbloquee el usuario.
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security login password —-username vsadmin -vserver Infra-SVM
Enter a new password: <<var password>>
Enter it again: <<var password>>

security login unlock -username vsadmin -vserver Infra-SVM

"Siguiente: Procedimiento de puesta en marcha de servidores en rack Cisco UCS C-Series"

Procedimiento para la puesta en marcha de servidores en
rack Cisco UCS C-Series

En la siguiente seccion, se proporciona un procedimiento detallado para configurar un
servidor de montaje en rack independiente Cisco UCS C-Series para su uso en la
configuracion de FlexPod Express.

Realice la configuracion inicial del servidor independiente Cisco UCS C-Series
para Cisco Integrated Management Server

Complete estos pasos para la configuracion inicial de la interfaz de CIMC para servidores independientes
Cisco UCS C-Series.

En la siguiente tabla se enumera la informacién necesaria para configurar CIMC para cada servidor
independiente Cisco UCS C-Series.

Detalles Valor de detalle
Direccion IP de CIMC <<cimc_ip>>
Mascara de subred CIMC <<cimc_netmask>>
Puerta de enlace predeterminada CIMC <<cimc_gateway>>

@ La version de CIMC utilizada en esta validacién es CIMC 3.1.3(g).

Todos los servidores

1. Conecte la mochila del teclado, video y ratén (KVM) de Cisco (suministrada con el servidor) al puerto KVM
de la parte frontal del servidor. Conecte un monitor VGA 'y un teclado USB a los puertos de mochila KVM
adecuados.

2. Encienda el servidor y pulse F8 cuando se le solicite que introduzca la configuracion de CIMC.
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a 10.61.185.215 - K¥M Console [_ (O] x|
File View Macros Tools Power BootDevice Virtual Media Help

to AHCT mode.

10.61.185.215 || admin || 1.2 fps || 15.049 KBis ||S)

3. En la utilidad de configuraciéon de CIMC, defina las siguientes opciones:
o Modo de tarjeta de interfaz de red (NIC):
= Dedicado [X]
o IP (basico):
= IPV4: [X]
= DHCP habilitado: [ ]
= I[P de CIMC: <<cimc_ip>>
= Prefijo/subred: <<cimc_netmask>>
= Puerta de enlace: <<cimc_gateway>>
o VLAN (Advanced): Deje borrado para deshabilitar el etiquetado VLAN.
= Redundancia NIC
= Ninguna: [X]
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Smart Ac

4. Pulse F1 para ver los ajustes adicionales.

o Propiedades comunes:
= Nombre del host: <<esxi_host_name>>
= DNS dinamico: []
= Valores predeterminados de fabrica: Dejar borrado.

o Usuario predeterminado (basico):
= Contrasefa predeterminada: <<admin_password>>
= Vuelva a introducir la contrasefia: <<admin_password>>
= Propiedades del puerto: Utilice los valores predeterminados.

= Perfiles de puerto: Dejar borrado.
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FactorybDefaults

Detault User

Port Properties

Admin Mode Operation Mode
AUTE K]
111 .

5. Pulse F10 para guardar la configuracion de la interfaz CIMC.

6. Una vez guardada la configuracion, pulse Esc para salir.

Configurar arranque iSCSI de los servidores Cisco UCS C-Series

En esta configuracion de FlexPod Express, la VIC1387 se utiliza para el arranque iSCSI.

La tabla siguiente enumera la informacion necesaria para configurar el arranque iSCSI.

@ La fuente en cursiva indica las variables que son Unicas de cada host ESXi.
Detalles Valor de detalle
Nombre Del iniciador del host ESXi <<var_ucs_initiator_name_A>>
Host ESXi iSCSI-A IP <<var_esxi_host_iscsiA_ip>>
Mascara de red iSCSI-A del host ESXi <<var_esxi_host_iscsiA_mask>>
ISCSI del host ESXi: Puerta de enlace <<var_esxi_host_iscsiA_gateway>>

predeterminada

Nombre B del iniciador del host ESXi <<var_ucs_initiator_name_B>>
Host ESXi iSCSI-B IP <<var_esxi_host_iscsiB_ip>>
Mascara de red iSCSI-B del host ESXi <<var_esxi_host_iscsiB_mask>>
Puerta de enlace iSCSI-B del host ESXi <<var_esxi_host_iscsiB_gateway>>
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Detalles Valor de detalle
Direccion IP iscsi_lif01a
Direccion IP iscsi_lif02a
Direccion IP iscsi_lif01b
Direccion IP iscsi_lif02b

IQN de infr_SVM

Configuracion del orden de arranque

Para establecer la configuracion del orden de arranque, lleve a cabo los siguientes pasos:

1. En la ventana del explorador de la interfaz CIMC, haga clic en la ficha servidor y seleccione BIOS.

2. Haga clic en Configurar orden de arranque y, a continuacion, en Aceptar.

B= ~

i / Compute / BIOS

Chassis = BICS Remote Management Troubleshoating Power Policies PID Catalog
Summary - . .
Erter BIOS Setup | Clear BIOS CMOS | Restore Manufacturing Custom Settings | Restore Defaults
Inventory .
Configure BIOS Configure Boot Crder Configure BICS Profile
Sensors

BIOS Properties
Power Management
Running Version  C22015.3.1.3d.0.0613181103
Faults and Logs R
UEFI Secure Boot |_|

Actual Boot Mode  LUefi

Compute
Configured Boot Mode v
NEI\NOFKWQ > Last Configured Boot Order Source  BIOS
Configured One time boot device L4
Storage > -
Save Changes
Admin »
¥ Configured Boot Devices Actual Boot Devices
Basic LEFI; Built-in EFI Shell (NonPolicyTarget)
Advanced

UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)
UEFI: PXE IP4 Intel(R) Ethermet Contraller ®550 (MonPalicyTarget)

LIEFI: Cizco vEMM-Mapped vDWD .24 iNonPolicyTarget)

3. Para configurar los siguientes dispositivos, haga clic en el dispositivo en Agregar dispositivo de arranque y
vaya a la ficha Opciones avanzadas.

o Agregar medios virtuales
= NOMBRE: KVM-CD-DVD
= SUBTIPO: DVD KVM ASIGNADO
= Estado: Habilitado
= Orden: 1
o Agregar arranque iSCSI.
= Nombre: ISCSI-a
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= Estado: Habilitado
= Orden: 2
Ranura: MLOM
= Puerto: 0
> Haga clic en Add iSCSI Boot.
= Nombre: ISCSI-B
= Estado: Habilitado
= Pedido: 3
= Ranura: MLOM
= Puerto: 1

4. Haga clic en Agregar dispositivo.

5. Haga clic en Save Changes y, a continuacion, en Close.

Configured Boot Level:  Advanced

Basic Advanced

Add Boot Device Advanced Boot Order Configuration Selected 1 / Total 3 4F
Add Lozal HOD Enable/Disable Modify Delete Clone Re-Apply Move Up Move Down
Add PXE Boot

Add SAM Boaot Name Type Order State

K'h-MAPPED-DWD WIEDIA 1 Enabled

<]

Add USE
Add Virtual Media
Add PCHStorage
Add UEFISHELL
Add 50 Card
Add MYE

Add Local COD

ISCSEA ISCSI 2 Enabled

ISCS-B ISCSI 3 Enabled

Reset Values Close

6. Reinicie el servidor para arrancar con el nuevo orden de inicio.

Desactivar la controladora RAID (si existe)

Siga estos pasos si el servidor C-Series contiene una controladora RAID. No se necesita una controladora
RAID en el arranque desde la configuracion SAN. De manera opcional, también puede quitar fisicamente la
controladora RAID del servidor.

1. Haga clic en BIOS en el panel de navegacion izquierdo de CIMC.

2. Seleccione Configurar BIOS.

3. Desplacese hacia abajo hasta la ranura PCle:ROM de opcién HBA.

4. Si el valor no esta desactivado, configurelo en Desactivado.
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BIOS
[lie]

Remote Management Troubleshooting

Server Management Security Processor

Hote: Defaultvalues are shown in hald

Power Policies

Rehoot Host Immediately:
Intel VT for directed [0: | Enabled
Intel WVTD ATS support: | Enabled
LOM Port 1 OptionRom: | Enabled
Pcie Slot 1 OptionRom: | Disahbled
MLOM OptionRom: | Enabled
Front NVME 1 OptionRom: | Enabled
MRAID Link Speed: | Auto
PCle Slot 1 Link Speed: | Auto
Front NVME 1 Link Speed: | Auto
VGA Priority: | Onboard
P_SATA OptionROM: | LSI SWW RAID
USB Port Rear: | Enabled
USB Port Internal: | Enabled
IPY6 PXE Support: | Disabled

PID Catalog

Memory PoweriPerformance

Configure Cisco VIC1387 para el arranque iSCSI

Legacy USB Support:
Intel VTD coherency support:
All Onboard LOM Ports:
LOM Port 2 OptionRom:
Pcie Slot 2 OptionRom:
MRAID OptionRom:

Front NVME 2 OptionRom:
MLOM Link Speed:

PCle Slot 2 Link Speed:
Front NVME 2 Link Speed:
.2 SATA OptionROM:
USB Port Front:

USB Port KVM:

USB Port:M.2 Storage:

Enabled
Disabled
Enabled
Enabled
Disabled
Enabled
Enabled
Auto
Auto
Auto
AHCI
Enabled
Enabled

Enabled

Los pasos de configuracion siguientes son para el VIC 1387 de Cisco para arranque iSCSI.

Cree NIC iSCSI

1. Haga clic en Agregar para crear un VNIC.

2. En la seccién Agregar VNIC, introduzca los siguientes ajustes:

o Nombre: ISCSI-VNIC-A
o MTU: 9000

° VLAN predeterminada: <<var iscsi vlan_ a>>

> Modo VLAN: TRONCO

o Activar inicio PXE: Comprobacion

» vNIC Properties

¥ General

Hame:

CDN: | WIC-MLOM-ISCShwNIC-A

MTU: | 5000

Uplink Port: | O
MAC Address: O

Class of Service: | [
Trust Host CoS:
PCl Order: | 4

O

Default VLAN:
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Auta

7054 COS5 ED

Mane

3433

{1500 - 5000)

(0-8)

VLAN Mode: | Trunk

Rate Limitt ® OFF

Channel Number:

PCI Link:

L)L) e

Enable NVGRE:
Enable YXLAN:
Advanced Filter:

Port Profile:

©

Enable PXE Boot:
Enable W¥MQ:
Enable aRFS:

Enable Uplink Failover:

Failback Timeout:

7]

(1- 1000
o-1

[0-600)



3. Haga clic en Agregar VNIC vy, a continuacion, en Aceptar.
4. Repita el proceso para agregar un segundo VNIC.
a. Nombre el VNIC iSCSI-vNIC-B.
b. Introduzca <<var iscsi vlan_ b>>Como VLAN.
C. Establezca el puerto de enlace ascendente en 1.

5. Seleccione el VNIC 1SCSI-vNIC-A a la izquierda.

|l'| { [ Adapter Card MLOM [ vNICs

Seneral External Ethernet Interfaces YT S vHEAS
¥ vMICs * vNIC Properties
ethi
Eth ] * iSCSIBootProperties
ST MIC-A
> General
iISCS-YMIC-B
* Initiator

* Primary Target

+ Secondary Target

F usnNIC

6. En Propiedades de arranque iSCSI, introduzca los detalles del iniciador:
o Nombre: <<var_ucsa_initiator name_a>>
o Direccidn IP: <<var_esxi_hostA iscsiA _ip>>
o Mascara de subred: <<var_esxi_hostA _iscsiA_mask>>

o Puerta de enlace: <<var_esxi_hostA_iscsiA_gateway>>



Y/ .. [ Adapter Card Refresh | Host Powsr | Launch KM | Ping | CIMC Rebant | Locator LED | @@ 1

MLOM / vNICs
General External Ethernet Interfaces wiNICs wHBAS
¥ wMICS ¥ iSCSIBoot Properties
ethd
» General
eth
IE(E- v Initiator
1505y
Name: | ign. 1892-01.com.ciscoiucs0l (0 - 233) chars Initiator Priority: | primary
IP Address: | 172.21.246.30 Secondary DNS:
Subnet Mask: | 2552552550 TCP Timeout: | 15
Gateway: | 172212461 CHAP Name:
Primary DNS: CHAP Secret:

» Primary Target

» Secondary Target

7. Introduzca los detalles del destino principal.
> Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 1if01la
o LUN de arranque: 0

8. Introduzca los detalles del destino secundario.

o Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 1if02a

o LUN de arranque: 0

Puede obtener el numero IQN de almacenamiento ejecutando el vserver iscsi show comando.

@ Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante.
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ﬁ ."r fAdapter Card Refresh | Host Power | Launch kMW | Fing | CIMC Reboot | Locator LED | 9
MLOM [ vNICs

General External Ethernet Interfaces wiNICs vHBAS

- VHICS » Initiator
ethd i
¥ Primary Target
eth1
iS0SIy Mame: | ign.1992-08.corm.netapp:sn. 7esB0f73a51 | (0 - 233) chars Boot LUN: | O
iSCSky IP Address: | 172.21.246.16 CHAP Name:
TCP Port 320 CHAP Secret:

v Secondary Target

Mame: | ign.1992-08.com.netapp:sn.7eSB0f73a51 | (0 - 233) chars Boot LUN: | O
IP Address: | 172.21.246.18 CHAP Name:
TCP Port 3260 CHAP Secret:

Unconfigure iSCSI Boot

9. Haga clic en Configurar iSCSI.

10. Seleccione el VNIC isCSI-vNIC- B Y haga clic en el boton de arranque iSCSI que se encuentra en la
parte superior de la seccion interfaces de Ethernet del host.

11. Repita el proceso para configurar i SCSI-vNIC-B.
12. Introduzca los detalles del iniciador.

° Nombre: <<var ucsa initiator name b>>

° Direccion IP: <<var esxi hostb iscsib ip>>

° Mascara de subred: <<var esxi hostb iscsib mask>>

° Puerta de enlace: <<var esxi hostb iscsib gateway>>
13. Introduzca los detalles del destino principal.

> Nombre: Numero IQN de infra-SVM

° Direccion IP: Direccion IP de iscsi 11£f01b

o LUN de arranque: 0

14. Introduzca los detalles del destino secundario.

> Nombre: Numero IQN de infra-SVM
° Direccion IP: Direccion IP de iscsi 11£02b

o LUN de arranque: 0

Puede obtener el nimero de IQN de almacenamiento mediante el vserver iscsi show comando.

@ Asegurese de registrar los nombres IQN de cada VNIC. Se necesitan para un paso mas
adelante.

15. Haga clic en Configurar ISCSI.
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16. Repita este proceso para configurar el arranque iSCSI para el servidor Cisco UCS B.

Configure las NIC virtuales para ESXi

1. En la ventana del navegador de la interfaz CIMC, haga clic en Inventario y, a continuacion, en
Adaptadores Cisco VIC en el panel derecho.

2. En Tarjetas de adaptador, seleccione Cisco UCS VIC 1387 y, a continuacion, seleccione las NIC de abajo.

M/ .../ Adapter Card

MLOM [ vNICs
General External Ethernet Interfaces wMNICS wHBAS
¥ VNICS Host Ethernet Interfaces
Ethi Add wNIC
eth1
iSCSLy Name CDH MAC Address
(SO []  ethd WIC-MLOL 0BS54 CO:95:45
I:I eth1l WIC-WLO . 70:69:54:CO:95:4A
[ iSCSkv..  WIC-MLO.. 0BS54, CO:95:4D
I:I ISCShkv...  WIC-MLO... 70:69:54:C0:95.4E

3. Seleccione eth0 y haga clic en Propiedades.

4. Establezca la MTU en 9000. Haga clic en Save Changes.
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Refresh | Host Pawer | Launch KM | Fing | CIMC Rehoat | Locat

MTU
1500
1500
2000
2000

usNIC
]
]

0

Uplink Port
]
1
0

CoS

VLAN
MOME
MNOME
3439
3440

Selected O,

VLAN Mode
TRUNK
TRUNK
TRUNK
TRUNK



N/ ;’Adapter Card Refresh | Host Power | Launch Ky
MLOM f vNICs

General External Ethernet Interfaces wiNICs vHEAS

HName:
¥ wNICS
S CDN: | “IC-MLOM-ethd
eth1 MTU: | 9000) | {1500 - 9000
Teletz]Rn Uplink Port: | O b 4
505y MAC Address: () Auto

(®) | FO:ESEACO:S3:45
Class of Service: | 0 (0-6)
Trust Host CoS: ||
PCl Order: | O - &)

Default VLAN: ® Nane

O @

5. Repita los pasos 3 y 4 en eth1, comprobando que el puerto de enlace ascendente esta configurado en 1
en eth1.

Il'l [ | Adapter Card MLOM [ vNICs

General External Ethernet Interfaces wiICs vHEAS
¥ VNICs Host Ethernet Interfaces

Bthd Add vNIC

ethi

SO S ICA Name CDH MAC Address MTU usNIC  Uplink Port

ISCSYMIC-B [ ] ethO WC-MLOD, FOES:5A C0:95:49 9000 a 0
I:I eth WIC-MLO A0ESEA CO95: 44 9000 0 1
I:I ISCSly WIC-MLO J0ES:5A COY95:40 9000 0 0
I:I ISCEly.. WIC-WLOD. . FOBSEA COSE4E S000 a 1

@ Este procedimiento se debe repetir para cada nodo inicial de Cisco UCS Server y cada
nodo adicional de Cisco UCS Server que se agregue al entorno.
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"Siguiente: Procedimiento de implementacion de almacenamiento AFF de NetApp (parte 2)"

Procedimiento de instalacion de almacenamiento AFF de
NetApp (parte 2)

Configuracién del almacenamiento DE arranque SAN de ONTAP

Cree iGroups iSCSI

Para crear iGroups, complete el paso siguiente:
Para este paso, se necesitan los IQN de iniciadores iISCSI desde la configuracion del servidor.

1. Desde la conexion SSH del nodo de gestion del cluster, ejecute los siguientes comandos. Para ver los tres
iGroups creados en este paso, ejecute el comando igroup show.

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-A -protocol iscsi
-ostype vmware -initiator <<var vm host infra a iSCSI-A vNIC IQN>>,
<<var vm host infra a iSCSI-B vNIC IQN>>

igroup create -vserver Infra-SVM -igroup VM-Host-Infra-B -protocol iscsi
-ostype vmware -initiator <<var vm host infra b iSCSI-A vNIC IQN>>,
<<var vm host infra b iSCSI-B vNIC IQN>>

(D Este paso se debe completar cuando se afiaden servidores Cisco UCS C- Series
adicionales.

Asigne LUN de arranque a iGroups

Para asignar LUN de arranque a iGroups, ejecute los siguientes comandos desde la conexion SSH de
administracion del cluster:

lun map -vserver Infra-SVM -volume esxi boot -lun VM-Host-Infra- A -igroup
VM-Host-Infra- A -lun-id 0
lun map —-vserver Infra-SVM -volume esxi boot —lun VM-Host-Infra- B —-igroup
VM-Host-Infra- B —-lun-id 0

@ Este paso se debe completar cuando se afiaden servidores Cisco UCS C-Series adicionales.

"Siguiente: Procedimiento de puesta en marcha de VMware vSphere 6.7."

Procedimiento de puesta en marcha de VMware vSphere 6.7

En esta seccidn, se proporcionan los procedimientos detallados para la instalacion de
VMware ESXi 6.7 en una configuracién exprés de FlexPod. Los procedimientos de
implementacion siguientes se personalizan para incluir las variables de entorno descritas
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en secciones anteriores.

Existen varios métodos para instalar VMware ESXi en dicho entorno. Este procedimiento utiliza la consola
KVM virtual y las funciones de medios virtuales de la interfaz CIMC para servidores Cisco UCS C-Series para
asignar medios de instalacion remotos a cada servidor individual.

@ Este procedimiento se debe completar para el servidor Cisco UCS Ay el servidor Cisco UCS B.

Este procedimiento debe completarse para los nodos adicionales que se anadan al cluster.

Inicie sesidn en la interfaz de CIMC para servidores independientes de Cisco UCS
C-Series

Los siguientes pasos detallan el método para iniciar sesion en la interfaz de CIMC para servidores
independientes Cisco UCS C-Series. Debe iniciar sesion en la interfaz de CIMC para ejecutar el KVM virtual,
que permite al administrador iniciar la instalacion del sistema operativo a través de medios remotos.

Todos los hosts

1. Desplacese hasta un explorador web e introduzca la direccién IP para la interfaz de CIMC para Cisco UCS
C-Series. Este paso inicia la aplicacion GUI de CIMC.

2. Inicie sesion en la interfaz de usuario de CIMC con el nombre de usuario y las credenciales de
administrador.

3. En el menu principal, seleccione la ficha servidor.

4. Haga clic en Iniciar la consola KVM.

] ."r CompUte ."r BIOS Refresh | Host Power | Launch Ky | Fing | CIMC Reboot | Locator LED | 70 ]

BIOS Femote Management Troubleshoating Power Policies PID Catalog

5. En la consola KVM virtual, seleccione la ficha Medios virtuales.
6. Selecciona Mapa CD/DVD.

@ Es posible que primero tenga que hacer clic en Activar dispositivos virtuales. Seleccione
Aceptar esta sesion si se le solicita.

7. Desplacese hasta el archivo de imagen ISO del instalador VMware ESXi 6.7 y haga clic en Open. Haga
clic en asignar dispositivo.

8. Seleccione el menu de encendido y elija sistema de ciclo de encendido (arranque en frio). Haga clic en
Yes.

Instale VMware ESXi

Los siguientes pasos describen como instalar VMware ESXi en cada host.

Descargue LA imagen personalizada de ESXI 6.7 Cisco

1. Desplacese hasta la "Pagina de descarga de VMware vSphere" Para ISO personalizados.

2. Haga clic en Ir a Descargas junto al CD de instalacion de la imagen personalizada de Cisco para ESXi 6.7
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3.

GA.

Descargue la imagen personalizada de Cisco para el CD de instalacion de ESXi 6.7 GA (1SO).

Todos los hosts

1.
2.

Cuando el sistema arranca, la maquina detecta la presencia del medio de instalacién de VMware ESXi.

Seleccione el instalador de VMware ESXi en el menu que aparece.

El instalador se carga. Esto tarda varios minutos.

3. Cuando el instalador haya terminado de cargarse, pulse Intro para continuar con la instalacion.

. Después de leer el contrato de licencia del usuario final, acepte y contintie con la instalacién pulsando F11.

5. Seleccione el LUN de NetApp que se configuré anteriormente como disco de instalacion para ESXi y pulse

Intro para continuar con la instalacion.

. HETAFE  LUN C-PFode {nan  GHHAIESEHIEINAGGSGET0Y ., o) 15 00 GiH

(Esc) Concel (F1Y Details (F5) Hefresh (Enter) Cont fmme

Seleccione la distribucion de teclado adecuada y pulse Intro.

7. Introduzca y confirme la contrasefa de root y pulse Intro.

El instalador le advierte que las particiones existentes se han eliminado en el volumen. Continlde con la
instalacion pulsando F11. El servidor se reinicia después de la instalacion de ESXi.

Configure la red de gestion del host VMware ESXi

Los siguientes pasos describen como afiadir la red de gestién de cada host VMware ESXi.

Todos los hosts

1.

Una vez que el servidor haya terminado de reiniciarse, introduzca la opcion de personalizar el sistema
pulsando F2.

Inicie sesion con root como nombre de inicio de sesion y la contrasefa raiz que se introdujo anteriormente
durante el proceso de instalacion.

3. Seleccione la opcién Configure Management Network.

Seleccione Adaptadores de red y pulse Intro.

5. Seleccione los puertos deseados para vSwitchQ. Pulse Intro.
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@ Seleccione los puertos que corresponden a eth0 y eth1 en CIMC.

Hetuork Adapters

Device Mame Harduare Label (HAC .ll_:l:i:'.essil' Status
[X] vanich SlotiD:ALon. .. ..
[X]1 wiricl TP ]

Ell]‘llﬂ"ﬂ_ FRrars (;i-: .':3]]
[ ] vanic3 SlotID:MLON. .. €, . .dB:da:31) Connected

40> View Detalls <Space> Toggle Selected <Enter?> Ok <Esch Cancel

Seleccione VLAN (opcional) y presione Enter.

7. Introduzca el identificador de VLAN <<mgmt vlan_ id>>. Pulse Intro.

10.
1.
12.

13.
14.
15.

16.
17.

18.
19.
20.
21.
22.
23.
24,

En el menu Configurar red de gestion, seleccione Configuracion de IPv4 para configurar la direccion IP de
la interfaz de gestion. Pulse Intro.

Utilice las teclas de flecha para resaltar establecer direccién IPv4 estatica y utilice la barra espaciadora
para seleccionar esta opcion.

Introduzca la direccion IP para gestionar el host VMware ESXi <<esxi host mgmt ip>>.
Introduzca la mascara de subred para el host VMware ESXi <<esxi host mgmt netmask>>.

Introduzca la puerta de enlace predeterminada para el host VMware ESXi
<<esxi host mgmt gateway>>.

Pulse Intro para aceptar los cambios en la configuracion de IP.
Acceda al menu de configuracion de IPv6.

Utilice la barra de espacio para desactivar IPv6 deseleccionando la opcion Habilitar IPv6 (reiniciar
requerido). Pulse Intro.

Abra el menu para configurar los ajustes de DNS.

Dado que la direccion IP se asigna manualmente, la informacion DNS también debe introducirse
manualmente.

Introduzca la direccion IP del servidor DNS primario[nameserver_ip].
(Opcional) Introduzca la direccion IP del servidor DNS secundario.
Introduzca el FQDN para el nombre de host VMware ESXi:[esxi_host_fqdn].
Pulse Intro para aceptar los cambios en la configuracion de DNS.

Salga del submenu Configurar red de administracion pulsando Esc.

Pulse y para confirmar los cambios y reiniciar el servidor.

Cierre la sesién de la consola de VMware pulsando Esc.
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Configure el host ESXi

Necesita la informacion de la siguiente tabla para configurar cada host ESXi.

Detalles Valor
Nombre de host ESXi

La IP de gestion del host ESXi

Mascara de gestion de host ESXi
Pasarela de gestion de host ESXi

IP NFS del host ESXi

Mascara de NFS del host ESXi

Puerta de enlace NFS del host ESXi
Host ESXi IP de vMotion

Mascara de vMotion del host ESXi
Puerta de enlace vMotion del host ESXi
Host ESXi iSCSI-A IP

Mascara iSCSI-A del host ESXi

Puerta de enlace iSCSI-A del host ESXi
Host ESXi iSCSI-B IP

Mascara iSCSI-B del host ESXi

Puerta de enlace iSCSI-B del host ESXi

Inicie sesion en el host ESXi

1. Abra la direccion IP de administracion del host en un explorador Web.

2. Inicie sesion en el host ESXi con la cuenta raiz y la contrasefa que especificd durante el proceso de
instalacion.

3. Lea la declaracioén sobre el Programa de mejora de la experiencia del cliente de VMware. Después de
seleccionar la respuesta correcta, haga clic en Aceptar.

Configurar el arranque iSCSI

1. Seleccione Networking a la izquierda.

2. Ala derecha, seleccione la ficha Switches virtuales.
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‘I Navigator

€3 icesesbcnetanncom - Networking

i Q Host FPart groups | Virtual switches f
Manage
MomiET B= Add standard virtual switch
=1 irtual Machines | 0 Name
EH storage LE == vSwitchl
e neworng (108 | [ES—
- = vSwitch0
& iScsiBooty Switch

. Cambie la MTU

0o N o o b~ W

o Establezca |

Enra nodarmrk o

. Haga clic en iScsiBootvSwitch.

. Seleccione Editar configuracion.

a 9000 y haga clic en Save.

. Haga clic en redes en el panel de navegacion de la izquierda para volver a la ficha Switches virtuales.

. Haga clic en Agregar conmutador virtual estandar.

. Escriba el nombre iScsiBootvSwitch-B Para el nombre de vSwitch.

a MTU en 9000.

> Seleccione vmnic3 en las opciones de Uplink 1.

> Haga clic en Afiadir.

®

En esta configuracion, se utilizan Vmnic2 y vmnic3 para el arranque iSCSI. Si tiene NIC
adicionales en el host ESXi, puede tener distintos numeros vmnic. Para confirmar qué
NIC se utilizan para el arranque iSCSI, haga coincidir las direcciones MAC de las NIC

iSCSI de CIMC con los vmnics de ESXi.

9. En el panel central, seleccione la ficha NIC de VMkernel.

10. Seleccione Agregar NIC de VMkernel.

° Especifique

o Seleccione i

un nuevo nombre de grupo de puertos de 1 ScsiBootPG-B.

ScsiBootvSwitch-B para el conmutador virtual.

° Introduzca <<iscsib_vlan id>> Parael ID de VLAN.
> Cambie el MTU a 9000.

o Expanda Configuracion IPv4.

> Seleccione Configuracion estatica.

° Introduzca <<var hosta iscsib_ip>> Para Direccion.

° Introduzca <<var hosta iscsib mask>> Para Mascara de subred.

> Haga clic en Crear.
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¥ Add VMkernel NIC

Portgroup

Mew port group

Virtual switch

VLAN |D

MTU

IP wersion

* |Pvd settings

Configuration

Address

Subnet mask

TCRAF stack

Services

Mew port group

iScsiBootP G-B

iScsilBootvSwitch-B

IPvd only

') DHCP '™ Siatic

|1?2.2‘|.184.63 |

|255.255.255.n |

| Default TCPIIP stack

] vMotion [ Provisioning ! Fault tolerance logging

[l Management || Replication || NFC replication

®

Configuracion de accesos muiltiples iSCSI

Create || Cancel

Establezca la MTU en 9000 on iScsiBootPG- A.

Para configurar la multivia iSCSI en los hosts ESXi, complete los pasos siguientes:

1. Seleccione Storage en el panel de navegacion de la izquierda. Haga clic en Adaptadores.

2. Seleccione el adaptador de software iSCSI y haga clic en Configurar iSCSI.
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vmware ESXi

Datastores Adapters | Devices

B3 configure iSCSI M@ Rescan | (@ Refresh | £F Actions

Mame =
_ = Storage & vmhbal
|| ~ @ Networking ¥ vmhbai
v Switeh0 & vmhba2
iScsiBootv Switch #8 vmhba3
More networks... & ymhbatd

Model iISC3Sl Software Adapter

Driver iscsi_vmk

3. En Destinos dinamicos, haga clic en Agregar destino dinamico.
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B8 Configure iSCSI - vmhba64

1ISCSI enabled

» Name & alias

v CHAP authentication

¥ Mutual CHAFP authentication

v Advanced setlings

Network port hindings

Static targets

Dynamic targets

Disabled '"® Enabled
iqn. 1992-08 com cisco ucsaiscsia

Do not use CHAP v

Do not use CHAP hd

Click to expand

8 Add port binding

ViMkernel NIC ~  Portgroup

Mo port bindings

& Aad static targst

Target « | Addrass

iqn. 1992-08.com.netapp:sn.09591199033811eT8eh. ..

23 Add dynamic target

172.21.183.34

Address ~ | Port

No dynamic targets

IPv4 address ~
'.Q at:
~ | Port w
3260
{ Q So

4. Introduzca la direccion IP iscsi 1if0la.

Save configuration || Cancel

° Repita el proceso con las direcciones IP iscsi 1if01b, iscsi 1if02a,y. iscsi 1if02b.

> Haga clic en Save Configuration.

Dynamic targets

j,_ﬂ;,-'-\dd dynamic target | Ramave :
Address v

Port 2
172.21.183.33 3260
172.21.183.34 3260
172.21.184.33 3260
172.21.184 34 3260
Para encontrar las direcciones IP de LIF iSCSI, ejecute el comando "network interface show "en
(D el cluster de NetApp o consulte la pestana Network interfaces en OnCommand System

Manager.

Configure el host ESXi

1. En el panel de navegacion de la izquierda, seleccione Networking.

2. Seleccione vSwitchO.
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| (2 vswitcho

rool@17221.18164 ~ | Help ~ |

Manage
Monitor ﬁ vSwitcho
—
11 Virtual Machines o

v

Port groups:
~ H Storage Upinks

~ [ datastore1

= Adduplink  ## Editsettings | (@ Refresh | 4 Actions

Standard v Switch
2
2

Monitor - vSwitch Details

More storage... MTU

~ &3 Networking Ports

Link dizscovery
&8 iScsiBootv Switch

More networks... Attached Vs

Eeacon interval

1500
7802 (7787 available)

Listen / Cisco discovery protocol
(CDP}

0 (0 active)
1

|  NIC teaming policy

3. Seleccione Editar configuracion.
4. Cambie el MTU a 9000.

vmware ESXi

Configurar grupos de puertos y NIC de VMkernel

2. Haga clic con el botdn derecho en la pestafia grupos de puertos.

| & Navigator

.............

1. En el panel de navegacion de la izquierda, seleccione Networking.

~ vSwitch topology

£3 VM Netwaork
WVLANID: O

€3 Management Network
VLAN ID: 3437
~ VMkernel ports (1)
B vmk0: 172211

~ [g Host

Manage

Manitor

(53 Virtual Machines
H storage
£ Networking
= iScsiBootv Switch
v Switchd
More networks...

<<var vm traffic vlan>>.

4. Haga clic en Agregar grupo de puertos.

%3 Add port group
MName

€3 VM Network

€9 Management Network

€9 iScsiBootPG

° Asigne un nombre al grupo de puertos MGMT-Network.

° Introduzca <<mgmt_vlan>> Para el ID de VLAN.

> Asegurese de que vSwitch0O esté seleccionado.

> Haga clic en Afadir.

Port groups | Virtual switches

is

S —

3. Haga clic con el boton derecho en VM Network y seleccione Edit. Cambie el ID de VLAN a.

i Physical adapters

= vmnicl, 10000 Mb. ..
™ vmnicO, 10000 Mb._

5. Expanda NIC Teaming y verifique que tanto vmnicO como vmnic1 estén definidos en activo.




5. Haga clic en la ficha NIC de VMkernel.

vmware ESXi

| °E Navigatar

© || £3 ucsesxia.cie.nstapp.com - Networking

Manage

Monitor

{57 Virtual Machines

E storage
£ Networking

I8 iScsiBootv Switch

Fort groups Virtual switches Physical NICs | VMEernel NICs

¥ Add VMkernel NIC " Editcetings | (3 Refresh |

MName ~ | Portgroup » | TCPIP stack ™
B vmkD g Management Nefwark == Default TCRP stack

. ikt g iScsiBootPG == Default TCPP stack

6. Seleccione Agregar NIC de VMkernel.
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o Seleccione Nuevo grupo de puertos.

° Asigne un nombre al grupo de puertos NFS-Network.

° Introduzca <<nfs_vlan id>> Parael ID de VLAN.

o

o

o

Cambie el MTU a 9000.

Expanda Configuracién IPv4.

Seleccione Configuracion estatica.

° Introduzca <<var hosta nfs ip>> Para Direccion.

° Introduzca <<var_hosta nfs mask>> Para Mascara de subred.

> Haga clic en Crear.



¥4 Add VMkernel NIC

Portaroup Wew port group hd
Mew port group MFS-Metwork
Virtual switch vSwitcho bt

VLAN ID

IP version

IPv4 only ¥
* |Pyd setlings
Configurafion ‘) DHCP '® Static
Address | 1722118263 |
Subnet mask | 255.255.255.0 |
TCPIP stack Default TCP/P stack v

Create || Cancel

7. Repita este proceso para crear el puerto VMkernel de vMotion.

8. Seleccione Agregar NIC de VMkernel.

a. Seleccione Nuevo grupo de puertos.

=

Asigne un nombre al grupo de puertos vMotion.
C. Introduzca <<vmotion vlan id>> Parael ID de VLAN.
Cambie el MTU a 9000.

Expanda Configuracion IPv4.

-~ ® o

Seleccione Configuracion estatica.

Introduzca <<var hosta vmotion_ ip>> Para Direccion.

5 «

Introduzca <<var hosta wvmotion mask>> Para Mascara de subred.

i. Asegurese de que la casilla de comprobaciéon vMotion esté seleccionada después de IPv4 Settings.



8 Add VMkernel NIC
Virtual switch vSwitchi v
VLAN ID | 3441 |
MTU | 9000 |
IF version IPv4 only v
= |Pvd setlings
Configuration ' DHCP ' Static
Address 1722118563 |
Subnet mask | 255255 2550 |
TCFIP stack Default TCP/IP stack v
Senvices 3 E
# yiMotion ! Provisioning ! Fault tolerance logging
) Management U Replication ! NFC replication
| Create || Cancel |

Hay muchas formas de configurar redes ESXi, por ejemplo, mediante el switch distribuido
@ de VMware vSphere si la licencia lo permite. FlexPod Express admite configuraciones de
red alternativas si se requieren para satisfacer los requisitos del negocio.

Montaje de los primeros almacenes de datos

Los primeros almacenes de datos que se van a montar son el almacén de datos de infra_datastore 1 para
maquinas virtuales y el almacén de datos de infra_swap para archivos de intercambio de maquinas virtuales.

1. Haga clic en Storage en el panel de navegacion de la izquierda y después haga clic en New Datastore.
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o
.|- T - _ y - - ] - = )
| % Navigator || 3 uesesxia.cie netapp.com - Storage.
~ [ Host | Datastores | Adapters Devices
Manage
Monitor 3 New datastore
{£1 Virtual Machines | 0 Name
orage B datastore1
SET T IN —

2. Seleccione Mount NFS Datastore.

Select creation type

2 Provide NFS mount details How would you like to create a datastore?

3 Ready to complete

Create new VMES datastare Create a new datastore by mounting a remote NFS volume

Increase the size of an existing VMFS datastore

Mount NFS datasiore

| Bach || Mext |:. Finish || Cancel

E

3. A continuacion, introduzca la siguiente informacion en la pagina Provide NFS Mount Details:

° Nombre: infra datastore 1

° Servidor NFS: <<var nodea nfs 1if>>

o Compartir: /Infra_datastore_1

o Asegurese de que la opcion NFS 3 esté seleccionada.
4. Haga clic en Finalizar. Puede ver que la tarea se esta completando en el panel tareas recientes.
5. Repita este proceso para montar el almacén de datos infra_swap:

° Nombre: infra swap

° Servidor NFS: <<var nodea nfs 1if>>

° Compartir: /infra swap
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> Asegurese de que la opcion NFS 3 esté seleccionada.

Configure NTP

Para configurar NTP para un host ESXi, complete los siguientes pasos:

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacién, haga clic en Hora y fecha.

vmware ESXi root@1722118163 » | Help = |
| T Navigator B i B itesesxin cio netapnicom s Manas
~ [ Host | System Hardware Licensing Packages Services Security & users
i Monitor Advanced settings # Editsettings | & Refresh | £} Actions
1 Virtual Machines m; Aufostant Current date and fime Thursday, March 09, 2017, 05:53:04 UTE
= Swap
£ storage )J NTF client siatus Enabled
- —_— Time & dale
~ €3 Networking | 5]
I = vSwitchd NTP service status Stopped
iScsiBootv Switch NTP servers None

More networks...

2. Seleccione Use Network Time Protocol (Habilitar cliente NTP).
3. Seleccione Start and Stop with Host como politica de inicio del servicio NTP.
4. Introduzca <<var ntp>> Como servidor NTP. Puede establecer varios servidores NTP.

5. Haga clic en Guardar.

[ Edit time configuration

Specify how the date and time of this host should be set.
' Manually configure the date and time an this host
B
® Lise Network Time Protocol (enable NTF client)

NTF service startup policy Start and stop with host ¥

NTP servers 10.61/184.251

Separate servers with commas, e.g. 10.31.21.2, fe00:2800

Save || Cancel

Mueva la ubicacion del archivo de intercambio de la maquina virtual

Estos pasos proporcionan detalles para mover la ubicacién del archivo de intercambio de la maquina virtual.

1. Haga clic en Administrar en el panel de navegacion de la izquierda. Seleccione sistema en el panel
derecho y, a continuacion, haga clic en intercambiar.
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“I% Navigator - || [ ucsesxiacienetapp.com - Manage

x Q Host | System Hardware Licensing Packages Services Securit
Monitor Advanced settings # Editsettings | @ Refresh
= Autostart
(%1 Virtual Machines [ 0 Eaapled Lz
== Swap
H Storage - - Datastore Mo
s 4 Time & date
~ 3 Networking m
Host cache Yes
v Switch
= iScsiBootvSwitch Local swap Yes
More networks...

2. Haga clic en Editar configuracion. Seleccione infra_swap desde las opciones de Datastore.

'_ [ Edit swap configuration
Enabled ® ves @ No
Datastore infra_swap =
Local swap enabled ® ves @ No
Host cache enabled ® vas () No
Save || Cancel

3. Haga clic en Guardar.

Instale el plugin de NetApp NFS 1.0.20 para VMware VAAI

Para instalar el complemento NFS de NetApp 1.0.20 para VMware VAAI, complete los pasos siguientes.

1. Introduzca los siguientes comandos para verificar que VAAI esta habilitado:

esxcfg-advcfg -g /DataMover/HardwareAcceleratedMove
esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit

Si VAAI esta habilitada, estos comandos generan el siguiente resultado:
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~ # esxcfg-advcfg —-g /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1
~ # esxcfg-advcfg -g /DataMover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1

2. Si VAAI no esta habilitada, introduzca los siguientes comandos para habilitar VAAI:

esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedInit
esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove

Estos comandos generan el siguiente resultado:

~ # esxcfg-advcfg -s 1 /Data Mover/HardwareAcceleratedInit
Value of HardwareAcceleratedInit is 1
~ # esxcfg-advcfg -s 1 /DataMover/HardwareAcceleratedMove
Value of HardwareAcceleratedMove is 1

3. Descargue el plugin de NetApp NFS para VMware VAAI:

a. Vaya a la "pagina de descarga del software".

b. Desplacese hacia abajo y haga clic en NetApp NFS Plug-in for VMware VAAI.

c. Seleccione la plataforma ESXi.

d. Descargue el paquete sin conexion (.zip) o el paquete en linea (.vib) del plugin mas reciente.
4. Instale el plugin en el host ESXi mediante la CLI ESX.
5. Reinicie el host ESXI.

storel/MetipplasPlugin.vik
ib install —v fvmwfs/wvo lumo tastorel/NetippasPlugin.vihk

omp leted =S z=fully, hut the tem needs to be rehooted for the changes to he effective.

App boothank NetAppMNasPlugin 1.1.2-3

"Siguiente: Instale VMware vCenter Server 6.7"

Instale VMware vCenter Server 6.7

En esta seccion, se proporcionan los procedimientos detallados para instalar VMware
vCenter Server 6.7 en una configuracién exprés de FlexPod.

@ FlexPod Express utiliza el dispositivo de VMware vCenter Server (VCSA).
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Descargue el dispositivo VMware vCenter Server

1. Descargue el VCSA. Acceda al enlace de descarga haciendo clic en el icono Get vCenter Server cuando
gestione el host ESXi.

0o N o o b~ W

| "% Navigator * || [ ucsesxia.cienetapp.con
EIT
Xtraas | (]} GetvCenter Server
Monitor p— ucses)
:I y ersion:
51 Virtual Machines | 0 » State:
H storage 3 -‘- s
~ €3 Networking 5
. Descargue el VCSA desde el sitio de VMware.
@ Aunque se admite la instalacion de Microsoft Windows vCenter Server, VMware recomienda
VCSA para las nuevas implementaciones.

. Monte la imagen ISO.

. Desplacese al directorio vcsa-ui-installer> win32. Haga doble clic en Installer.exe.
. Haga clic en instalar.

. Haga clic en Siguiente en la pagina Introduccion.

. Acepte el acuerdo de licencia para el usuario final.

. Seleccione Embedded Platform Services Controller (controladora de servicios de plataforma integrada)

como tipo de implementacion.
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1 Introduction

[

End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Select deployment type

Select the deployment type you want to configure on the appliance.

For more information on deployment types, refer to the wSphere 6.7 documentation.

Embedded Platform Services Controller
© vCenter Server with an Embedded Platform
sServices Controller

External Platform Services Controller

() Platform Services Controller

() wCenter Server (Requires External Platform
sServices Controller)

Appliance

Platform Services
Controller

v Center
Server

Appliance

Platform Services
Controller

Appliance

vCenter
Server

CANCEL BACK NEXT

@ Si es necesario, también admite la puesta en marcha de la controladora de servicios de

plataforma externa como parte de la solucién FlexPod Express.

9. En Appliance Deployment Target, introduzca la direccion IP de un host ESXi implementado, asi como el
nombre de usuario raiz y la contrasena raiz.
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Installer

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance WM

& Select deployment size

7 Select datastore

8 Configure network settings

9 Ready to complete stage 1

Appliance deployment target

Specify the appliance deployment target settings. The target is the ESXi host or vCenter Server instance
onwhich the appliance will be deployed.

ESXi hest or vCenter Server name 172.21.246.25 @
HTTRS port 443

User name root @
Password ~— sssssseas

CANCEL BACK NEXT

10. Introduzca para establecer la maquina virtual del dispositivo vcsa Como el nombre del equipo virtual y la
contrasefa raiz que desea utilizar para el VCSA.
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1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

£ Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

Set up appliance VMV

Specify the WM settings for the appliance to be deployed.

W name

Set rect passweord

Cenfirm roect passwerd

1iger\.rcsa|

CANCEL BACK NEXT

11. Seleccione el tamano de puesta en marcha que mejor se adapte a su entorno. Haga clic en Siguiente.

1 Introduction

2 End user license agreement

3 Select deployment type

4 Appliance deployment target

5 Setup appliance VM

6 Select deployment size

7 Select datastore

& Configure network settings

9 Ready to complete stage 1

68

Select deployment size

Select the deployment size for this wCenter Server with an Embedded Platform Services Controller.

For mere informaticon on depleyment sizes, refer 1o the vwSphere 6.7 decumentation.

Depleyment size

Storage size

Tiny

Default

Resources required for different deployment sizes

Deployment Size

Timy
small
Medium
Large

X-Large

wiPUs

2

4

g

16

24

Memeory (BB}

ylo]

16

24

32

48

Storage [(GB}

3Joo

340

925

740

mnec

Hosts [up to} | VMs (up to}

ylo]

oo

400

1000

2000

1co
100
4C00
10000

35000

CANCEL BACK NEXT




12. Seleccione el almacén de datos de infra_datastore_1. Haga clic en Siguiente.

vm Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Select datastore
1 Introduction

_ Select the storage location for this appliance
2 End user license agreement

3 Select deployment type © Install on an existing datastore accessible from the target host

4 Appliance deployment target Mame T Type T Capacity T Free T Provisioned T Thin T
Prowisiening

% Setup appliance VM infra_datastc  NFS 500 GB 499 08 GB 18.38 MB Supported

re_1

6 Select deployment size infra_swap NFS 100 GB 599,99 GB 10.95 MB Supported

7 Select datastore 2 tems

& Configure network settings @

9 Ready to complete stage 1 () Install on @ new vSAN cluster containing the target host (@)

CANCEL BACK NEXT

13. Introduzca la siguiente informacion en la pagina Configure network settings y haga clic en Next.

a. Seleccione MGMT-Network para Red.

b. Introduzca el FQDN o IP que se va a utilizar para la VCSA.
c. Introduzca la direccién IP que se utilizara.

d. Introduzca la mascara de subred que desea utilizar.

e. Introduzca la pasarela predeterminada.

f. Introduzca el servidor DNS.

14. En la pagina Ready to Complete Stage 1, compruebe que los ajustes introducidos son correctos. Haga clic
en Finalizar.
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¢! vCenter Server Appliance Installer =] E3

Installer

vm |Install - Stage 1: Deploy vCenter Server with an Embedded Platform Services Controller

. Configure network settings
1 Introduction
IP versich IPwd -
2 End user license agreement
IP assignment static
3 Select deployment type
FGEDM tigervcsa.cie.netapp.com @
4 Appliance deployment target
IP address 172.21.246.41
5 Setup appliance VM
Subknet mask or prefix length 255.256.2668.0 @
£ Select deployment size
Default gateway 172.21.2461
7 Select datastore
DMNS servers 1061184 2511061184 252

& Configure network settings
Common Ports

9 Ready to complete stage 1
HTTP 80

HTTPS 443

CANCEL BACK NEXT

La VCSA se instala ahora. Este proceso tarda varios minutos.

15. Una vez completada la fase 1, aparece un mensaje que indica que se ha completado. Haga clic en
continuar para iniciar la configuracion de la fase 2.

16. En la pagina Introduccion de fase 2, haga clic en Siguiente.
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17.

18.

19.
20.

21.

vm [nstall - Stage 2: Set Up vCenter Server Appliance with an Embedded PSC

1 Intreduction Introduction

] ) ] vCenter Server Appliance installation overview
2 Appliance configuration

3 S50 configuration Stage 2

4 Configure CEIP o

5  Ready to complete oY

Set up vCenter Server Appliance

Installing the vCenter Server Appliance is a two stage process. The first stage has been
completed. Click Next, to proceed with Stage 2, setting up the wCenter Server Appliance.

CANCEL NEXT

Introduzca <<var ntp id>> Para la direccion del servidor NTP. Puede introducir varias direcciones IP de
NTP.

Si tiene pensado utilizar la alta disponibilidad (ha) de vCenter Server, asegurese de que el acceso SSH
esté habilitado.

Configure el nombre de dominio, la contrasefia y el nombre del sitio de SSO. Haga clic en Siguiente.

Registre estos valores para la referencia, especialmente si se desvia del nombre de dominio
vsphere.local.

Unase al programa de experiencia del cliente de VMware si lo desea. Haga clic en Siguiente.

Vea el resumen de la configuracion. Haga clic en Finalizar o utilice el botén Atras para editar la
configuracion.

Aparece un mensaje que indica que no podra detener o detener la instalacion una vez iniciada. Haga clic
en OK para continuar.

La configuracion del dispositivo continua. Esto tarda varios minutos.
Aparece un mensaje que indica que la configuracion se ha realizado correctamente.

Los enlaces que el instalador proporciona para acceder a vCenter Server pueden hacer clic.

"Siguiente: Configure VMware vCenter Server 6.7 y vSphere agrupando en clusteres."
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Configure VMware vCenter Server 6.7 y el clustering de
vSphere

Para configurar la agrupacion en clusteres de VMware vCenter Server 6.7 y vSphere,
complete los pasos siguientes:

1.
2.
3.

Desplacese hasta https://<<FQDN or IP of vCenter>>/vsphere-client/.
Haga clic en Launch vSphere Client.

Inicie sesion con el nombre de usuario mailto:administrator@vspehre.loc/ loc/[administrator@vsphere.loc/]
y la contrasefia SSO que introdujo durante el proceso de configuracion de VCSA.

Haga clic con el botén derecho en el nombre de vCenter y seleccione New Datacenter.

Introduzca un nombre para el centro de datos y haga clic en Aceptar.

Cree un cluster de vSphere

Complete los siguientes pasos para crear un cluster de vSphere:

1.
2.

Haga clic con el botén derecho en el centro de datos recién creado y seleccione New Cluster.

Escriba un nombre para el cluster.

3. Active la recuperacion ante desastres y vSphere ha seleccionando las casillas de verificacion.

4.
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Haga clic en Aceptar.


mailto:administrator@vsphere.loc

New Cluster FlexPod

Mame Tiger3

Location FlexPod

> DRS M Turn oM

» wEiphere HA

EVC | Disable

Anada hosts ESXi al cluster

1. Haga clic con el boton derecho en el cluster y seleccione Add Host.
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vmware* vSphere Web Client #=

| Navigator .1.|| [ FlexPod |

| J Haek |: | Getting Start...
(o | 8 8 o |
'lv,:_’__"{.!UCSA—E:pres*s.me.netapp.l:nm i

| — [ FlexPod
:'; i o s
|

'q‘j_j ] Actions - FlexPod Express
% Add Host..
@, Move Hosts into Cluster...

Create Di

2. Para afadir un host ESXi al cluster, complete los siguientes pasos:
a. Introduzca la direccion IP o el FQDN del host. Haga clic en Siguiente.
b. Introduzca el nombre de usuario raiz y la contrasefia. Haga clic en Siguiente.

c. Haga clic en Si para reemplazar el certificado del host por un certificado firmado por el servidor de
certificados VMware.

d. Haga clic en Siguiente en la pagina Resumen de host.

e. Haga clic en el icono verde + para afadir una licencia al host de vSphere.
@ Este paso se puede completar mas adelante si se desea.

f. Haga clic en Siguiente para desactivar el modo de bloqueo.
g. Haga clic en Next en la pagina de ubicacion de la maquina virtual.

h. Revise la pagina Listo para completar. Utilice el boton Atras para realizar cualquier cambio o
seleccione Finalizar.

3. Repita los pasos 1y 2 para el host Cisco UCS B. Debe completar este proceso para los hosts adicionales
que se agreguen a la configuracion exprés de FlexPod.

Configure coredump en hosts ESXi

1. Utilice SSH, conéctese al host ESXi de IP de gestion, introduzca root para el nombre de usuario e
introduzca la contrasefa raiz.

2. Ejecute los siguientes comandos:

esxcli system coredump network set -i ip address of core dump collector
-v vmkO -o 6500

esxcli system coredump network set --enable=true

esxcli system coredump network check

3. El mensaje Verified the configured netdump server is running aparece después de
introducir el comando final.

Este proceso debe completarse para cualquier host adicional que se aflada a FlexPod Express.
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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