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Amplie su sistema NetApp HCI

Vision general de la ampliacion

Puede ampliar su sistema de NetApp HCI mediante el control de cloud hibrido de
NetApp. Puede ampliar los recursos de almacenamiento o de computacion por separado
o ampliarlos al mismo tiempo.

Los nodos de almacenamiento H610S nuevos y de repuesto pueden tener requisitos de

@ instalacion adicionales segun la version existente del software Element del cluster de
almacenamiento. Pongase en contacto con el soporte de NetApp si desea obtener mas
informacion.

Después de instalar el nodo en el chasis de NetApp HCI, utilice el control de cloud hibrido de NetApp para
configurar NetApp HCI con el fin de utilizar los recursos nuevos. NetApp HCI detecta la configuracion de red
existente y ofrece opciones de configuracion dentro de las redes y VLAN existentes, si las hubiera.

Si ha ampliado recientemente su instalacion y los nuevos activos no se han afiadido
@ automaticamente a la configuracion, es posible que deba agregar los activos manualmente.
Consulte "Informacion general sobre los nodos de gestion".

NetApp HCI utiliza VMware Enhanced vMotion Compatibility (EVC) para garantizar la funcionalidad vMotion
cuando hay nodos de computacién con generaciones de CPU diferentes en el cluster de vSphere. Cuando se
necesita EVC para la ampliacion, NetApp HCI lo habilita automaticamente siempre que sea posible.

En las siguientes situaciones, es posible que deba cambiar manualmente la configuracion de EVC en el
cliente de vSphere para completar la ampliacion:

» Los nodos de computacion existentes tienen una generacion de CPU mas nueva que los nodos de
computacion que intenta afadir.
 Lainstancia de vCenter de control no admite el nivel de EVC requerido.

* Los nodos de computacion que intenta afiadir tienen una generacion de CPU mas antigua que la
configuracion de EVC de la instancia de vCenter de control.

Al ampliar los recursos de computacion o almacenamiento de NetApp HCI en el motor de
@ implementacion de NetApp, debe conectarse a la instancia de vCenter que gestione los nodos
de computacion de NetApp HCI existentes.

Obtenga mas informacién

* "Amplie los recursos de computacion de NetApp HCI"
* "Amplie los recursos de almacenamiento de NetApp HCI"
* "Amplie los recursos informaticos y de almacenamiento de NetApp HCI al mismo tiempo"

* "Plugin de NetApp Element para vCenter Server"


https://docs.netapp.com/es-es/hci/docs/task_mnode_work_overview.html
https://docs.netapp.com/us-en/vcp/index.html

Amplie los recursos de almacenamiento de NetApp HCI

Después de terminar la implementacién de NetApp HCI, puede ampliar y configurar
recursos de almacenamiento NetApp HCI mediante el control de cloud hibrido de
NetApp.

Antes de empezar

* Asegurese de tener direcciones IPv4 gratuitas y sin usar en el mismo segmento de red que los nodos
existentes (cada nodo nuevo debe instalarse en la misma red que los nodos existentes de su tipo).

» Asegurese de tener uno de los siguientes tipos de cuentas de cluster de almacenamiento de SolidFire:
o La cuenta de administrador nativa que se cre6 durante la implementacion inicial

> Una cuenta de usuario personalizada con permisos de administracion de dominios, unidades,
volumenes y nodos

» Asegurese de haber realizado las siguientes acciones con cada nodo nuevo:
o Instalé el nodo nuevo en el chasis NetApp HCI siguiendo el "instrucciones de instalacion".
o Cabled y encendié el nodo nuevo

» Asegurese de tener la direccién IPv4 de gestion de un nodo de almacenamiento ya instalado. Puede
encontrar la direccion IP en la pestafia Administracion de NetApp Element > clister > nodos del plugin
de NetApp Element para vCenter Server.

* Asegurese de que cada nodo nuevo utilice la misma topologia y el mismo cableado de red que los
clusteres de computacion o almacenamiento existentes.

Al ampliar los recursos de almacenamiento, la capacidad de almacenamiento debe dividirse de
manera uniforme en todo el chasis para una mayor fiabilidad.

Pasos

1. Abra la direccién IP del nodo de gestion en un navegador web. Por ejemplo:
https://<ManagementNodeIP>

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento de NetApp HCI.

3. Haga clic en expandir en la esquina superior derecha de la interfaz.
El explorador abre el motor de implementacion de NetApp.

4. Inicie sesion en el motor de implementacion de NetApp. Para ello, proporcione las credenciales de
administrador del cluster de almacenamiento de NetApp HCI locales.

@ No se puede iniciar sesién con las credenciales de protocolo ligero de acceso a directorios.

5. En la pagina Bienvenido, haga clic en no y haga clic en continuar.

6. En la pagina Inventario disponible, seleccione los nodos de almacenamiento que desea agregar y haga
clic en continuar.

7. En la pagina Configuracion de red, se ha detectado parte de la informacion de red desde la


https://docs.netapp.com/es-es/hci/docs/task_hci_installhw.html

implementacion inicial. Cada nodo de almacenamiento nuevo se enumera por nimero de serie, y es
necesario asignarle la informacién de red nueva. Complete los siguientes pasos para cada nodo de
almacenamiento nuevo:

a. Nombre de host: Si NetApp HCI detectd un prefijo de nomenclatura, copielo desde el campo prefijo
de nomenclatura detectado e insértelo como prefijo para el nuevo nombre de host Unico que agregue
en el campo Nombre de host.

b. Direcciéon de administracion: Introduzca una direccion IP de administracion para el nuevo nodo de
almacenamiento que se encuentra dentro de la subred de la red de administracion.

c. Direccion IP de almacenamiento (iSCSI): Introduzca una direccion IP iSCSI para el nuevo nodo de
almacenamiento que se encuentra en la subred de la red iISCSI.

d. Haga clic en continuar.

@ La NetApp HCI puede tardar algun tiempo en validar las direcciones IP especificadas. El
botdn continuar estara disponible cuando finalice la validacion de la direccion IP.

8. En la pagina Review de la seccion Network Settings (Configuracion de red), los nodos nuevos se
muestran en el texto en negrita. Para hacer cambios en cualquier seccién, haga lo siguiente:

a. Haga clic en Editar para esa seccion.
b. Después de terminar, haga clic en continuar en cualquier pagina posterior para volver a la pagina
Revision.
9. Opcional: Si no desea enviar estadisticas del cluster ni informacion de soporte a los servidores Active 1Q
alojados de NetApp, desactive la casilla de comprobacion final.

Esta accién deshabilita la supervision de diagndstico y estado en tiempo real para NetApp HCI. Al
deshabilitar esta funcion, se elimina la habilidad de NetApp para admitir y supervisar NetApp HCI de forma
anticipada a fin de detectar y resolver problemas antes de que la produccion se vea afectada.

10. Haga clic en Agregar nodos.
Puede supervisar el progreso mientras NetApp HCI afade y configura los recursos.

11. Opcional: Verifique que haya nodos de almacenamiento nuevos visibles en el plugin de Element para
vCenter Server.

Si expandio un cluster de almacenamiento de dos nodos a cuatro nodos o mas, la pareja de
nodos testigo que anteriormente utilizaba el cluster de almacenamiento seguira visible como

@ magquinas virtuales en espera en vSphere. El cluster de almacenamiento recién ampliado no
los utiliza; si desea recuperar recursos de equipos virtuales, puede hacerlo "quitar
manualmente" Las maquinas virtuales del nodo de testigo.

Obtenga mas informacién

* "Plugin de NetApp Element para vCenter Server"

Amplie los recursos de computacion de NetApp HCI

Después de terminar la implementacién de NetApp HCI, puede ampliar y configurar
recursos de computacién de NetApp HCI mediante el control de cloud hibrido de NetApp.


https://docs.netapp.com/us-en/vcp/index.html

Antes de empezar

« Compruebe que la instancia de vSphere de NetApp HCI utilice licencia vSphere Enterprise Plus si se va a
ampliar una implementacion con switches virtuales distribuidos.

« Compruebe que ninguna de las instancias de vCenter o vSphere que se utilizan con NetApp HCI tenga
licencias caducadas.

« Asegurese de tener direcciones IPv4 gratuitas y sin usar en el mismo segmento de red que los nodos
existentes (cada nodo nuevo debe instalarse en la misma red que los nodos existentes de su tipo).

« Compruebe que dispone de las credenciales de cuenta de administrador de vCenter preparadas.
» Asegurese de haber realizado las siguientes acciones con cada nodo nuevo:
o Instald el nodo nuevo en el chasis NetApp HCI siguiendo el "instrucciones de instalacion”.
> Cabled y encendi6 el nodo nuevo
» Asegurese de que cada nodo nuevo utilice la misma topologia y el mismo cableado de red que los

clusteres de computacion o almacenamiento existentes.

Pasos
1. Abra la direccién IP del nodo de gestion en un navegador web. Por ejemplo:

https://<ManagementNodeIP>

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento de NetApp HCI.

3. Haga clic en expandir en la esquina superior derecha de la interfaz.
El explorador abre el motor de implementacion de NetApp.

4. Inicie sesion en el motor de implementacion de NetApp. Para ello, proporcione las credenciales de
administrador del cluster de almacenamiento de NetApp HCI locales.

@ No se puede iniciar sesién con las credenciales de protocolo ligero de acceso a directorios.

5. En la pagina Bienvenido, haga clic en Si y haga clic en continuar.

6. En la pagina Licencia de usuario final, lea el Contrato de licencia de usuario final de VMware y haga clic
en Acepto para aceptar los términos y haga clic en continuar.

7. En la pagina vCenter, complete los siguientes pasos:

a. Introduzca un FQDN o una direccion IP y credenciales de administrador para la instancia de vCenter
asociada con la instalacion de NetApp HCI.

b. Haga clic en continuar.

c. Seleccione un centro de datos de vSphere en el que desea anadir los nodos de computacion o haga
clic en Create New Datacenter para afiadir los nodos de computacion a un centro de datos nuevo.

@ Si hace clic en Create New Datacenter, el campo Cluster se completa automaticamente.

d. Si selecciond un centro de datos existente, seleccione un cluster de vSphere con el que se deben
asociar los nodos de computacién nuevos.


https://docs.netapp.com/es-es/hci/docs/task_hci_installhw.html

10.

1.

12.
13.

14.

Si NetApp HCI no reconoce la configuracion de red del cluster seleccionado para la
@ ampliacion, asegurese de que la asignacion vmkernel y vmnic para las redes de

gestion, almacenamiento y vMotion estén establecidas con los valores predeterminados

de puesta en marcha. Consulte "cambios de red admitidos" si quiere mas informacion.

e. Haga clic en continuar.

. En la pagina ESXi Credentials, introduzca la contrasefia raiz de ESXi para los nodos de computacion que

va a afadir.
Debe usar la misma contrasefia que se cred durante la implementacion inicial de NetApp HCI.

Haga clic en continuar.

Si cred un nuevo cluster de centro de datos de vSphere, en la pagina Network Topology, seleccione una
topologia de red para que coincida con los nodos de computacion nuevos que va a afiadir.

Solo debe seleccionar la opcion de dos cables si los nodos de computacion utilizan la
topologia de dos cables y la implementacion de NetApp HCI existente se configura con
identificadores de VLAN.

En la pagina Inventario disponible, seleccione los nodos que desea agregar a la instalacion existente de
NetApp HCI.

En algunos nodos de computacion, es posible que deba habilitar EV en el nivel mas alto
compatible con la versién de vCenter antes de poder afiadirlos a la instalacion. Debe utilizar

@ el cliente de vSphere a fin de habilitar EVC para estos nodos de computacion. Después de
habilitar dicha funcion, actualice la pagina Inventory e intente afiadir nuevamente los nodos
de computacion.

Haga clic en continuar.

Opcional: Si cre6 un nuevo cluster de centro de datos de vSphere, en la pagina Configuracion de red,
importe la informacion de la red desde una implementacion de NetApp HCI existente seleccionando la
casilla de verificacion Copiar configuracion desde un cluster existente.

Esto rellena la informacion de la pasarela y de la subred predeterminadas para cada red.

En la pagina Configuracion de red, se ha detectado parte de la informacion de red desde la
implementacion inicial. Cada nodo de computacion nuevo se enumera por nimero de serie, y €s necesario
asignarle informacion de red nueva. Para cada nodo de computacion nuevo, complete los siguientes
pasos:

a. Nombre de host: Si NetApp HCI detectd un prefijo de nomenclatura, copielo desde el campo prefijo
de nomenclatura detectado e insértelo como prefijo para el nuevo nombre de host.

b. Direccion IP de administracion: Introduzca una direccion IP de administracion para el nuevo nodo
informatico que se encuentra en la subred de la red de administracion.

c. IP Address de vMotion: Introduzca una direccion IP de vMotion para el nuevo nodo de computacion
gue se encuentra en la subred de la red de vMotion.

d. ISCSI A - IP Address: Introduzca una direccion IP para el primer puerto iSCSI del nodo de
computacion que esta en la subred de la red iSCSI.

e. ISCSI B - Direccion IP: Introduzca una direccion IP para el segundo puerto iSCSI del nodo de
computacion que esta en la subred de la red iSCSI


https://docs.netapp.com/es-es/hci/docs/task_nde_supported_net_changes.html

f. Haga clic en continuar.

15. En la pagina Review de la seccion Network Settings (Configuracion de red), los nodos nuevos se
muestran en el texto en negrita. Para hacer cambios en cualquier seccidn, haga lo siguiente:

a. Haga clic en Editar para esa seccion.

b. Después de terminar, haga clic en continuar en cualquiera de las paginas siguientes para volver a la
pagina revisar.

16. Opcional: Si no desea enviar estadisticas del cluster ni informacion de soporte a los servidores SolidFire
Active 1Q alojados de NetApp, desactive la casilla de comprobacion final.

Esta accién deshabilita la supervision de diagndstico y estado en tiempo real para NetApp HCI. Al
deshabilitar esta funcion, se elimina la habilidad de NetApp para admitir y supervisar NetApp HCI de forma
anticipada a fin de detectar y resolver problemas antes de que la produccién se vea afectada.

17. Haga clic en Agregar nodos.
Puede supervisar el progreso mientras NetApp HCI aiade y configura los recursos.

18. Opcional: Verifique que los nodos de computacion nuevos estén visibles en VMware vSphere Web Client.

Obtenga mas informacién

* "Instrucciones de instalacion y configuracion para nodos de almacenamiento y de computacion de NetApp
HCI"

* "VMware Knowledge base: Soporte de procesador de Enhanced vMotion Compatibility (EVC)"

Amplie los recursos informaticos y de almacenamiento de
NetApp HCI al mismo tiempo

Después de terminar la implementacién de NetApp HCI, puede ampliar y configurar
recursos de almacenamiento y computacion de NetApp HCI al mismo tiempo utilizando
Cloud Control de NetApp.

Antes de empezar

« Compruebe que la instancia de vSphere de NetApp HCI utilice licencia vSphere Enterprise Plus si se va a
ampliar una implementacion con switches virtuales distribuidos.

» Compruebe que ninguna de las instancias de vCenter o vSphere que se utilizan con NetApp HCI tenga
licencias caducadas.

« Compruebe que dispone de las credenciales de cuenta de administrador de vCenter preparadas.

* Asegurese de tener direcciones IPv4 gratuitas y sin usar en el mismo segmento de red que los nodos
existentes (cada nodo nuevo debe instalarse en la misma red que los nodos existentes de su tipo).

* Asegurese de tener uno de los siguientes tipos de cuentas de cluster de almacenamiento de SolidFire:
o La cuenta de administrador nativa que se cre6 durante la implementacion inicial

> Una cuenta de usuario personalizada con permisos de administracion de dominios, unidades,
volumenes y nodos

* Asegurese de haber realizado las siguientes acciones con cada nodo nuevo:

o Instald el nodo nuevo en el chasis NetApp HCI siguiendo el "instrucciones de instalacion”.


https://library.netapp.com/ecm/ecm_download_file/ECMLP2856176
https://library.netapp.com/ecm/ecm_download_file/ECMLP2856176
https://kb.vmware.com/s/article/1003212
https://docs.netapp.com/es-es/hci/docs/task_hci_installhw.html

o Cabled y encendié el nodo nuevo

* Asegurese de tener la direccion IPv4 de gestion de un nodo de almacenamiento ya instalado. Puede
encontrar la direccion IP en la pestafia Administracion de NetApp Element > clister > nodos del plugin
de NetApp Element para vCenter Server.

* Asegurese de que cada nodo nuevo utilice la misma topologia y el mismo cableado de red que los
clusteres de computacion o almacenamiento existentes.

Acerca de esta tarea

* Es posible combinar el nodo de computacion H410C con los nodos existentes de computacion y de
almacenamiento de NetApp HCI en el mismo chasis y cluster.

* No es posible combinar nodos de computacion con nodos de computacion habilitados para BPU en el
mismo cluster. Si selecciona un nodo de computacion habilitado para GPU, los nodos de computacién solo
para CPU pasan a ser inseleccionables y viceversa.

» Debe habilitar EVC antes de continuar si va a afiadir nodos de computacién con generaciones de CPU
que son diferentes a la generacién de CPU de los nodos de computacion existentes, y la funcién
Enhanced vMotion Compatibility (EVC) esta deshabilitada en la instancia de vCenter de control. Esto
garantiza que se complete la funcionalidad vMotion después de la ampliacion.

Pasos
1. Abra la direccion IP del nodo de gestion en un navegador web. Por ejemplo:

https://<ManagementNodeIP>

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento de NetApp HCI.

3. Haga clic en expandir en la esquina superior derecha de la interfaz.
El explorador abre el motor de implementacion de NetApp.

4. Inicie sesion en el motor de implementacién de NetApp. Para ello, proporcione las credenciales de
administrador del cluster de almacenamiento de NetApp HCI locales.

@ No se puede iniciar sesidn con las credenciales de protocolo ligero de acceso a directorios.

5. En la pagina Bienvenido, haga clic en Si y haga clic en continuar.

6. En la pagina Licencia de usuario final, lea el Contrato de licencia de usuario final de VMware y haga clic
en Acepto para aceptar los términos y haga clic en continuar.

7. En la pagina vCenter, complete los siguientes pasos:

a. Introduzca un FQDN o una direccioén IP y credenciales de administrador para la instancia de vCenter
asociada con la instalacion de NetApp HCI.

b. Haga clic en continuar.

c. Seleccione un centro de datos de vSphere en el que desea anadir los nodos de computacion o haga
clic en Create New Datacenter para afiadir los nodos de computaciéon a un centro de datos nuevo.

@ Si hace clic en Create New Datacenter, el campo Cluster se completa automaticamente.

d. Siselecciond un centro de datos existente, seleccione un cluster de vSphere con el que se deben



asociar los nodos de computacion nuevos.

Si NetApp HCI no reconoce la configuracion de red del cluster seleccionado para la
@ ampliacién, asegurese de que la asignacion vmkernel y vmnic para las redes de

gestion, almacenamiento y vMotion estén establecidas con los valores predeterminados

de puesta en marcha. Consulte "cambios de red admitidos" si quiere mas informacion.

e. Haga clic en continuar.

8. En la pagina ESXi Credentials, introduzca la contrasefia raiz de ESXi para los nodos de computacién que
va a afiadir.

Debe usar la misma contrasefia que se cre6 durante la implementacion inicial de NetApp HCI.

9. Haga clic en continuar.

10. Si cred un nuevo cluster de centro de datos de vSphere, en la pagina Network Topology, seleccione una
topologia de red para que coincida con los nodos de computacion nuevos que va a anadir.

Solo debe seleccionar la opcidon de dos cables si los nodos de computacion utilizan la
topologia de dos cables y la implementaciéon de NetApp HCI existente se configura con
identificadores de VLAN.

11. En la pagina Inventario disponible, seleccione los nodos de almacenamiento y computacion que desea
agregar y haga clic en continuar.

En algunos nodos de computacion, es posible que deba habilitar EV en el nivel mas alto
compatible con la versiéon de vCenter antes de poder afiadirlos a la instalacion. Debe utilizar

@ el cliente de vSphere a fin de habilitar EVC para estos nodos de computacion. Después de
habilitar dicha funcion, actualice la pagina Inventory e intente afiadir nuevamente los nodos
de computacion.

12. Haga clic en continuar.

13. Opcional: Si creé un nuevo cluster de centro de datos de vSphere, en la pagina Configuracion de red,
importe la informacioén de la red desde una implementacion de NetApp HCI existente seleccionando la
casilla de verificacion Copiar configuracion desde un cluster existente.

Esto rellena la informacion de la pasarela y de la subred predeterminadas para cada red.

14. En la pagina Configuracién de red, se ha detectado parte de la informacién de red desde la
implementacion inicial. Cada nodo de almacenamiento nuevo se enumera por nimero de serie, y es
necesario asignarle la informacién de red nueva. Complete los siguientes pasos para cada nodo de
almacenamiento nuevo:

a. Nombre de host: Si NetApp HCI detectd un prefijo de nomenclatura, copielo desde el campo prefijo
de nomenclatura detectado e insértelo como prefijo para el nuevo nombre de host Unico que agregue
en el campo Nombre de host.

b. Direccion de administracion: Introduzca una direccion IP de administracion para el nuevo nodo de
almacenamiento que se encuentra dentro de la subred de la red de administracion.

c. Direccion IP de almacenamiento (iSCSI): Introduzca una direccion IP iSCSI para el nuevo nodo de
almacenamiento que se encuentra en la subred de la red iSCSI.

d. Haga clic en continuar.


https://docs.netapp.com/es-es/hci/docs/task_nde_supported_net_changes.html

@ La NetApp HCI puede tardar algun tiempo en validar las direcciones IP especificadas. El
botdn continuar estara disponible cuando finalice la validacion de la direccion IP.

15. En la pagina Review de la seccion Network Settings (Configuracion de red), los nodos nuevos se
muestran en el texto en negrita. Para hacer cambios en cualquier seccidn, haga lo siguiente:

a. Haga clic en Editar para esa seccion.

b. Después de terminar, haga clic en continuar en cualquier pagina posterior para volver a la pagina
Revision.
16. Opcional: Si no desea enviar estadisticas del cluster ni informacion de soporte a los servidores Active 1Q
alojados de NetApp, desactive la casilla de comprobacion final.

Esta accién deshabilita la supervision de diagndstico y estado en tiempo real para NetApp HCI. Al
deshabilitar esta funcion, se elimina la habilidad de NetApp para admitir y supervisar NetApp HCI de forma
anticipada a fin de detectar y resolver problemas antes de que la produccién se vea afectada.

17. Haga clic en Agregar nodos.
Puede supervisar el progreso mientras NetApp HCI afiade y configura los recursos.

18. Opcional: Verifique que los nodos nuevos estén visibles en VMware vSphere Web Client (para nodos de
computacion) o en el plugin de Element para vCenter Server (para nodos de almacenamiento).

Si expandioé un cluster de almacenamiento de dos nodos a cuatro nodos o mas, la pareja de
nodos testigo que anteriormente utilizaba el cluster de almacenamiento seguira visible como

@ magquinas virtuales en espera en vSphere. El cluster de almacenamiento recién ampliado no
los utiliza; si desea recuperar recursos de equipos virtuales, puede hacerlo "quitar
manualmente" Las maquinas virtuales del nodo de testigo.

Obtenga mas informacién

* "Plugin de NetApp Element para vCenter Server"

* "Instrucciones de instalacion y configuracion para nodos de almacenamiento y de computacion de NetApp
HCI"

* "VMware Knowledge base: Soporte de procesador de Enhanced vMotion Compatibility (EVC)"

Quite nodos de testigos después de expandir el cluster

Después de expandir un cluster de almacenamiento de dos nodos a cuatro o mas nodos,
puede eliminar el par de nodos de testigo para liberar recursos de computacion en la
instalacion de NetApp HCI. Los nodos de testimonio utilizados anteriormente en el
cluster de almacenamiento siguen visibles como maquinas virtuales en espera (VM) en
vSphere Web Client.

Acerca de esta tarea

No se necesitan nodos de testigos en clisteres con mas de cuatro nodos de almacenamiento. Este es un
procedimiento opcional si desea liberar la CPU y la memoria después de expandir el cluster de dos nodos a
cuatro o mas nodos.


https://docs.netapp.com/us-en/vcp/index.html
https://library.netapp.com/ecm/ecm_download_file/ECMLP2856176
https://library.netapp.com/ecm/ecm_download_file/ECMLP2856176
https://kb.vmware.com/s/article/1003212

Compruebe que no se ha notificado ningun error o fallo del clister. Para encontrar informacion

sobre las alertas del sistema, haga clic en informar > Alertas en el punto de extension NetApp
Element Management de vSphere.

Pasos

1. Desde vSphere, acceda al punto de extension NetApp Element Management desde la pestafia Accesos
directos o el panel lateral.

2. Seleccione Administracion de NetApp Element > cluster > nodos.

NetApp Element Management
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3. Seleccione la casilla de verificacion para el nodo testigo que desea eliminar y haga clic en acciones >
Quitar.

Confirme la accion en el simbolo del sistema.
Haga clic en hosts y clusteres.
Desplacese hasta la maquina virtual del nodo de testigo que haya quitado anteriormente.

Haga clic con el botdn derecho en la maquina virtual y apaguela.

® N o g &

Haga clic con el boton derecho del ratén en la maquina virtual que ha apagado y haga clic en Eliminar del
disco.

9. Confirme la accién en el simbolo del sistema.

Obtenga mas informacion

* "Cluster de almacenamiento de dos nodos NetApp HCI | TR-4823"
* "Plugin de NetApp Element para vCenter Server"
* "Recursos de NetApp HCI"

+ "Centro de documentacion de SolidFire y el software Element"
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https://www.netapp.com/pdf.html?item=/media/9489-tr-4823.pdf
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
http://docs.netapp.com/sfe-122/index.jsp

Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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