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Empiece a usar NetApp HCI

Informacion general sobre la instalacion y la puesta en
marcha de NetApp HCI

Utilice estas instrucciones para instalar e implementar NetApp HCI. Estas instrucciones
incluyen enlaces a mas informacion.

A continuacion se ofrece una descripcion general del proceso:

* Preparacion de la instalacion

« Validacioén de la preparacion de la red con Active IQ Config Advisor de NetApp

» Trabaje con su equipo de NetApp

* Instale el hardware de NetApp HCI

» Complete tareas opcionales tras instalar el hardware

* Puesta en marcha de NetApp HCI con el motor de puesta en marcha de NetApp (NDE)
» Gestione NetApp HCI mediante el plugin de vCenter

» Supervise o actualice NetApp HCI con el control del cloud hibrido

Preparacion de la instalacion

Antes de comenzar la instalacion, complete la lista de comprobacién previa al vuelo del NetApp HCI
Installation Discovery Workbook que se le envio antes de recibir el hardware.

Preparar la red y los sitios de instalacion

A continuacién se muestra una instalacion simplificada de topologia de red de NetApp HCI:
[Diagrama de topologia de red de NetApp HCI simplificada] | hci_topology _simple_network.png

Esta es la topologia de red simplificada para un solo nodo de almacenamiento y un unico nodo de
computacion. El cluster minimo para NetApp HCI es dos nodos de almacenamiento y dos nodos de
computacion.

@ Su topologia de red puede diferir de lo que se muestra aqui. Esto es sd6lo un ejemplo.

Esta configuracion utiliza dos cables de red en los nodos de computacion para la conectividad a todas las
redes NetApp HCI.

Lea estos recursos:

« Utilice el Manual de instalacién de NetApp HCI para configurar la red antes de la instalacion.

» Para obtener mas detalles y otras configuraciones compatibles, consulte "TR-4820: Guia de planificacion
rapida de redes de NetApp HCI" y la "Instrucciones de instalacion y configuracion de NetApp HCI".

« Para obtener mas informacion sobre las configuraciones de NetApp HCI menores de cuatro nodos de
almacenamiento, consulte "TR-4823: Cluster de almacenamiento de 2 nodos de NetApp HCI".

» Para obtener detalles sobre la configuracion del protocolo de control de agregacion de enlaces (LACP) en
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los puertos del switch que se utilizan para cada nodo de almacenamiento, consulte "Configurar LCAP para
obtener un rendimiento 6ptimo del almacenamiento".

Esta configuracion consolida todo el trafico en dos puertos fisicos y redundantes, lo que reduce el cableado y
optimiza la configuracion de red. Esta configuracion requiere que los segmentos de red de almacenamiento,
vMotion y maquina virtual utilicen el etiquetado de VLAN. El segmento de red de gestion puede utilizar VLAN
nativa o etiquetadas; sin embargo, la VLAN nativa es el modo preferido para que el motor de puesta en
marcha de NetApp (NDE) pueda asignar recursos de red de forma automatizada (Zero Conf).

Este modo requiere switches distribuidos de vSphere (VDS), donde se requiere la licencia de VMware
vSphere Enterprise Plus.

Requisitos de red antes de comenzar

Aqui estan los aspectos mas destacados de los requisitos previos.

Para obtener detalles sobre los requisitos previos, consulte "Informacion general sobre los requisitos para la
puesta en marcha de NetApp HCI".

* Bond1G es una interfaz I6gica que combina puertos de red de 1 GbE en nodos de almacenamiento y una
interfaz de gestién en nodos de computacion. Esta red se utiliza para el trafico de APl NDE. Todos los
nodos deben poder comunicarse a través de la interfaz de gestion en la misma red L2.

* Bond10G es una interfaz l6gica que combina puertos de 10 GbE y NDE utiliza para la balizas e inventario.
Todos los nodos deben ser capaces de comunicarse a través de la interfaz Bond10G con tramas gigantes
no fragmentadas.

* Nde requiere como minimo una direccion IP asignada manualmente en la interfaz de Bond1G en un nodo
de almacenamiento. Se ejecutara NDE a partir de este nodo.

» Todos los nodos tendran direcciones IP temporales asignadas por el descubrimiento de NDE, que se
realiza mediante el direccionamiento IP privado automatico (APIPA).

@ Durante el proceso del NDE, a continuacion, se asignaran todas las direcciones IP
permanentes a todos los nodos y se lanzaran todas las IP temporales asignadas por APIPA.

* Nde requiere redes independientes para gestion, iSCSI y vMotion que estan preconfigurados en la red del
switch.

Validacion de la preparacion de la red con Active IQ Config Advisor de NetApp

Para garantizar la preparacion de la red para NetApp HCI, instale Active IQ Config Advisor 5.8.1 o posterior de
NetApp. Esta herramienta de validacion de red se encuentra junto con otra "Herramientas de soporte de
NetApp". Utilice esta herramienta para validar la conectividad, los identificadores de VLAN, los requisitos de
direccion IP, la conectividad de switch y mucho mas.

Para obtener mas informacion, consulte "Validar su entorno con Active 1Q Config Advisor".

Trabaje con su equipo de NetApp

Su equipo de NetApp usa el informe Active IQ Config Advisor y el Manual de recuperacion para validar que el
entorno de red esta listo.
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Instale el hardware de NetApp HCI

NetApp HCI puede instalarse con distintas configuraciones:

* Nodos de computacién H410C: Configuracion de dos cables o configuracion de seis cables
* Nodo de computacion H610C: Configuracion de dos cables

* Nodo de computacion H615C: Configuracién de dos cables

* Nodo de almacenamiento H410S

* Nodo de almacenamiento H610S
@ Para conocer las precauciones y los detalles, consulte "Instale el hardware H-Series".

Pasos
1. Instale los rieles y el chasis.

2. Instale los nodos en el chasis e instale las unidades para los nodos de almacenamiento. (Se aplica solo si
se instalan H410C y H410S en un chasis de NetApp H-Series).

Instale los interruptores.
Cablee el nodo de computacion.
Cablee el nodo de almacenamiento.

Conecte los cables de alimentacion.

N o gk~ w

Encienda los nodos NetApp HCI.

Complete tareas opcionales tras instalar el hardware

Después de instalar el hardware de NetApp HCI, debe realizar algunas tareas opcionales y recomendadas.

Gestione la capacidad de almacenamiento en todos los chasis

Asegurese de que la capacidad de almacenamiento esté dividida uniformemente en todos los chasis que
contienen nodos de almacenamiento.

Configure IPMI para cada nodo

Después de haber montado en rack, cableado y encendido el hardware de NetApp HCI, es posible configurar

el acceso de la interfaz de gestion de plataforma inteligente (IPMI) para cada nodo. Asigne una direccion IP a

cada puerto IPMI y cambie la contrasefa IPMI predeterminada del administrador en cuanto tenga acceso IPMI
remoto al nodo.

Consulte "Configure IPMI".

Puesta en marcha de NetApp HCI con el motor de puesta en marcha de NetApp
(NDE)

La interfaz de usuario de NDE es la interfaz del asistente de software que se usa para instalar NetApp HCI.

Inicie la interfaz de usuario de NDE

NetApp HCI utiliza una direccion IPv4 de red de gestion de nodos de almacenamiento para el acceso inicial a
NDE. Como practica recomendada, conéctese desde el primer nodo de almacenamiento.


https://docs.netapp.com/es-es/hci/{relative_path}task_hci_installhw.html
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Requisitos previos

* Ya asigno la direccion IP de red de gestién del nodo de almacenamiento inicial de forma manual o
mediante DHCP.

* Debe tener acceso fisico a la instalacion de NetApp HCI.

Pasos

1. Si no conoce la IP de red de gestién del nodo de almacenamiento inicial, use la interfaz de usuario de
terminal (TUI), a la que se accede a través del teclado y monitor en el nodo de almacenamiento o. "Utilice
un dispositivo USB".

Para obtener mas informacion, consulte "Acceder al motor de puesta en marcha de NetApp".

2. Si conoce la direccion IP, desde un explorador web, conéctese a la direccion Bond1G del nodo primario a
través de HTTP, no de HTTPS.

Ejemplo: http://<IP address>:442/nde/

Ponga en marcha NetApp HCI con la IU de NDE

1. En el NDE, acepte los requisitos previos, marque el uso de Active 1Q y acepte los acuerdos de licencia.

2. De manera opcional, habilite Data Fabric File Services por ONTAP Select y acepte la licencia de ONTAP
Select.

3. Configure una puesta en marcha de vCenter nueva. Haga clic en Configurar usando un nombre de
dominio completo € introduzca el nombre de dominio de vCenter Server y la direccion IP del servidor
DNS.

@ Se recomienda usar el enfoque de FQDN para la instalacion de vCenter.

4. Revise que la evaluacién del inventario de todos los nodos se haya completado correctamente.
Ya se ha comprobado el nodo de almacenamiento que ejecuta NDE.

5. Seleccione todos los nodos y haga clic en continuar.

6. Configure los ajustes de red. Consulte Manual de instalacion de NetApp HCI para obtener informacion
sobre los valores que se deben utilizar.

7. Haga clic en el cuadro azul para iniciar el formulario sencillo.
[Pagina NDE Network Settings] | hci_nde_network_settings_ui.png

8. En el formulario sencillo Configuracion de red:

a. Escriba el prefijo de nombre. (Consulte los detalles del sistema del NetApp HCI Installation Discovery
Workbook.)

b. Haga clic en no para ¢ asignara identificadores de VLAN? (Se asignan posteriormente en la pagina
principal Network Settings).

c. Escriba la subred CIDR, la puerta de enlace predeterminada y la direccion IP de inicio para las redes
de gestion, vMotion e iSCSI segun el libro. (Consulte la seccion método de asignacion IP del NetApp
HCI Installation Discovery Workbook para obtener informacion sobre estos valores).

d. Haga clic en aplicar a Configuracion de red.
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9. Unase a un "VCenter existente" (opcional).
10. Registre los numeros de serie del nodo en el NetApp HCI Installation Discovery Workbook.

11. Especifique un ID de VLAN para la red de vMotion y toda la red que requiera el etiquetado de VLAN.
Consulte Manual de instalacion de NetApp HCI.

12. Descargue la configuracion como un archivo .CSV.
13. Haga clic en Iniciar implementacion.

14. Copie y guarde la URL que aparece.

@ La puesta en marcha puede tardar unos 45 minutos en completarse.

Compruebe la instalaciéon con vSphere Web Client

1. Inicie vSphere Web Client y inicie sesién con las credenciales especificadas durante el uso de NDE.
Debe afiadir @vsphere.local al nombre de usuario.

2. Compruebe que no hay alarmas.

3. Verifique que los dispositivos de vCenter, mNode y ONTAP Select (opcionales) se ejecuten sin iconos de
advertencia.

4. Observe que se crean los dos almacenes de datos predeterminados (NetApp-HCI-Datastore_01 y 02).

5. Seleccione cada almacén de datos y compruebe que todos los nodos de computacion aparezcan en la
pestafia hosts.

6. Valide vMotion y Datastore-02.
a. Migre vCenter Server a NetApp-HCI-Datastore-02 (solo almacenamiento vMotion).
b. Migre vCenter Server a cada uno de los nodos de computacion (solo vMotion).
7. Vaya al plugin de NetApp Element para vCenter Server y compruebe que el cluster esté visible.

8. Asegurese de que no aparece ninguna alerta en el panel.

Gestione NetApp HCI mediante el plugin de vCenter

Después de instalar NetApp HCI, puede configurar clusteres, volumenes, almacenes de datos, registros,
grupos de acceso, Iniciadores y politicas de calidad de servicio (QoS) mediante el plugin de NetApp Element
para vCenter Server.

Para obtener mas informacion, consulte "Documentacion del plugin de NetApp Element para vCenter Server".

[Pagina métodos abreviados de vSphere Client] | vep_shortcuts _page.png

Supervise o actualice NetApp HCI con el control del cloud hibrido

Opcionalmente, puede utilizar el control del cloud hibrido de NetApp HCI para supervisar, actualizar o ampliar
su sistema.

Para iniciar sesién en NetApp Hybrid Cloud Control, vaya a la direccion IP del nodo de gestion.

Con el control del cloud hibrido, puede hacer lo siguiente:
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* "Supervise la instalacién de NetApp HCI"

 "Actualice su sistema NetApp HCI"

« "Amplie sus recursos de computacion o almacenamiento de NetApp HCI"
» Pasos®

1. Abra la direccién IP del nodo de gestion en un navegador web. Por ejemplo:
https://<ManagementNodeIP>

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del
cluster de almacenamiento de NetApp HCI.

Aparece la interfaz de control del cloud hibrido de NetApp.

Obtenga mas informacion

* "Instrucciones de instalacion y configuracion de NetApp HCI"

* "TR-4820: Guia para la planificacion rapida de redes de NetApp HCI"

* "Documentacion del plugin de NetApp Element para vCenter Server"

» "Asesor de configuracion de NetApp" 5.8.1 o posterior herramienta de validacion de red

+ "Documentacion de SolidFire Active IQ de NetApp"

Instale el hardware H-Series

Antes de empezar a usar NetApp HCI, debe instalar los nodos de computacion y
almacenamiento correctamente.

Consulte "cartel" para una representacion visual de las instrucciones.

+ Diagramas de flujo de trabajo
* Preparacion de la instalacion
* Instale los rieles

« Instale el nodo/chasis

Instale los interruptores
+ Cablee los nodos

* Encienda los nodos

+ Configure NetApp HCI

* Realice tareas posteriores a la configuracion

Diagramas de flujo de trabajo

Los diagramas de flujo de trabajo aqui proporcionan una descripcion general de alto nivel de los pasos de la
instalacion. Los pasos varian ligeramente segun el modelo de la serie H.
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« H410C y H410S
« H610C y H615C
. H610S

H410C y H410S
[Flujo de trabajo de instalacién H410C y H410S] | workflow_h410c.PNG
H610C y H615C
Los términos "nodo" y "chasis" se utilizan indistintamente en el caso de H610C y H615C,

porque los componentes de nodo y chasis no estan separados, a diferencia del caso de un
chasis 2U de cuatro nodos.

[Flujo de trabajo de instalacion de H610C y H615C] | workflow_h610c.png

H610S

Los términos "nodo" y "chasis" se utilizan indistintamente en el caso de H610C y H615C,
porque los componentes de nodo y chasis no estan separados, a diferencia del caso de un
chasis 2U de cuatro nodos.

[Flujo de trabajo de instalacion H610S] | workflow_h610s.png

Preparacion de la instalacion

Durante la preparacion para la instalacion, realice el inventario del hardware que recibié y pdngase en
contacto con el soporte de NetApp en caso de que falte algun articulo.

Asegurese de tener los siguientes elementos en su ubicacion de instalacion:

» Espacio en rack para el sistema.

Tipo de nodo Espacio de rack

Nodos H410C y H410S Dos unidades de rack (2U)
Nodo H610C 2U

Los nodos H615C y H610S Una unidad de rack (1U)

» Cables o transceptores de conexion directa SFP28/SFP+

» Cables CAT5e o superiores con conector RJ45

* Un switch de teclado, video y ratén (KVM) para configurar el sistema
« Stick USB (opcional)

El hardware que se le envia depende de lo que realice su pedido. Un nuevo pedido de 2U de
cuatro nodos incluye el chasis, el panel frontal, el kit de rieles deslizantes, unidades para nodos

de almacenamiento, nodos de computacién y almacenamiento, y cables de alimentacion (dos

por chasis). Si solicita nodos de almacenamiento H610S, las unidades se instalan en el chasis.



@ Durante la instalacion de la tornilleria, asegurese de retirar todo el material de embalaje y el
embalaje de la unidad. Esto evitara que los nodos se sobrecalienten y se apaguen.

Instale los rieles

El orden de hardware que se le envid incluye un conjunto de rieles deslizantes. Necesitara un destornillador
para completar la instalacion del riel. Los pasos de instalacion varian ligeramente para cada modelo de nodo.

Instale la tornilleria desde la parte inferior del bastidor hasta la parte superior para evitar que el
’ equipo se caiga. Si el rack incluye dispositivos estabilizadores, instalelos antes de instalar el
hardware.

« H410C y H410S
- H610C
« H610S y H615C

H410C y H410S

Los nodos H410C y H410S se instalan en chasis 2U de cuatro nodos H-Series, que se envia con dos
conjuntos de adaptadores. Si desea instalar el chasis en un rack con orificios redondos, utilice los adaptadores
adecuados para un rack con orificios redondos. Los rieles para nodos H410C y H410S encajan en un rack de
entre 29 pulgadas y 33.5 pulgadas de profundidad. Cuando el riel esta totalmente contrapuesto, tiene 28
pulgadas de largo, y las secciones delantera y trasera del riel se mantienen Unidas sélo con un tornillo.

@ Si instala el chasis en un riel totalmente contratado, es posible que las secciones delantera y
trasera del riel se separen.

Pasos
1. Alinee la parte frontal del rail con los orificios del poste delantero del rack.

2. Empuje los ganchos de la parte frontal del rail hacia los orificios del poste delantero del rack y, a
continuacion, hacia abajo hasta que las clavijas cargadas por resorte encajen en los orificios del rack.

3. Fije el riel al rack con tornillos. A continuacion, se muestra una ilustracion del rail izquierdo conectado a la
parte frontal del rack:

[Instalacion de rieles para 2U] | h410c_rail.gif

4. Extienda la seccion trasera del rail al poste trasero del bastidor.

5. Alinee los ganchos de la parte trasera del rail con los orificios adecuados del poste trasero, asegurandose
de que la parte delantera y posterior del rail estén al mismo nivel.

6. Monte la parte posterior del rail en el rack y fije el riel con tornillos.

7. Realice todos los pasos anteriores para el otro lado del rack.

H610C
A continuacién encontrara una ilustracion de la instalacion de rieles para un nodo de computacién H610C:

[Instalacion del rail para el nodo de computacién H610C.] | h610c_rail.png



H610S y H615C

A continuacién, se muestra una ilustracion para la instalacion de rieles para un nodo de almacenamiento
H610S o un nodo de computacion H615C:

[Instalacion del riel para el nodo de almacenamiento H610S y el nodo de computacién H615C.] | h610s_rail.gif

Hay rieles izquierdo y derecho en H610S y H615C. Coloque el orificio del tornillo hacia la parte
inferior de modo que el tornillo de ajuste manual H610S/H615C pueda fijar el chasis al rail.
Instale el nodo/chasis

Se instala el nodo de computacion H410C y el nodo de almacenamiento H410S en un chasis 2U de cuatro
nodos. Para H610C, H615C y H610S, instale el chasis/nodo directamente en los rieles del rack.

A partir de NetApp HCI 1.8, puede configurar un cliuster de almacenamiento con dos o tres
nodos de almacenamiento.

@ Retire todo el material de embalaje y el embalaje de la unidad. Esto evita que los nodos se
sobrecalienten y se apaguen.

* Nodos H410C y H410S
* Nodo/chasis H610C

* nodo/chasis

Nodos H410C y H410S

Pasos

1. Instale los nodos H410C y H410S en el chasis. A continuacion, se muestra un ejemplo de vista posterior
de un chasis con cuatro nodos instalados:

[Vista trasera de 2U] | hseries_2U_rear.gif
2. Instale las unidades para los nodos de almacenamiento H410S.

[Vista frontal del nodo de almacenamiento H410S con las unidades instaladas.] | h410s_drives.png

Nodo/chasis H610C

En el caso de H610C, los términos "nodo" y "chasis" se utilizan indistintamente porque el nodo y el chasis no
son componentes separados, a diferencia del caso del chasis de 2U de cuatro nodos.

A continuacidon se muestra una ilustracion de la instalacion del nodo/chasis en el rack:

[Muestra el nodo/chasis H610C que se esta instalando en el rack.] | h670c_chassis.png

H610S y H615C, nodo/chasis

En el caso H615C y H610S, los términos "nodo" y "chasis" se utilizan indistintamente porque los componentes
de nodo y chasis no son separados, a diferencia del caso del chasis de 2U de cuatro nodos.

A continuacién se muestra una ilustracion de la instalacion del nodo/chasis en el rack:



[Muestra el nodo/chasis H615C o H610S que se estan instalando en el rack.] | h610s_chassis.gif

Instale los interruptores

Si desea utilizar los conmutadores Mellanox SN2010, SN2100 y SN2700 en la instalacion de NetApp HCI, siga
las instrucciones que se proporcionan aqui para instalar y cablear los conmutadores:

¢ "Manual del usuario de hardware de Mellanox"

* "TR-4836: Guia de cableado de los conmutadores NetApp HCI con Mellanox SN2100 y SN2700 (se
requiere inicio de sesion)"

Cablee los nodos

Si va a anadir nodos a una instalacion existente de NetApp HCI, compruebe que la configuracién de cableado
y red de los nodos que afiade sea idéntica a la de la instalacion existente.

Asegurese de que la apertura de flujo de aire de la parte trasera del chasis no esté bloqueada
@ con cables o etiquetas. Esto puede provocar fallos prematuros en los componentes debido al
sobrecalentamiento.

* Nodo de computacion H410C y nodo de almacenamiento H410S
* Nodo de computacion H610C
* Nodo de computacion H615C

* Nodo de almacenamiento H610S

Nodo de computacion H410C y nodo de almacenamiento H410S

Tiene dos opciones para cablear el nodo H410C: Mediante dos cables o mediante seis cables.
Esta es la configuracion de dos cables:
[Muestra la configuracion de dos cables para el nodo H410C.] | HCI_ISI_compute 2cable.png

[punto azul] En el caso de los puertos D y E, conecte dos cables o transceptores SFP28/SFP+ para
conectividad de gestion compartida, maquina virtual y almacenamiento.

[punto morado] (Opcional, recomendado) Conecte un cableCAT5e en el puerto IPMI para conectividad de
gestion fuera de banda.

Esta es la configuracion de seis cables:
[La muestra la configuracion de seis cables del nodo H410C.] | HCI_ISI_compute 6cable.png

[punto verde] Para los puertos Ay B, conecte dos cables CAT5e o superiores en los puertos Ay B para
conectividad de gestion.

[punto naranja] En el caso de los puertos C y F, conecte dos cables o transceptores SFP28/SFP+ para
conectividad de maquina virtual.

[punto azul] En el caso de los puertos D y E, conecte dos cables o transceptores SFP28/SFP+ para
conectividad de almacenamiento.
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[punto morado] (Opcional, recomendado) Conecte un cableCAT5e en el puerto IPMI para conectividad de
gestion fuera de banda.

A continuacion se muestra el cableado para el nodo H410S:
[Muestra el cableado para el nodo H410S.] | HCI_ISI_storage_cabling.png

[punto verde] Para los puertos Ay B, conecte dos cables CAT5e o superiores en los puertos Ay B para
conectividad de gestion.

[punto azul] En el caso de los puertos C y D, conecte dos cables o transceptores SFP28/SFP+ para
conectividad de almacenamiento.

[punto morado] (Opcional, recomendado) Conecte un cableCAT5e en el puerto IPMI para conectividad de
gestion fuera de banda.

Después de conectar los nodos, conecte los cables de alimentacion a las dos unidades de suministro de
alimentacion por chasis y enchufelos en un PDU o tomacorriente de 240 V.

Nodo de computacion H610C

A continuacién se muestra el cableado para el nodo H610C:

@ Los nodos H610C se implementan solo en la configuracién de dos cables. Asegurese de que
todas las VLAN estan presentes en los puertos C y D.

[Muestra el cableado para el nodo H610C.] | H610C_node-cabling.png

[punto verde oscuro] Para los puertos C y D, conecte el nodo a una red de 10 GbE mediante dos cables
SFP28/SFP+.

[punto morado] (Opcional, recomendado) Conecte el nodo a una red de 1 GbE mediante un conector RJ45 en
el puerto IPMI.

[punto azul claro] Conecte ambos cables de alimentacién al nodo y enchufe los cables de alimentaciéon a una
toma de alimentacion de 200-240 V.

Nodo de computacion H615C

A continuacion se muestra el cableado del nodo H615C:

@ Los nodos H615C solo se implementan en la configuracion de dos cables. Asegurese de que
todas las VLAN estan presentes en los puertos Ay B.

[Muestra el cableado del nodo H615C.] | H615C _node_cabling.png

[punto verde oscuro] Para los puertos Ay B, conecte el nodo a una red de 10 GbE mediante dos cables
SFP28/SFP+.

[punto morado] (Opcional, recomendado) Conecte el nodo a una red de 1 GbE mediante un conector RJ45 en
el puerto IPMI.

[punto azul claro] Conecte ambos cables de alimentacion al nodo y enchufe los cables de alimentacion a una
toma de alimentacién de 110 V.
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Nodo de almacenamiento H610S

Este es el cableado para el nodo H610S:

[Muestra el cableado del nodo H610S.] | H600S ISI_noderear.png

[punto morado] Conecte el nodo a una red de 1 GbE mediante dos conectores RJ45 en el puerto IPMI.
[punto verde oscuro] Conecte el nodo a una red de 10 GbE mediante dos cables SFP28 o SFP+.
[punto naranja] Conecte el nodo a una red de 1 GbE mediante un conector RJ45 en el puerto IPMI.

[punto azul claro] Conecte ambos cables de alimentacién al nodo.

Encienda los nodos

Los nodos tardan aproximadamente seis minutos en arrancar.

A continuacion encontrara una ilustraciéon en la que se muestra el botdn de encendido en el chasis NetApp
HCI 2U:

[La muestra el boton de encendido en los 2U de la serie H.] | H410c_poweron_ISG.png
A continuacién, se muestra una ilustracion que muestra el boton de encendido en el nodo H610C:
[Muestra el boton de alimentacion en el nodo/chasis H610C.] | H610C_power-on.png

A continuacion, se muestra una ilustracion en la que se muestra el botén de alimentacion de los nodos H615C
y H6108S:

[Muestra el botén de alimentacion en el nodo H610S/H615C/chasis.] | H600S_ISI_nodefront.png

Configure NetApp HCI
Elija una de las siguientes opciones:

* Nueva instalacion de NetApp HCI

* Amplie una instalacion existente de NetApp HCI

Nueva instalacion de NetApp HCI

Pasos

1. Configure una direccion IPv4 en la red de gestion (Bond1G) en un nodo de almacenamiento de NetApp
HCI.

@ Si va a utilizar DHCP en la red de gestion, puede conectarse a la direcciéon IPv4 adquirida
por DHCP del sistema de almacenamiento.

a. Conecte un teclado, un video y un ratén (KVM) a la parte posterior del nodo de almacenamiento.

b. Configure la direccion IP, la mascara de subred y la direccion de puerta de enlace para Bond1G en la
interfaz de usuario. También puede configurar un ID de VLAN para la red Bond1G.

2. Utilice un explorador web compatible (Mozilla Firefox, Google Chrome o Microsoft Edge) para ir al motor
de implementacion de NetApp. Para ello, conéctese a la direccion IPv4 que configurd en el paso 1.
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3. Use la interfaz de usuario del motor de implementacion de NetApp para configurar NetApp HCI.

@ Todos los demas nodos NetApp HCI se detectan de forma automatica.

Amplie una instalaciéon existente de NetApp HCI

Pasos
1. Abra la direccién IP del nodo de gestion en un navegador web.

2. Inicie sesion en NetApp Hybrid Cloud Control proporcionando las credenciales de administrador del cluster
de almacenamiento de NetApp HCI.

3. Siga los pasos del asistente para afiadir nodos de almacenamiento y computacion a la instalacion de
NetApp HCI.

Para afiadir nodos de computacion H410C, la instalacion existente debe ejecutar NetApp
HCI 1.4 o posterior. Para afadir nodos de computacion H615C, la instalacion existente debe
ejecutar NetApp HCI 1.7 o una version posterior.

@ Los nodos NetApp HCI instalados recientemente en la misma red se detectan de forma
automatica.

Realice tareas posteriores a la configuracion

Segun el tipo de nodo que tenga, es posible que necesite realizar pasos adicionales después de instalar el
hardware y configurar NetApp HCI.

» Nodo H610C
* Los nodos H615C y H610S
Nodo H610C

Instale los controladores de GPU en ESXi para cada nodo H610C que ha instalado, y valide su funcionalidad.

Los nodos H615C y H610S

Pasos

1. Utilice un explorador web y desplacese a la direccion IP predeterminada del BMC: 192.168.0.120

2. Inicie sesion con el nombre de usuario root y contrasefia calvin.

3. Desde la pantalla de administracion de nodos, vaya a Configuraciéon > Configuracion de red y configure
los parametros de red para el puerto de administracién fuera de banda.

Si el nodo H615C tiene GPU en él, instale los controladores de GPU en ESXi para cada nodo H615C que
haya instalado, y valide su funcionalidad.

Obtenga mas informacién

* "Plugin de NetApp Element para vCenter Server"

* "TR-4820: Guia de planificacion rapida de redes de NetApp HCI"
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» "Asesor de configuracion de NetApp" 5.8.1 o posterior herramienta de validacion de red

Configure LACP para alcanzar un rendimiento de
almacenamiento 6ptimo

Para alcanzar un rendimiento 6ptimo en el cluster de almacenamiento de NetApp HCI, se
debe configurar el protocolo de control de agregacién de enlaces (LACP) en los puertos
del switch que se utilizan para cada nodo de almacenamiento.

Antes de empezar
» Configuro los puertos del switch conectados a las interfaces 10/25GbE de los nodos de almacenamiento
de NetApp HCI como canales de puertos LACP.

 Establecid los temporizadores LACP de los switches que controlan el trafico de almacenamiento en “fast
mode (1s)” para lograr un tiempo de deteccion de conmutacién al nodo de respaldo 6ptimo. Durante la
implementacion, las interfaces Bond1G en todos los nodos de almacenamiento se configuran
automaticamente para el modo activo-pasivo.

« Configuré un canal de puerto virtual (VPC) de Cisco o una tecnologia de apilamiento de switches
equivalente para los switches que controlan la red de almacenamiento. La tecnologia de apilamiento de
switches facilita la configuracién de LACP y los canales de puertos, y proporciona una topologia sin bucles
entre los switches y los puertos 10 GbE en los nodos de almacenamiento.

Pasos

1. Siga las recomendaciones del proveedor de switches a fin de habilitar LACP en los puertos del switch
utilizados para los nodos de almacenamiento de NetApp H-Series.

2. Cambie el modo de unién con LACP de todos los nodos de almacenamiento en la interfaz de usuario en el
nodo (también conocida como interfaz de usuario de terminal o TUI) antes de implementar NetApp HCI.

Obtenga mas informacién

"Plugin de NetApp Element para vCenter Server"

Validar su entorno con Active IQ Config Advisor

Antes de montar en rack el hardware de NetApp HCI y realizar la instalacion de NetApp
HCI, debe verificar que su entorno cumple con los requisitos de red de NetApp HCI.
Active 1Q Config Advisor ejecuta comprobaciones de su entorno validando las
configuraciones de red, switch y VMware vSphere. La herramienta genera un informe
que puede utilizar para ayudarle a resolver problemas y puede reenviar el informe a su
ingeniero de los servicios profesionales para que prepare y programe una instalacion.

Instale Active 1Q Config Advisor
Descargue e instale Active |IQ Config Advisor en un PC que tenga acceso a las redes NetApp HCI.

Pasos

1. En un navegador web, seleccione Herramientas en el menu Soporte de NetApp, busque Active |IQ Config
Advisor y descargue la herramienta.
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"Herramientas del del sitio de soporte de NetApp".

Después de aceptar el Contrato de licencia para el usuario final (EULA), aparece la pagina Descargar. Los
binarios de Microsoft Windows, Linux y Mac estan disponibles en el panel herramienta cliente.
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Haga clic en Siguiente.

Lea el EULAy haga clic en Acepto.

Haga clic en instalar.
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Asegurese de que Ejecutar Active 1Q Config Advisor esta seleccionado y haga clic en Finalizar.

Tras un breve retraso, la interfaz de usuario de Active 1Q Config Advisor se abre en una nueva pestafia o
ventana del navegador.

Utilice Active 1Q Config Advisor

Active 1Q Config Advisor se ejecuta en una ventana del explorador, recopila informacién sobre lared y el
entorno y genera un informe que puede utilizar para resolver cualquier problema de configuracion o red que
pudiera interferir en la implementacion de NetApp HCI.

Antes de empezar

Instald Active 1Q Config Advisor en un dispositivo que puede acceder a la red de gestion, las redes de VMware
vCenter Server (si se va a unir a una instalacion existente de VMware) y los switches que se usaran para
NetApp HCI.

@ Si utiliza switches Mellanox y los servicios profesionales de NetApp los configuran como parte
de la puesta en marcha, no necesita proporcionar informacioén del switch.

Acerca de esta tarea

Active 1Q Config Advisor solo realiza comprobaciones de solo lectura para recopilar informacién. No se
modifica ninguna configuracién como parte de la coleccion.

Pasos
1. Abra Active 1Q Config Advisor.

Config Advisor aparece con la ventana Configuracién basica en un navegador web. Aqui puede definir la
configuracion global de la coleccion y cifrar los resultados de la misma.

2. Introduzca una frase de contrasefia en la seccion Configuracion de cifrado para cifrar el proyecto de
recopilacion.

Esto garantiza que sélo podra cargar este proyecto de recopilacion una vez creado.

3. ldentifique este informe de recopilacion como el suyo introduciendo su nombre y direccion de correo
electronico en la seccion verificacion de usuarios.

4. Haga clic en Guardar.

5. Haga clic en Crear una nueva recopilaciéon de datos.

6. Seleccione solucién basada en el menu desplegable Tipo de coleccion.
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7.
8.

10.

1.

12.

13.

14.

15.

16.

17.
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Seleccione implementacion previa de NetApp HCI en el menu desplegable Perfil.
Para cada tipo de dispositivo de la columna Tipo, seleccione el numero de ese tipo de dispositivo de la red
NetApp HCI en el menu desplegable acciones.

Por ejemplo, si tiene tres conmutadores Cisco, seleccione 3 en el menu desplegable de la columna
acciones de esa fila. Aparecen tres filas, una para cada switch Cisco identificado.

@ Si utiliza switches Mellanox y los servicios profesionales de NetApp los configuran como
parte de la puesta en marcha, no necesita proporcionar informacién del switch.

. Para los switches identificados, introduzca la direccion IP de administracion y las credenciales de

administrador.

Para cualquier instancia de VMware vCenter Server que haya identificado, realice una de las siguientes
acciones:

o Si va a implementar una nueva instancia de vCenter Server, proporcione la direccion IP o el nombre de
dominio completo (FQDN) correspondiente al servidor.

> Si ya se esta uniendo a una instancia existente de vCenter Server, proporcione la direccion IP o el
FQDN vy las credenciales de administrador para el servidor.

Opcional: Si agrego informacion para los conmutadores, introduzca el nUmero de nodos de computacion y
almacenamiento en la seccién validacion de conmutador.

Elija la configuracion de cableado de nodos de computacion que va a utilizar en la secciéon Red de nodos
de computacion.

Introduzca puertos de switch individuales y las etiquetas VLAN que desee utilizar para las redes de
gestion, vMotion y almacenamiento de los switches de la seccion Red de nodos de computacion.

Introduzca los puertos de switch individuales y las etiquetas VLAN que vaya a utilizar para las redes de
gestion y almacenamiento de los conmutadores de la seccion Red de nodos de almacenamiento.

En la seccion Network Settings Check, introduzca las direcciones IP y la direccion IP de la puerta de
enlace para la red de gestion, seguido de las listas de servidores para DNS, NTP y vCenter Server (si va a
implementar una instancia nueva de vCenter Server con NetApp HCI).

En esta seccion, Active IQ Config Advisor puede asegurarse de que la red de gestion esté disponible para
su uso y también garantiza que servicios como DNS y NTP funcionen correctamente.

Haga clic en Validar para asegurarse de que toda la informacion de la direccion IP y las credenciales
introducidas son validas.

Haga clic en Guardar o recopilar.

Esto inicia el proceso de recopilacion y puede ver el progreso a medida que la recopilacion se ejecuta

junto con un registro en tiempo real de los comandos de recopilacion. La columna Progress muestra
barras de progreso codificadas por colores para cada tarea de recopilacion.

Las barras de progreso utilizan los colores siguientes para mostrar el estado:
o Verde: La coleccién ha terminado sin errores de comando. Puede ver los riesgos y recomendaciones
de implementacion haciendo clic en el icono Ver y analizar del menu acciones.

o Amarillo: La coleccion ha terminado con algunos errores de comando. Puede ver los riesgos y
recomendaciones de implementacién haciendo clic en el icono Ver y analizar del menu acciones.



> Rojo: La coleccion ha fallado. Debe resolver los errores y ejecutar la coleccion de nuevo.

18. Opcional: Una vez completada la coleccion, puede hacer clic en el icono binocular de cualquier fila de
recopilacion para ver los comandos que se ejecutaron y los datos recopilados.

19. Seleccione la ficha Ver y analizar.
Esta pagina muestra un informe de estado general de su entorno. Es posible seleccionar una seccién del
grafico circular para ver mas detalles sobre esas comprobaciones o descripciones especificas de los
problemas, junto con recomendaciones para resolver los problemas que puedan interferir en la

implementacion correcta. Puede resolver estos problemas usted mismo o solicitar ayuda de los Servicios
profesionales de NetApp.

20. Haga clic en Exportar para exportar el informe de recopilacion como documento PDF o de Microsoft
Word.

Entre los documentos de PDF y Microsoft Word se incluye la informacion de configuracion
del switch para la implementacion que utilizan los Servicios profesionales de NetApp para
comprobar los ajustes de red.

21. Envie el archivo del informe exportado al representante de los servicios profesionales de NetApp.

Obtenga mas informacion

"Plugin de NetApp Element para vCenter Server"

Configure IPMI para cada nodo

Después de haber montado en rack, cableado y encendido el hardware de NetApp HCI,
es posible configurar el acceso de la interfaz de gestion de plataforma inteligente (IPMI)
para cada nodo. Asigne una direccién IP a cada puerto IPMI y cambie la contrasefia de
administrador IPMI predeterminada en cuanto tenga acceso IPMI remoto al nodo.

Requisitos previos

Una vez que haya comprobado que su entorno esta listo para admitir NetApp HCI y que se resuelve cualquier
problema potencial, tendra que completar algunas tareas finales antes de la implementacion.
» Asegurese de tener un informe de Active 1Q Config Advisor correcto.

* Reuna toda la informacion relevante acerca de la red, de la infraestructura actual o planificada de VMware
y de las credenciales de usuario planificadas.

* Monte en rack, cablee y encienda la instalacion del NetApp HCI.

Asignar manualmente la direccién IP del puerto IPMI

El protocolo de configuracion dinamica de hosts (DHCP) esta habilitado de forma predeterminada para el
puerto IPMI de cada nodo NetApp HCI. Si la red IPMI no utiliza DHCP, es posible asignar manualmente una
direccion IPv4 estatica al puerto IPMI.

Antes de empezar

Asegurese de que tiene un conmutador o monitor de teclado, video y raton (KVM) que puede utilizar para
acceder al BIOS de cada nodo.
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Acerca de esta tarea

Utilice las teclas de flecha para navegar en el BIOS. Pulse para seleccionar una pestana o una opcion Enter.
Vuelva a la pantalla anterior pulsando ESC.

Pasos

1.

10.

1.

12.
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Encienda el nodo.

. En el arranque, presione la para ingresar al BIOS Del clave.

. Seleccione la pestafia IPMI.

. Seleccione Configuracion de red BMC y pulse Enter.

. Elija Siy pulse Enter.

. Seleccione origen de direccion de configuracién y pulse Enter.

. Elija estatico y pulse Enter.

Seleccione Direccion IP de la estacion e introduzca una nueva direccion IP para el puerto IPMI. Pulse
Enter al finalizar.

Seleccione Subnet mask e introduzca una nueva mascara de subred para el puerto IPMI. Pulse Enter al
finalizar.

Seleccione Direccion IP de puerta de enlace e introduzca una nueva direccién IP de puerta de enlace
para el puerto IPMI. Pulse Enter al finalizar.

Conecte un extremo de un cable Ethernet al puerto IPMI y el otro extremo a un switch.
El puerto IPMI para este nodo esta listo para usarse.

Repita este procedimiento para todos los demas nodos NetApp HCI con puertos IPMI no configurados.

Cambie la contraseia de IPMI predeterminada para los nodos H410C y H410S

En cuanto configure el puerto de red IPMI, debe cambiar la contrasefia predeterminada de la cuenta de
administrador de IPMI en cada nodo de computacién y de almacenamiento.

Antes de empezar

Configuro la direccion IP de IPMI para cada nodo de almacenamiento y de computacion.

Pasos

1.
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Abra un explorador web en un equipo que pueda acceder a la red de IPMI y vaya a la direccion IP de IPMI
correspondiente al nodo.

Introduzca el nombre de usuario ADMIN y contrasefia ADMIN en la solicitud de inicio de sesion de.
Después de iniciar sesion, haga clic en la ficha Configuracion.

Haga clic en usuarios.

Seleccione la ADMIN Haga clic en Modificar usuario.

Seleccione la casilla de verificacion Cambiar contrasefia.

Introduzca una nueva contrasefia en los campos Contrasefa y Confirmar contrasena.

Haga clic en Modificar y, a continuacion, haga clic en Aceptar.

Repita este procedimiento para todos los demas nodos NetApp HCI H410C y H410S con contrasefias



IPMI predeterminadas.

Cambie la contraseia de IPMI predeterminada para los nodos H610C, H615C y
H610S

En cuanto configure el puerto de red IPMI, debe cambiar la contrasefia predeterminada de la cuenta de
administrador de IPMI en cada nodo de computacién y de almacenamiento.

Antes de empezar

Configurd la direccion IP de IPMI para cada nodo de almacenamiento y de computacion.

Pasos

1.

w

© o0 N o o A~

Abra un explorador web en un equipo que pueda acceder a la red de IPMI y vaya a la direccion IP de IPMI
correspondiente al nodo.

. Introduzca el nombre de usuario root y contrasefia calvin en la solicitud de inicio de sesion de.

. Después de iniciar sesion, haga clic en el icono de navegacion del menu que aparece en la parte superior

izquierda de la pagina para abrir el cajon de la barra lateral.

. Haga clic en Configuracion.

. Haga clic en Administraciéon de usuarios.

. Seleccione el usuario Administrador de la lista.

. Active la casilla de verificacion Cambiar contrasena.

. Introduzca una nueva contrasefia segura en los campos Contraseia y Confirmar contraseia.
. Haga clic en Guardar en la parte inferior de la pagina.

10.

Repita este procedimiento para todos los demas nodos NetApp HCI H610C, H615C o H610S con
contrasefas de IPMI predeterminadas.

Obtenga mas informacién

"Documentacién de SolidFire Active 1Q de NetApp"

* "Plugin de NetApp Element para vCenter Server"
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LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
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Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
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de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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