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Tareas posteriores a la implementacion

Informacién general de las tareas posteriores a la
implementacién

Después de implementar Rancher en NetApp HCI, debe continuar con las actividades
posteriores a la implementacion.

» "Asegurese de que la paridad sea compatible con Rancher"
* "Mejore la resiliencia de los equipos virtuales Rancher"

« "Configurar la supervision"

* "Instale Trident"

» "Habilite la compatibilidad de Trident para clusteres de usuarios"

Obtenga mas informacioén

* "Documentacion de rancher sobre arquitectura”
» "Terminologia de Kubernetes para Rancher"
* "Plugin de NetApp Element para vCenter Server"

* "Recursos de NetApp HCI"

Asegurese de que la paridad sea compatible con Rancher

Después de implementar Rancher en NetApp HCI, debe asegurarse de que el numero
de nucleos de Rancher Support que ha adquirido coincida con el numero de nucleos de
CPU que esta utilizando para las maquinas virtuales de gestién de Rancher y los
clusteres de usuarios.

Si ha comprado Rancher Support para solo parte de los recursos informaticos de NetApp HCI, debe tomar
medidas en VMware vSphere para garantizar que Rancher en NetApp HCI y sus clusteres de usuarios
gestionados solo se ejecuten en hosts para los que ha adquirido Rancher Support. Consulte la documentacion
de VMware vSphere para obtener informacién sobre cémo ayudar a garantizar esto mediante el confinamiento
de cargas de trabajo de computacion en hosts especificos.

Obtenga mas informacioén

* "Reglas de afinidad de vSphere ha y DRS"

* "Crear reglas de antiafinidad de VM"

* "Documentacién de rancher sobre arquitectura”
» "Terminologia de Kubernetes para Rancher"

* "Plugin de NetApp Element para vCenter Server"

* "Recursos de NetApp HCI"


https://rancher.com/docs/rancher/v2.x/en/overview/architecture/
https://rancher.com/docs/rancher/v2.x/en/overview/concepts/
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
https://docs.vmware.com/en/VMware-vSphere/6.5/com.vmware.vsphere.avail.doc/GUID-E137A9F8-17E4-4DE7-B986-94A0999CF327.html
https://docs.vmware.com/en/VMware-vSphere/6.7/com.vmware.vsphere.resmgmt.doc/GUID-FBE46165-065C-48C2-B775-7ADA87FF9A20.html
https://rancher.com/docs/rancher/v2.x/en/overview/architecture/
https://rancher.com/docs/rancher/v2.x/en/overview/concepts/
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx

Mejore la resiliencia de los equipos virtuales Rancher

Después de implementar Rancher en NetApp HCI, su entorno vSphere contendra tres
nodos nuevos como maquinas virtuales para alojar el entorno Rancher. La interfaz de
usuario web de Rancher esta disponible en cada uno de estos nodos. Para lograr una
resiliencia completa, cada una de las tres maquinas virtuales junto con los discos
virtuales correspondientes deberia residir en un host fisico diferente, después de eventos
como ciclos de alimentacion y recuperacion tras fallos.

Para garantizar que cada equipo virtual y sus recursos permanezcan en un host fisico diferente, puede crear
reglas de afinidad para el programador de recursos distribuidos (DRS) de VMware vSphere. Esto no esta
automatizado como parte de Rancher en la implementacion de NetApp HCI.

Para obtener instrucciones sobre cémo configurar las reglas de anti-afinidad de DRS, consulte los siguientes
recursos de documentacion de VMware:

"Crear reglas de antiafinidad de VM"

"Reglas de afinidad de vSphere ha y DRS"

Obtenga mas informacién

* "Documentacién de rancher sobre arquitectura”
» "Terminologia de Kubernetes para Rancher"
* "Plugin de NetApp Element para vCenter Server"

* "Recursos de NetApp HCI"

Habilite la supervision

Después de implementar Rancher en NetApp HCI, puede habilitar la supervision del
almacenamiento de Active IQ (para almacenamiento all-flash de SolidFire y NetApp HCI)
y la supervision de computacion de NetApp HCI (solo para NetApp HCI) si no lo hizo
todavia durante la instalacién o la actualizacion.

Para obtener instrucciones sobre como activar la supervision, consulte "Habilite la supervision de Active 1Q y
NetApp HCI".

Obtenga mas informacioén

* "Documentacién de rancher sobre arquitectura”
* "Terminologia de Kubernetes para Rancher"
* "Plugin de NetApp Element para vCenter Server"

* "Recursos de NetApp HCI"

Instale Trident

Obtenga mas informacién sobre como instalar Trident después de instalar Rancher en


https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.resmgmt.doc/GUID-FBE46165-065C-48C2-B775-7ADA87FF9A20.html
https://docs.vmware.com/en/VMware-vSphere/7.0/com.vmware.vsphere.avail.doc/GUID-E137A9F8-17E4-4DE7-B986-94A0999CF327.html
https://rancher.com/docs/rancher/v2.x/en/overview/architecture/
https://rancher.com/docs/rancher/v2.x/en/overview/concepts/
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx
https://docs.netapp.com/es-es/hci18/docs/task_mnode_enable_activeIQ.html
https://docs.netapp.com/es-es/hci18/docs/task_mnode_enable_activeIQ.html
https://rancher.com/docs/rancher/v2.x/en/overview/architecture/
https://rancher.com/docs/rancher/v2.x/en/overview/concepts/
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx

NetApp HCI. Trident es un orquestador de almacenamiento, que se integra con Docker y
Kubernetes, asi como plataformas basadas en estas tecnologias, como Red Hat
OpenShift, Rancher e IBM Cloud Private. El objetivo de Trident es hacer que el
aprovisionamiento, la conexion y el consumo del almacenamiento sea transparente y sin
fricciones para las aplicaciones. Trident es un proyecto de codigo abierto totalmente
compatible y mantenido por NetApp. Trident le permite crear, gestionar e interactuar con
volumenes de almacenamiento persistentes en el formato Kubernetes estandar que esté
familiarizado.

Para obtener mas informacion sobre Trident, consulte la "Documentacion de Trident".

Lo que necesitara
* Ha instalado Rancher en NetApp HCI.

* Implementé los clusteres de usuarios.

» Configuro las redes de cluster de usuarios para Trident. Consulte "Habilite la compatibilidad de Trident
para clusteres de usuarios" para obtener instrucciones.

* Ha completado los pasos de requisitos previos necesarios para la preparacion del nodo de trabajo para
Trident. Consulte la "Documentacion de Trident".

Acerca de esta tarea

El catalogo de instalacion de Trident se instala como parte de la instalacion de Rancher mediante NetApp
Hybrid Cloud Control. En esta tarea, se debe usar el catalogo de instalacion para instalar y configurar Trident.
Como parte de la instalacion de Rancher, NetApp proporciona una plantilla de nodo. Si no tiene pensado
utilizar la plantilla de nodo que proporciona NetApp y desea aprovisionar en RHEL o CentOS, puede haber
requisitos adicionales. Si cambia el nodo de trabajo a RHEL o CentOS, se deberan cumplir varios requisitos
previos. Consulte la "Documentacion de Trident".

Pasos
1. En la IU de Rancher, seleccione un proyecto para el cluster de usuarios.

Para obtener informacion sobre proyectos y espacios de nombres, consulte la
"Documentacion del rancher".

2. Seleccione aplicaciones y seleccione Iniciar.

ser-default
userceiul . YResources Apps | Namespaces Members Tools v Cluster Explorer ;q

@ Manage Catalogs Launch

3. En la pagina Catalogo, seleccione el instalador de Trident.


https://netapp-trident.readthedocs.io/en/stable-v20.10/introduction.html
https://netapp-trident.readthedocs.io/en/stable-v20.10/kubernetes/operations/tasks/worker.html
https://netapp-trident.readthedocs.io/en/stable-v20.10/kubernetes/operations/tasks/worker.html
https://rancher.com/docs/rancher/v2.x/en/cluster-admin/projects-and-namespaces/

netapp-trident HBI'ETM
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THIDENT

trident-installer

En la pagina que se abre, puede seleccionar la flecha Descripciones detalladas para
@ obtener mas informacion sobre la aplicacion Trident y también para encontrar el enlace a la
"Documentacién de Trident".

4. Seleccione la flecha Opciones de configuraciones e introduzca las credenciales y la informacion de
configuracion de almacenamiento.

STORAGECONFIGURATION

Storage Tenant * svip *

NetApp-HCI
solidfire

solidfire-san

The name of the Trident storage driver

El inquilino de almacenamiento predeterminado es NetApp HCI. Puede cambiar este valor.
También puede cambiar el nombre del backend. Sin embargo, no cambie el valor
predeterminado del controlador de almacenamiento, que es solidfire-san.

5. Seleccione Iniciar.
De este modo se instala la carga de trabajo de Trident en el espacio de nombres trident.

6. Seleccione Recursos > cargas de trabajo y compruebe que el espacio de nombres trident incluye los
siguientes componentes:


https://netapp-trident.readthedocs.io/en/stable-v20.10/introduction.html

Namespace: trident

O » | Active trident-csi @
(] » | Active trident-csi &
(] » | Active trident-installer &
[J » | Active trident-operator &

7. (Opcional) Seleccione almacenamiento para el cluster de usuarios a fin de ver las clases de
almacenamiento que puede utilizar para los volumenes persistentes.

Las tres clases de almacenamiento son: Solidfire-gold*, solidfire-silver* y solidfire-bronze*.
Puede hacer que una de estas clases de almacenamiento sea la predeterminada
seleccionando el icono en la columna predeterminado.

Obtenga mas informacion

» "Habilite la compatibilidad de Trident para clusteres de usuarios"
* "Documentacion de rancher sobre arquitectura"

» "Terminologia de Kubernetes para Rancher"

* "Plugin de NetApp Element para vCenter Server"

* "Recursos de NetApp HCI"

Habilite la compatibilidad de Trident para clusteres de
usuarios

Si el entorno de NetApp HCI no tiene una ruta entre las redes de gestion y
almacenamiento, y se implementan los clusteres de usuario que necesitan
compatibilidad con Trident, se debe seguir configurando las redes de cluster de usuarios
después de instalar Trident. Para cada cluster de usuario, debe habilitar la comunicacion
entre las redes de gestidn y almacenamiento. Para ello, puede modificar la configuracion
de red de cada nodo del cluster de usuarios.

Acerca de esta tarea

Siga estos pasos generales para modificar la configuracién de red de cada nodo del cluster de usuarios. En
estos pasos se asume que ha creado el cluster de usuario con la plantilla de nodo predeterminada que se
instala con Rancher en NetApp HCI.

@ Puede realizar estos cambios como parte de una plantilla de nodo personalizada para usarlos
en futuros clusteres de usuarios.


https://rancher.com/docs/rancher/v2.x/en/overview/architecture/
https://rancher.com/docs/rancher/v2.x/en/overview/concepts/
https://docs.netapp.com/us-en/vcp/index.html
https://www.netapp.com/us/documentation/hci.aspx

Pasos
1. Implemente un cluster de usuarios con una plantilla predeterminada existente.

2. Conecte la red de almacenamiento al clUster de usuarios.
a. Abra VMware vSphere Web Client para la instancia de vCenter conectada.

b. En el arbol de inventario hosts and Clusters, seleccione un nodo en el cluster de usuario recién
implementado.

c. Edite la configuracion del nodo.
d. En el cuadro de dialogo de configuracion, agregue un nuevo adaptador de red.

e. En la lista desplegable Nueva red, busque una red y seleccione
HCI_Internal_Storage_Data_Network.

f. Expanda la seccion del adaptador de red y registre la direccion MAC del nuevo adaptador de red.
g. Seleccione OK.
3. En Rancher, descargue el archivo de claves privadas SSH para cada nodo del cluster de usuarios.

4. Conéctese mediante SSH a un nodo del cluster de usuarios, mediante el archivo de claves privadas que
descarg6 para ese nodo:

ssh -1 <private key filename> <ip address>

5. Como superusuario, edite y guarde el /etc/netplan/50-cloud-init.yaml archivo para que incluya
la ens224 seccion, similar al siguiente ejemplo. Sustitiyalo por <MAC address> la direcciéon MAC que
grabd anteriormente:

network:
ethernets:

ensl92:
dhcp4: true
match:

macaddress: 00:50:56:91:1d:41

set-name: ensl92

ens224:
dhcp4: true
match:

macaddress: <MAC address>
set-name: ens224

version: 2

6. Utilice el siguiente comando para reconfigurar la red:

‘netplan try’

7. Repita los pasos 4 a 6 para cada nodo restante del cluster de usuarios.



8. Cuando haya reconfigurado la red para cada nodo del cluster de usuarios, puede implementar
aplicaciones en el cluster de usuarios que utilicen Trident.
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