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Configurar y configurar Keystone

Requisitos

Requisitos de infraestructura virtual para Keystone Collector

Su sistema VMware vSphere debe cumplir varios requisitos antes de poder instalar
Keystone Collector.

Requisitos previos para la maquina virtual del servidor Keystone Collector:

+ Sistema operativo: servidor VMware vCentre y ESXi 8.0 o posterior
* Nucleo: 1 CPU

* RAM: 2 GB de RAM
» Espacio en disco: 20 GB vDisk

Otros requisitos

Asegurese de que se cumplan los siguientes requisitos genéricos:

Requisitos de red

Los requisitos de red de Keystone Collector se enumeran en la siguiente tabla.

Keystone Collector requiere conectividad a Internet. Puede proporcionar conectividad a Internet
mediante enrutamiento directo a través del Gateway predeterminado (a través de NAT) o a

través de Proxy HTTP. Aqui se describen ambas variantes.

Fuente

Colector
Keystone (para
Keystone
ONTAP)

Colector
Keystone (para
Keystone
StorageGRID)

Destino

Servicio

Active 1Q Unified HTTPS

Manager
(Administrador
unificado)

Nodos de
administracion
de StorageGRID

HTTPS

Protocolo y
puertos

TCP 443

TCP 443

Categoria

Obligatorio (si se

utiliza Keystone
ONTAP)

Obligatorio (si se

utiliza Keystone
StorageGRID)

Objetivo

Recopilacion de
métricas de uso
de Keystone
Collector para
ONTAP

Recopilacion de
métricas de uso
de Keystone
Collector para
StorageGRID



Coleccionista
Keystone
(genérico)

Coleccionista
Keystone
(genérico)

Coleccionista
Keystone
(genérico)

Coleccionista
Keystone
(genérico)

Colector
Keystone (para
Keystone
ONTAP)

Coleccionista
Keystone
(genérico)

Estaciones de
trabajo de
operaciones del
cliente

Direcciones de
administracion
de nodos y
clusteres de
NetApp ONTAP

Internet (segun
los requisitos de
URL que se
indican mas
adelante)

Proxy HTTP del
cliente

Servidores DNS
del cliente

Servidores NTP
del cliente

Unified Manager

Sistema de
Monitoreo de
Clientes

Coleccionista de
Keystone

Coleccionista de
Keystone

HTTPS

Proxy HTTP

DNS

NTP

MySQL

HTTPS

SSH

HTTP_8000,
PING

TCP 443

Puerto proxy del
cliente

TCP/UDP 53

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000,
solicitud/respues
ta de eco ICMP

Obligatorio
(conectividad a
Internet)

Obligatorio
(conectividad a
Internet)

Obligatorio

Obligatorio

Funcionalidad
opcional

Funcionalidad
opcional

Gestion

Funcionalidad
opcional

Software
Keystone
Collector,
actualizaciones
del sistema
operativo y
carga de
métricas

Software
Keystone
Collector,
actualizaciones
del sistema
operativo y
carga de
métricas

Resoluciéon de
DNS

Sincronizacion
horaria

Recopilacién de
métricas de
rendimiento para
Keystone
Collector

Informes de
estado de
Keystone
Collector

Acceso a la
gestion de
recopiladores
Keystone

Servidor web
para
actualizaciones
de firmware de
ONTAP



El puerto predeterminado para MySQL, 3306, esta restringido solo al host local durante una
nueva instalacion de Unified Manager, lo que impide la recopilacion de métricas de rendimiento
para Keystone Collector. Para obtener mas informacion, consulte "Requisitos de ONTAP" .

Acceso URL

Keystone Collector necesita acceso a los siguientes hosts de Internet:

DIRECCION Razén

https://keystone.netapp.com Actualizaciones del software Keystone Collector e
informes de uso

https://support.netapp.com Sede de NetApp para informacién de facturacion y
entrega de AutoSupport

Requisitos de Linux para Keystone Collector

Preparar su sistema Linux con el software necesario garantiza una instalacion precisa y
la recopilacion de datos por parte de Keystone Collector.

Asegurese de que su servidor Linux y la maquina virtual Keystone Collector tengan estas configuraciones.

Servidor Linux:
 Sistema operativo: cualquiera de los siguientes:

> Debian 12
o Red Hat Enterprise Linux 8.6 o versiones posteriores 8.x
o Red Hat Enterprise Linux 9.0 o versiones posteriores
o CentOS 7 (solo para entornos existentes)
» Tiempo cronoldgico sincronizado

* Acceso a los repositorios de software estandar de Linux
El mismo servidor también debe tener los siguientes paquetes de terceros:

* podman (Administrador de POD)
* llamada de socorro
* cronicidad
* Python 3 (3.9.14 a 3.11.8)
Maquina virtual del servidor Keystone Collector:
* Nucleo: 2 CPU
* RAM: 4 GB de RAM
» Espacio en disco: 50 GB vDisk


https://keystone.netapp.com
https://support.netapp.com

Otros requisitos

Asegurese de que se cumplan los siguientes requisitos genéricos:

Requisitos de red

Los requisitos de red de Keystone Collector se enumeran en la siguiente tabla.

Keystone Collector requiere conectividad a Internet. Puede proporcionar conectividad a Internet
mediante enrutamiento directo a través del Gateway predeterminado (a través de NAT) o a
través de Proxy HTTP. Aqui se describen ambas variantes.

Fuente

Colector
Keystone (para
Keystone
ONTAP)

Colector
Keystone (para
Keystone
StorageGRID)

Coleccionista
Keystone
(genérico)

Coleccionista
Keystone
(genérico)

Coleccionista
Keystone
(genérico)

Destino Servicio

Active IQ Unified HTTPS
Manager

(Administrador

unificado)

Nodos de
administracion
de StorageGRID

HTTPS

Internet (segun  HTTPS
los requisitos de

URL que se

indican mas

adelante)

Proxy HTTP del
cliente

Proxy HTTP

Servidores DNS DNS
del cliente

Protocolo y
puertos

TCP 443

TCP 443

TCP 443

Puerto proxy del
cliente

TCP/UDP 53

Categoria

Obligatorio (si se

utiliza Keystone
ONTAP)

Obligatorio (si se

utiliza Keystone
StorageGRID)

Obligatorio
(conectividad a
Internet)

Obligatorio
(conectividad a
Internet)

Obligatorio

Objetivo

Recopilacion de
métricas de uso
de Keystone
Collector para
ONTAP

Recopilacion de
métricas de uso
de Keystone
Collector para
StorageGRID

Software
Keystone
Collector,
actualizaciones
del sistema
operativo y
carga de
métricas

Software
Keystone
Collector,
actualizaciones
del sistema
operativo y
carga de
métricas

Resoluciéon de
DNS



Coleccionista
Keystone
(genérico)

Colector
Keystone (para
Keystone
ONTAP)

Coleccionista
Keystone
(genérico)

Estaciones de
trabajo de
operaciones del
cliente

Direcciones de
administracion
de nodos y
clusteres de
NetApp ONTAP

Servidores NTP
del cliente

Unified Manager

Sistema de
Monitoreo de
Clientes

Coleccionista de
Keystone

Coleccionista de
Keystone

NTP

MySQL

HTTPS

SSH

HTTP_8000,
PING

UDP 123

TCP 3306

TCP 7777

TCP 22

TCP 8000,

Obligatorio

Funcionalidad
opcional

Funcionalidad

opcional

Gestion

Funcionalidad

solicitud/respues opcional

ta de eco ICMP

Sincronizacion
horaria

Recopilacion de
métricas de
rendimiento para
Keystone
Collector

Informes de
estado de
Keystone
Collector

Acceso a la
gestion de
recopiladores
Keystone

Servidor web
para
actualizaciones
de firmware de
ONTAP

El puerto predeterminado para MySQL, 3306, esta restringido solo al host local durante una
nueva instalacion de Unified Manager, lo que impide la recopilacion de métricas de rendimiento
para Keystone Collector. Para obtener mas informacion, consulte "Requisitos de ONTAP" .

Acceso URL

Keystone Collector necesita acceso a los siguientes hosts de Internet:

DIRECCION

https://keystone.netapp.com

https://support.netapp.com

Requisitos para ONTAP y StorageGRID para Keystone

Razoén

Actualizaciones del software Keystone Collector e

informes de uso

Sede de NetApp para informacién de facturacion y
entrega de AutoSupport

Antes de comenzar a utilizar Keystone, debe asegurarse de que los clusteres ONTAP y
los sistemas StorageGRID cumplan algunos requisitos.


https://keystone.netapp.com
https://support.netapp.com

ONTAP
Versiones de software
1. ONTAP 9.8 o posterior

2. Active 1Q Unified Manager (Unified Manager) 9.10 o posterior

Antes de empezar
Cumpla con los siguientes requisitos si desea recopilar datos de uso Unicamente a través de ONTAP:

1. Asegurese de que ONTAP 9.8 o posterior esté configurado. Para obtener informacion sobre como
configurar un nuevo cluster, consulte estos enlaces:
o "Configurar ONTAP en un nuevo cluster con el Administrador del sistema"
o "Configurar un cluster con la CLI"

2. Cree cuentas de inicio de sesion de ONTAP con roles especificos. Para obtener mas informacion,
consulte "Obtenga informacion sobre como crear cuentas de inicio de sesién de ONTAP" .

o Interfaz web

i. Inicie sesion en ONTAP System Manager utilizando sus credenciales predeterminadas. Para
obtener mas informacion, consulte "Gestion de clusteres con System Manager" .

i. Cree un usuario de ONTAP con el rol de "solo lectura" y el tipo de aplicacién "http", y habilite
la autenticacion de contrasefia navegando a Cluster > Configuraciéon > Seguridad >
Usuarios.

o CLI

i. Inicie sesion en ONTAP CLI con sus credenciales predeterminadas. Para obtener mas
informacion, consulte "Gestion de clusteres con CLI" .

i. Cree un usuario ONTAP con el rol de “solo lectura” y el tipo de aplicacion “http”, y habilite la
autenticacion de contrasefia. Para obtener mas informacién sobre la autenticacion, consulte
"Habilitar el acceso con contrasena a la cuenta ONTAP" .

Cumpla los siguientes requisitos si desea recopilar datos de uso a través de Active |1Q Unified Manager:
1. Asegurese de que Unified Manager 9.10 o posterior esté configurado. Para obtener informacion
sobre la instalacion de Unified Manager, consulte estos enlaces:
o "Instalacion de Unified Manager en sistemas VMware vSphere"
o "Instalacion de Unified Manager en sistemas Linux"

2. Asegurese de que el cluster ONTAP se haya agregado a Unified Manager. Para obtener informacion
sobre cdmo agregar clusteres, consulte "Afadiendo clusteres" .

3. Cree usuarios de Unified Manager con roles especificos para la recopilacién de datos de uso y
rendimiento. Realice estos pasos. Para obtener informacion sobre los roles de usuario, consulte
"Definiciones de roles de usuario” .

a. Inicie sesion en la interfaz de usuario web de Unified Manager con las credenciales de usuario
administrador de aplicaciones predeterminadas que se generan durante la instalacion. Ver
"Acceder a la interfaz web de Unified Manager" .

b. Cree una cuenta de servicio para Keystone Collector con Operator Rol de usuario. Las API del
servicio Keystone Collector utilizan esta cuenta de servicio para comunicarse con Unified
Manager y recopilar datos de uso. Ver "Agregar usuarios" .

C. Crear una Database cuenta de usuario, con la Report Schema role. Este usuario es necesario


https://docs.netapp.com/us-en/ontap/task_configure_ontap.html
https://docs.netapp.com/us-en/ontap/software_setup/task_create_the_cluster_on_the_first_node.html
https://docs.netapp.com/us-en/ontap/authentication/create-svm-user-accounts-task.html#cluster-and-svm-administrators
https://docs.netapp.com/us-en/ontap/concept_administration_overview.html
https://docs.netapp.com/us-en/ontap/system-admin/index.html
https://docs.netapp.com/us-en/ontap/authentication/enable-password-account-access-task.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/concept_requirements_for_installing_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/concept_requirements_for_install_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_clusters.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_definitions_of_user_roles.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_access_unified_manager_web_ui.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_add_users.html

para la recopilacion de datos de rendimiento. Ver "Creacion de un usuario de base de datos" .

El puerto predeterminado para MySQL, 3306, esta restringido solo al host local
durante una nueva instalacién de Unified Manager, lo que impide la recopilacion de
datos de rendimiento para Keystone ONTAP. Esta configuracion se puede

@ modificar y la conexion se puede poner a disposicion de otros hosts mediante el
Control access to MySQL port 3306 opcion en la consola de
mantenimiento de Unified Manager. Para obtener mas informacion,
consulte"Opciones de menu adicionales" .

4. Habilitar API Gateway en Unified Manager. Keystone Collector utiliza la funcion APl Gateway para
comunicarse con los clusteres ONTAP . Puede habilitar APl Gateway desde la interfaz de usuario
web o ejecutando algunos comandos a través de la CLI de Unified Manager.

Interfaz web

Para habilitar API Gateway desde la interfaz de usuario web de Unified Manager, inicie sesion en la
interfaz de usuario web de Unified Manager y habilite APl Gateway. Para obtener mas informacion,
consulte "Habilitacion de API Gateway" .

CcLi
Para habilitar APl Gateway a través de la CLI de Unified Manager, siga estos pasos:

a. En el servidor de Unified Manager, inicie una sesion SSH e inicie sesion en la CLI de Unified
Manager.
um cli login -u <umadmin> Para obtener informacion sobre los comandos CLI, consulte
"Comandos CLI de Unified Manager compatibles" .

b. Verifique si API Gateway ya esta habilitado.
um option list api.gateway.enabledA true Elvalorindica que APl Gateway esta
habilitado.

C. Si el valor devuelto es false, ejecute este comando:
um option set api.gateway.enabled=true

d. Reinicie el servidor de Unified Manager:
= Linux: "Reiniciar Unified Manager" .

= VMware vSphere: "Reinicio de la maquina virtual de Unified Manager" .

StorageGRID
Las siguientes configuraciones son necesarias para instalar Keystone Collector en StorageGRID.

* StorageGRID 11.6.0 o posterior debe instalarse. Para obtener informacion sobre como actualizar
StorageGRID, consulte"Actualizacion del software StorageGRID : descripcion general” .

» Se debe crear una cuenta de usuario administrador local de StorageGRID para la recopilacion de
datos de uso. El servicio Keystone Collector utiliza esta cuenta de servicio para comunicarse con
StorageGRID a través de las API del nodo de administrador.

Pasos
a. Inicie sesién en el Administrador de cuadricula. Ver "Sign in en el Administrador de cuadricula” .

b. Crea un grupo de administradores locales con Access mode: Read-only . Ver "Crear un
grupo de administradores" .

c. Aifade los siguientes permisos:


https://docs.netapp.com/us-en/active-iq-unified-manager/config/task_create_database_user.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/reference_additional_menu_options.html
https://docs.netapp.com/us-en/active-iq-unified-manager/config/concept_api_gateway.html
https://docs.netapp.com/us-en/active-iq-unified-manager/events/reference_supported_unified_manager_cli_commands.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-linux/task_restart_unified_manager.html
https://docs.netapp.com/us-en/active-iq-unified-manager/install-vapp/task_restart_unified_manager_virtual_machine.html
https://docs.netapp.com/us-en/storagegrid-116/upgrade/index.html
https://docs.netapp.com/us-en/storagegrid-116/admin/signing-in-to-grid-manager.html
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group
https://docs.netapp.com/us-en/storagegrid-116/admin/managing-admin-groups.html#create-an-admin-group

= Cuentas de inquilinos
= Mantenimiento
= Consulta de métricas

d. Cree un usuario de cuenta de servicio Keystone y asocielo con el grupo de administracion. Ver
"Administrar usuarios" .

Instalar Keystone Collector

Implementar Keystone Collector en sistemas VMware vSphere

La implementacién de Keystone Collector en sistemas VMware vSphere incluye la
descarga de la plantilla OVA, la implementacion de la plantilla mediante el asistente
Implementar plantilla OVF, la verificacion de la integridad de los certificados y la
verificacion de la preparaciéon de la maquina virtual.

Implementacién de la plantilla OVA
Siga estos pasos:

Pasos
1. Descargue el archivo OVA desde "este enlace" y guardelo en su sistema VMware vSphere.

2. En su sistema VMware vSphere, navegue a la vista VMs and Templates.

3. Haga clic con el botdon derecho en la carpeta requerida para la maquina virtual (VM) (o centro de datos, si
no utiliza carpetas de VM) y seleccione Implementar plantilla OVF.

4. En el Paso 1 del asistente Implementar plantilla OVF, haga clic en Seleccionar una plantilla OVF para
seleccionar la plantilla descargada. KeystoneCollector-latest.ova archivo.

)]

. En el Paso 2, especifique el nombre de la VM y seleccione la carpeta de la VM.

(o)}

. En el Paso 3, especifique el recurso computacional requerido para ejecutar la maquina virtual.
7. En el Paso 4: Revisar detalles, verifique la exactitud y autenticidad del archivo OVA.
El almacén de confianza raiz de vCenter contiene Unicamente certificados de VMware. NetApp utiliza
Entrust como autoridad de certificacion y esos certificados deben agregarse al almacén de confianza de
vCenter.

a. Descarga el certificado de CA de firma de cddigo de Sectigo. "aqui".

b. Siga los pasos de la Resolution Seccidn de este articulo de la base de conocimientos (KB):
https://kb.vmware.com/s/article/84240 .

@ Para las versiones 7.x y anteriores de vCenter, debe actualizar vCenter y ESXi a la
version 8.0 o posterior. Las versiones anteriores ya no reciben soporte.

Cuando se valide la integridad y autenticidad del OVA de Keystone Collector, podra ver el texto.
(Trusted certificate) con la editorial.


https://docs.netapp.com/us-en/storagegrid-116/admin/managing-users.html
https://keystone.netapp.com/downloads/KeystoneCollector-latest.ova
https://comodoca.my.salesforce.com/sfc/p/1N000002Ljih/a/3l000000oAhy/QCCby12C7cYo50nNyic6AuG1KFcwe1rDn1EknfTaUzY
https://kb.vmware.com/s/article/84240

Deploy OVF Template Review details <

Verify the template details.
1 Select an OVF template

Publisher Sectigo Public Code Signing_CA R36 (Trusted certificate)
2 Select a name and folder

Product Keystone-Collector
3 Select a compute resource Version 3.12.31910

Vendor NetApp
o el Download size 1.7 GB

Size on disk 3.9 GB (thin provisioned)

19.5 GB (thick provisioned)

CANCEL BACK NEXT

8. En el Paso 5 del asistente Implementar plantilla OVF, especifique la ubicacion para almacenar la
maquina virtual.

9. En el Paso 6, seleccione la red de destino que utilizara la maquina virtual.

10. En el Paso 7 Personalizar plantilla, especifique la direccion de red inicial y la contrasefa para la cuenta de
usuario administrador.

La contrasena de administrador se almacena en un formato reversible en vCentre y debe
usarse como credencial de arranque para obtener acceso inicial al sistema VMware

@ vSphere. Durante la configuracion inicial del software, esta contrasefia de administrador
debe cambiarse. La mascara de subred para la direccion IPv4 debe proporcionarse en
notacion CIDR. Por ejemplo, utilice el valor 24 para una mascara de subred de
255.255.255.0.

11. En el Paso 8 Listo para completar del asistente Implementar plantilla OVF, revise la configuraciéon y
verifique que haya configurado correctamente los parametros para la implementacion de OVA.

Una vez implementada la VM desde la plantilla y encendida, abra una sesién SSH en la VM e inicie sesion
con las credenciales de administrador temporales para verificar que la VM esté lista para la configuracion.

Configuracion inicial del sistema

Realice estos pasos en sus sistemas VMware vSphere para una configuracion inicial de los servidores
Keystone Collector implementados a través de OVA:



Al finalizar la implementacion, puede utilizar la utilidad de interfaz de usuario de terminal (TUI)

@ de administracion de Keystone Collector para realizar las actividades de configuracion y
supervision. Puede utilizar varios controles del teclado, como Enter y las teclas de flecha, para
seleccionar las opciones y navegar por esta TUI.

1. Abra una sesion SSH en el servidor Keystone Collector. Cuando se conecte, el sistema le solicitara que
actualice la contrasefia de administrador. Complete la actualizacion de la contrasena de administrador
segun sea necesario.

2. Inicie sesion con la nueva contrasefia para acceder a la TUI. Al iniciar sesién, aparece la TUI.
Alternativamente, puede iniciarlo manualmente ejecutando el keystone-collector-tui Comando CLI.

3. Si es necesario, configure los detalles del proxy en la seccion Configuracion > Red en la TUI.

4. Configure el nombre de host del sistema, la ubicacién y el servidor NTP en la seccion Configuracion >
Sistema.

5. Actualice los recopiladores Keystone mediante la opcién Mantenimiento > Actualizar recopiladores.
Después de la actualizacion, reinicie la utilidad TUI de administracion de Keystone Collector para aplicar
los cambios.

Instalar Keystone Collector en sistemas Linux

Puede instalar el software Keystone Collector en un servidor Linux usando un RPM o un
paquete Debian. Siga los pasos de instalacion segun su distribucion de Linux.

10



Usando RPM

1.
2.

Conéctese por SSH al servidor Keystone Collector y elévelo a root privilegio.

Importe la firma publica de Keystone :
# rpm --import https://keystone.netapp.com/repol/RPM-GPG-NetApp-Keystone-
20251020

Asegurese de que se ha importado el certificado publico correcto comprobando la huella digital de
Keystone Billing Platform en la base de datos RPM:

# rpm -ga gpg-pubkey --gf '%{Description}'|gpg --show-keys --fingerprint La
huella dactilar correcta tiene este aspecto:

9297 ODB6 0867 22E7 7646 E400 4493 5CBB C9E9 FEDC

Descarga el keystonerepo . rpm archivo:
curl -0 https://keystone.netapp.com/repol/keystonerepo.rpm

Verifique la autenticidad del archivo:
rpm —--checksig -v keystonerepo.rpm La firma de un archivo auténtico tiene este aspecto:
Header V4 RSA/SHA512 Signature, key ID c9e9fedc: OK

Instale el archivo del repositorio de software YUM:
# yum install keystonerepo.rpm

Cuando se instala el repositorio de Keystone , instala el paquete keystone-collector a través del
administrador de paquetes YUM:

# yum install keystone-collector

Para Red Hat Enterprise Linux 9, ejecute el siguiente comando para instalar el paquete keystone-
collector:
# yum install keystone-collector-rhel?9

Usando Debian

1.

Conéctese por SSH al servidor Keystone Collector y elévelo a root privilegio.

sudo su
2. Descargar el keystone-sw-repo.deb archivo:
curl -0 https://keystone.netapp.com/downloads/keystone-sw-repo.deb
3. Instale el archivo del repositorio de software de Keystone :
# dpkg -i keystone-sw-repo.deb
4. Actualizar la lista de paquetes:
# apt-get update
5. Cuando se instale el repositorio de Keystone , instale el paquete keystone-collector:
# apt-get install keystone-collector
Una vez completada la instalacion, puede utilizar la utilidad de interfaz de usuario del terminal
(TUI) de administracion de Keystone Collector para realizar las actividades de configuracion y
@ supervision. Puede utilizar varios controles del teclado, como Enter y las teclas de flecha, para

seleccionar las opciones y navegar por esta TUI. Ver"Configurar Keystone Collector"
y"Monitorear la salud del sistema" para informacion.
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Validacion automatica del software Keystone

El repositorio de Keystone esta configurado para validar automaticamente la integridad
del software de Keystone para que solo se instale software valido y auténtico en su sitio.

La configuracion del cliente del repositorio Keystone YUM proporcionada en keystonerepo. rpm hace uso
de la comprobacion GPG forzada(gpgcheck=1 ) en todo el software descargado a través de este repositorio.
Cualquier RPM descargado a través del repositorio Keystone que no pase la validaciéon de firma no podra
instalarse. Esta funcionalidad se utiliza en la capacidad de actualizacién automatica programada de Keystone
Collector para garantizar que solo se instale software valido y auténtico en su sitio.

Configurar Keystone Collector

Debe completar algunas tareas de configuracion para permitir que Keystone Collector
recopile datos de uso en su entorno de almacenamiento. Esta es una actividad unica
para activar y asociar los componentes necesarios con su entorno de almacenamiento.

» Keystone Collector le proporciona la utilidad de interfaz de usuario de terminal (TUI) de
administracion de Keystone Collector para realizar actividades de configuracion y
monitoreo. Puede utilizar varios controles del teclado, como Enter y las teclas de flecha,

@ para seleccionar las opciones y navegar por esta TUI.

» Keystone Collector se puede configurar para organizaciones que no tienen acceso a
Internet, también conocido como sitio oscuro o modo privado. Para obtener mas
informacion, consulte"Keystone en modo privado” .

Pasos

1. Inicie la utilidad TUI de administracion de Keystone Collector:
$ keystone-collector-tui

2. Vaya a Configurar > KS-Collector para abrir la pantalla de configuracion de Keystone Collector para ver
las opciones disponibles para la actualizacion.

3. Actualice las opciones requeridas.

Para ONTAP

> *Recopilar uso de ONTAP *: esta opcion habilita la recopilacién de datos de uso de ONTAP.
Agregue los detalles del servidor y la cuenta de servicio de Active 1Q Unified Manager (Unified
Manager).

> *Recopilar datos de rendimiento de ONTAP *: esta opcion habilita la recopilacion de datos de
rendimiento de ONTAP. Esta opcion esta desactivada de forma predeterminada. Habilite esta
opcion si se requiere monitoreo del rendimiento en su entorno para fines de SLA. Proporcione los
detalles de la cuenta de usuario de la base de datos de Unified Manager. Para obtener
informacion sobre la creacion de usuarios de bases de datos, consulte"Crear usuarios de Unified
Manager" .

o Eliminar datos privados: esta opcion elimina datos privados especificos de los clientes y esta
habilitada de forma predeterminada. Para obtener informacion sobre qué datos se excluyen de
las métricas si esta opcion esta habilitada, consulte"Limitar la recopilacion de datos privados" .
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Para StorageGRID

o *Recopilar uso de StorageGRID *: esta opcion habilita la recopilacion de detalles de uso del
nodo. Agregue la direccién del nodo StorageGRID vy los detalles del usuario.

o Eliminar datos privados: esta opcion elimina datos privados especificos de los clientes y esta
habilitada de forma predeterminada. Para obtener informacion sobre qué datos se excluyen de
las métricas si esta opcién esta habilitada, consulte"Limitar la recopilacion de datos privados" .

4. Activa o desactiva el campo Iniciar KS-Collector con el sistema.

5. Haga clic en Guardar
NetApp Keystone Collector - Configure - KS Collector

[X] Start KS-Collector with System
[X] Collect ONTAP usage
123.123.123.123

collector-user

Collect StorageGRID usage
sgadminnode.address
collector-user

Collect ONTAP Performance Data

sla-reporter

Remove Private Data
Standard
info
Tunables
Clear Config
Back

6. Asegurese de que Keystone Collector se encuentre en buen estado volviendo a la pantalla principal de la
TUI y verificando la informacion de Estado del servicio. El sistema debe mostrar que los servicios estan
en un estado General: Saludable

Overall: Healthy
UM: Running

chronyd: Running
ks-collector: Running

7. Salga de la TUI de administracion de Keystone Collector seleccionando la opcion Salir a Shell en la
pantalla de inicio.
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Configurar el proxy HTTP en Keystone Collector

El software Collector admite el uso de un proxy HTTP para comunicarse con Internet. Esto se puede
configurar en la TUL.
Pasos

1. Reinicie la utilidad TUI de administracion de Keystone Collector si ya esta cerrada:
$ keystone-collector-tui

2. Active el campo Proxy HTTP y agregue los detalles del servidor proxy HTTP, el puerto y las credenciales,
si se requiere autenticacion.

3. Haga clic en Guardar

NetApp Keystone (Collector - Configure - Network

-

HTTP Proxy

example _proxy_server

Auth

Limitar la recopilacion de datos privados

Keystone Collector recopila informacién limitada de configuracion, estado y rendimiento necesaria para
realizar la medicion de suscripciones. Existe una opcién para limitar ain mas la informacion recopilada
enmascarando la informacion confidencial del contenido cargado. Esto no afecta el calculo de la facturacion.
Sin embargo, limitar la informacion puede afectar la usabilidad de la informacién del informe, ya que algunos
elementos que los usuarios pueden identificar facilmente, como el nombre del volumen, se reemplazan con
UUID.

Limitar la recopilacién de datos especificos de clientes es una opcién configurable en la pantalla TUI de
Keystone Collector. Esta opcion, Eliminar datos privados, esta habilitada de forma predeterminada.
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Keystone Collector - Configure - KS Collector
Start KS-Collector with System
Collect ONTAP usage
123323423 .1723

collector

Collect StorageGRID usage

Collect ONTAP Performance Data

Remove Private Data

Standard
info
Tunab

Para obtener informacion sobre los elementos eliminados al limitar el acceso a datos privados tanto en
ONTAP como en StorageGRID, consulte"Lista de elementos eliminados al limitar el acceso a datos privados" .

Confie en una CA raiz personalizada

La verificacidon de certificados contra una autoridad de certificacion raiz publica (CA) es parte de las
caracteristicas de seguridad de Keystone Collector. Sin embargo, si es necesario, puede configurar Keystone
Collector para que confie en una CA raiz personalizada.

Si utiliza la inspeccion SSL/TLS en el firewall de su sistema, el trafico basado en Internet se volvera a cifrar
con su certificado CA personalizado. Es necesario configurar los ajustes para verificar la fuente como una CA
confiable antes de aceptar el certificado raiz y permitir que se produzcan conexiones. Siga estos pasos:

Pasos
1. Preparar el certificado CA. Debe estar en formato de archivo X.509 codificado en base64.

@ Las extensiones de archivo admitidas son .pem, .crt, .cert . Asegurese de que el
certificado esté en uno de estos formatos.

2. Copie el certificado al servidor Keystone Collector. Tome nota de la ubicacion donde se copia el archivo.

3. Abra una terminal en el servidor y ejecute la utilidad de administracion TUI.
$ keystone-collector-tui

4. Vaya a Configuracién > Avanzada.
5. Habilite la opcién Habilitar certificado raiz personalizado.

6. Para Seleccionar ruta de certificado raiz personalizado:, seleccione - Unset -
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7. Presione Enter. Se muestra un cuadro de didlogo para seleccionar la ruta del certificado.
8. Seleccione el certificado raiz desde el explorador del sistema de archivos o ingrese la ruta exacta.
9. Presione Enter. Regresaras a la pantalla Avanzado.

10. Seleccione Guardar. Se aplica la configuracion.

@ El certificado de la CA se copia a /opt/netapp/ks-collector/ca.pem en el servidor
Keystone Collector.

NetApp Keystone Collector - Configure - Advanced

[ 1 Darksite Mode
[X] TLS Verify on Connections to Internet
[X] Enable custom root certificate
Select custom root certificate path:
[X] Finished Initial OVA Install
[X] Collector Auto-Update
Override Collector Images
Save
Back

Crear niveles de servicio de rendimiento

Puede crear niveles de servicio de rendimiento (PSL) mediante la utilidad TUI de administracion de Keystone
Collector. La creacion de PSL a través de TUI selecciona automaticamente los valores predeterminados
establecidos para cada nivel de servicio de rendimiento, lo que reduce la posibilidad de errores que pueden
ocurrir al configurar manualmente estos valores al crear PSL a través de Active 1Q Unified Manager.

Para obtener mas informacion sobre los PSL, consulte"Niveles de servicio de rendimiento” .
Para obtener mas informacioén sobre los niveles de servicio, consulte"Niveles de servicio en Keystone" .

Pasos

1. Inicie la utilidad TUI de administracion de Keystone Collector:
$ keystone-collector-tui

2. Vaya a Configurar>AIQUM para abrir la pantalla AIQUM.
3. Habilite la opcion Crear perfiles de rendimiento AIQUM.
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4. Ingrese los detalles del servidor y la cuenta de usuario de Active IQ Unified Manager . Estos detalles son
necesarios para crear PSL y no se almacenaran.

NetApp Keystone Collector — Configure — AIQUM

[ 1 Enable Embedded UM

P4EMCreate AIQUM Performance Profiles
AIQUM Address:

AIQUM Username:

AIQUM Password:

Select Keystone version

Select Keystone Service Levels

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

5. Para *Seleccionar version de Keystone *, seleccione -unset- .

6. Presione Enter. Se muestra un cuadro de dialogo para seleccionar la version de Keystone .

7. Resalte STaaS para especificar la version de Keystone para Keystone STaaS y luego presione Entrar.
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NetApp Keystone Collector - Configure - AIQUM

Select Keystone version

AIQUM Ad| KFS
AIQUM Us| SYEEN
AIQUM Pa

Select K

Select K

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

Puede resaltar la opcion KFS para los servicios de suscripcion de Keystone version 1. Los
@ servicios de suscripcion de Keystone se diferencian de Keystone STaaS en los niveles de

servicio de rendimiento constituyente, las ofertas de servicios y los principios de facturacion.

Para obtener mas informacion, consulte"Servicios de suscripcion de Keystone | Version 1".

8. Todos los niveles de servicio de rendimiento de Keystone compatibles se mostraran dentro de la opcién
*Seleccionar niveles de servicio de Keystone * para la version de Keystone especificada. Habilite los
niveles de servicio de rendimiento deseados de la lista.
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NetApp Keystone Collector — Configure — AIQUM

[ 1 Enable Embedded UM
[X] Create AIQUM Performance Profiles

AIQUM Address:

AIQUM Username:

AIQUM Password:

Select Keystone version

Select Keystone Service Levels Extreme

Performance
Standard
Value

Save
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

@ Puede seleccionar varios niveles de servicio de rendimiento simultaneamente para crear
PSL.

9. Seleccione Guardar y presione Enter. Se crearan niveles de servicio de rendimiento.

Puede ver los PSL creados, como Premium-KS-STaaS para STaaS o Extreme KFS para KFS, en la pagina
Niveles de servicio de rendimiento en Active 1Q Unified Manager. Si los PSL creados no cumplen con
sus requisitos, puede modificarlos para satisfacer sus necesidades. Para obtener mas informacion,
consulte"Creacion y edicion de niveles de servicio de rendimiento” .
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Performance Service Levels @

View and manage the Performance Service Levels that you can assign to workloads.

Search Performance Service Leve = Filter
+ Add o
Name A Type Expected IOPS/TB = Peak IOPS/TB Absolute Minim...  Expected Latency  Capacity Workloads
Extreme - KFS User-defined 6144 12288 1000 1
Used: 0 bytes Available: 263.85 TiB
=] Extreme - KS-STaaS  User-defined 6144 12288 1000 1
Used: 0 bytes Available: 283.85 TiB
Overview

Description  Extreme - KS-STaaS
Added Date 1 Aug 2024, 18:08
Last Modified Date 1 Aug 2024, 18:08
(-] Premium...S-STaaS  User-defined 2048 4096 500 2
Used: 0 bytes Available: 283.85 TiB

Overview

Description ~ Premium - KS-STaaS
Added Date 1 Aug 2024, 18:08
Last Modified Date 1 Aug 2024, 18:08

Si ya existe un PSL para el nivel de servicio de rendimiento seleccionado en el servidor Active

IQ Unified Manager especificado, no podra crearlo nuevamente. Si intenta hacerlo, recibira un
mensaje de
error.

NetApp Keystone Collector — Configure — AIQUM

Warning

AIQUM Ad| Failed to create Performance Service Level for:
AIQUM Us| Extreme. Error: <Response [400]>

AIQUM Pa

Select K

Select K

s
Back

Provide the details of the AIQUM server and user account.
These details are required to create the Performance Service Levels
in the specified AIQUM server and will not be stored.

Instalar ITOM Collector
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Requisitos de instalacion para Keystone ITOM Collector

Antes de instalar ITOM Collector, asegurese de que sus sistemas estén preparados con
el software necesario y cumplan con todos los requisitos previos requeridos.

Requisitos previos para la maquina virtual del servidor ITOM Collector:

+ Sistemas operativos compatibles:

o Debian 12 o posterior

o Windows Server 2016 o posterior
o Ubuntu 20.04 LTS o posterior

> Red Hat Enterprise Linux (RHEL) 8.x

o Red Hat Enterprise Linux 9.0 o posterior

o Amazon Linux 2023 o posterior

®

Los sistemas operativos recomendados son Debian 12, Windows Server 2016 o
versiones mas nuevas.

* Requisitos de recursos: los requisitos de recursos de la maquina virtual segun la cantidad de nodos

NetApp monitoreados son los siguientes:

o 2-10 nodos: 4 CPU, 8 GB de RAM, 40 GB de disco
> 12-20 nodos: 8 CPU, 16 GB de RAM, 40 GB de disco

» Requisito de configuracion: asegurese de que una cuenta de solo lectura y SNMP estén configurados en
los dispositivos monitoreados. La maquina virtual del servidor ITOM Collector también debe configurarse
como host de trampa SNMP y servidor Syslog en el cluster de NetApp y en los conmutadores de cluster, si

corresponde.

Requisitos de red

Los requisitos de red de ITOM Collector se enumeran en la siguiente tabla.

Fuente

Coleccionista de
ITOM

IP de administracién
de nodos y clusteres
de NetApp ONTAP

Coleccionista de
ITOM

Conmutadores de
cluster

Coleccionista de
ITOM

Destino

IP de administracion
de clusteres de
NetApp ONTAP

Coleccionista de
ITOM

Conmutadores de
cluster

Coleccionista de
ITOM

IP de nodos de
StorageGRID

Protocolo

HTTPS, SNMP

SNMP, registro del
sistema

SNMP

SNMP, registro del
sistema

HTTPS, SNMP

Puertos

TCP 443, UDP 161

UDP 162, UDP 514

UDP 161

UDP 162, UDP 514

TCP 443, UDP 161

Descripcion

Monitoreo de los
controladores
ONTAP

Trampas SNMP y
registros del sistema
de los controladores

Monitoreo de
interruptores

Trampas SNMP y
registros del sistema
de los conmutadores

Monitoreo SNMP de
StorageGRID
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IP de nodos de Coleccionista de SNMP, registro del  UDP 162, UDP 514 Trampas SNMP de

StorageGRID ITOM sistema StorageGRID
Coleccionista de Coleccionista de SSH, HTTPS, SNMP TCP 22, TCP 443,  Monitoreo y gestion
ITOM Keystone UDP 161 remota de Keystone

Collector
Coleccionista de DNS local DNS UDP 53 Servicios de DNS
ITOM publicos o privados
Coleccionista de Servidor(es) NTP de NTP UDP 123 Control del tiempo
ITOM eleccion

Instalar Keystone ITOM Collector en sistemas Linux

Complete unos pocos pasos para instalar ITOM Collector, que recopila datos de métricas
en su entorno de almacenamiento. Puede instalarlo en sistemas Windows o Linux, segun
sus requisitos.

@ El equipo de soporte de Keystone proporciona un enlace dindmico para descargar el archivo de
instalacion de ITOM Collector, que caduca en dos horas.

Para instalar ITOM Collector en sistemas Windows, consulte"Instalar ITOM Collector en sistemas Windows" .
Siga estos pasos para instalar el software en su servidor Linux:

Antes de empezar
« Verifique que el shell Bourne esté disponible para el script de instalacion de Linux.

* Instalar el vim—-common paquete para obtener el binario xxd requerido para el archivo de instalacién de
ITOM Collector.

* Asegurese de que sudo package se instala si se planea ejecutar ITOM Collector como un usuario no
root.

Pasos

1. Descargue el archivo de instalacion del recopilador ITOM en su servidor Linux.

2. Abra una terminal en el servidor y ejecute el siguiente comando para cambiar los permisos y hacer que los
binarios sean ejecutables:
# chmod +x <installer file name>.bin

3. Ejecute el comando para iniciar el archivo de instalacion del recopilador ITOM:
#./<installer file name>.bin

4. Al ejecutar el archivo de instalacion se le solicitara que:
a. Acepte el acuerdo de licencia de usuario final (EULA).
b. Introduzca los datos de usuario para la instalacion.
c. Especifique el directorio principal de instalacion.
d. Seleccione el tamafo del colector.

e. Proporcione detalles del proxy, si corresponde.

Para cada solicitud, se muestra una opcion predeterminada. Se recomienda seleccionar la opcion
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predeterminada a menos que tenga requisitos especificos. Presione la tecla Enter para elegir la
opcion predeterminada. Cuando se complete la instalacion, aparecera un mensaje que confirmara que
ITOM Collector se instalé correctamente.

* El archivo de instalacién de ITOM Collector realiza adiciones a /etc/sudoers para
manejar reinicios de servicio y volcados de memoria.

@ * La instalacion de ITOM Collector en el servidor Linux crea un usuario predeterminado
llamado ITOM para ejecutar ITOM Collector sin privilegios de root. Puede elegir un usuario
diferente o ejecutarlo como root, pero se recomienda utilizar el usuario ITOM creado por el
script de instalacion de Linux.

¢Que sigue?

Luego de una instalacion exitosa, comuniquese con el equipo de soporte de Keystone para validar la
instalacién exitosa de ITOM Collector a través del portal de soporte de ITOM. Después de la verificacion, el
equipo de soporte de Keystone configurara ITOM Collector de forma remota, incluida la configuracion
adicional de deteccion y monitoreo del dispositivo, y enviara una confirmacién una vez que se complete la
configuracion. Para cualquier consulta o informacion adicional, comuniquese con
keystone.services@netapp.com.

Instalar Keystone ITOM Collector en sistemas Windows

Instale ITOM Collector en un sistema Windows descargando el archivo de instalacion de
ITOM Collector, ejecutando el asistente InstallShield e ingresando las credenciales de
monitoreo necesarias.

@ El equipo de soporte de Keystone proporciona un enlace dinamico para descargar el archivo de
instalacion de ITOM Collector, que caduca en dos horas.

Puede instalarlo en sistemas Linux segun sus necesidades. Para instalar ITOM Collector en sistemas Linux,
consulte"Instalar ITOM Collector en sistemas Linux" .

Siga estos pasos para instalar el software ITOM Collector en su servidor Windows:

Antes de empezar

Asegurese de que el servicio ITOM Collector tenga concedido Iniciar sesion como servicio en Politica
local/Asignacion de derechos de usuario en la configuracion de politica de seguridad local del servidor
Windows.

Pasos
1. Descargue el archivo de instalacion del recopilador ITOM en su servidor Windows.

2. Abra el archivo de instalacion para iniciar el asistente InstallShield.

3. Acepte el acuerdo de licencia de usuario final (EULA). El asistente InstallShield extrae los binarios
necesarios y le solicita que ingrese las credenciales.

4. Introduzca las credenciales de la cuenta bajo la cual se ejecutara ITOM Collector:
o Si ITOM Collector no esta supervisando otros servidores Windows, utilice el sistema local.

o Si ITOM Collector esta supervisando otros servidores Windows en el mismo dominio, use una cuenta
de dominio con permisos de administrador local.

> Si ITOM Collector esta supervisando otros servidores Windows que no forman parte del mismo
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dominio, utilice una cuenta de administrador local y conéctese a cada recurso con credenciales de
administrador local. Puede optar por configurar la contrasefia para que no caduque, para reducir los
problemas de autenticacion entre ITOM Collector y sus recursos monitoreados.

5. Seleccione el tamafo del colector. El valor predeterminado es el tamafio recomendado segun el archivo
de configuracion. Continde con el tamafio sugerido a menos que tenga requisitos especificos.

6. Seleccione Siguiente para comenzar la instalacion. Puedes utilizar la carpeta completa o elegir una
diferente. Un cuadro de estado muestra el progreso de la instalacion, seguido por el cuadro de dialogo
Asistente de instalacién completado.

¢ Que sigue?

Luego de una instalacion exitosa, comuniquese con el equipo de soporte de Keystone para validar la
instalacion exitosa de ITOM Collector a través del portal de soporte de ITOM. Después de la verificacion, el
equipo de soporte de Keystone configurara ITOM Collector de forma remota, incluida la configuracion
adicional de deteccion y monitoreo del dispositivo, y enviara una confirmacion una vez que se complete la
configuracion. Para cualquier consulta o informacién adicional, comuniquese con
keystone.services@netapp.com.

Configurar AutoSupport para Keystone

Al utilizar el mecanismo de telemetria de AutoSupport , Keystone calcula el uso en
funcion de los datos de telemetria de AutoSupport . Para lograr el nivel de granularidad
necesario, debe configurar AutoSupport para incorporar datos de Keystone en los
paquetes de soporte diarios enviados por los clusteres de ONTAP .

Acerca de esta tarea
Debe tener en cuenta lo siguiente antes de configurar AutoSupport para incluir datos de Keystone .

» Puede editar las opciones de telemetria de AutoSupport mediante la CLI de ONTAP . Para obtener
informacion sobre la administracion de los servicios de AutoSupport y la funcion de administrador del
sistema (cluster), consulte "Descripcion general de Administrar AutoSupport" y "Administradores de
clusteres y SVM" .

* Incluye los subsistemas en los paquetes de AutoSupport diarios y semanales para garantizar una
recopilacion de datos precisa para Keystone. Para obtener informacion sobre los subsistemas de
AutoSupport , consulte "; Qué son los subsistemas de AutoSupport ?" .

Pasos

1. Como usuario administrador del sistema, inicie sesion en el cluster Keystone ONTAP mediante SSH. Para

obtener mas informacion, consulte "Acceda al cluster mediante SSH" .

2. Modificar el contenido del registro.

o Para ONTAP 9.16.1 y superior, ejecute este comando para modificar el contenido del registro diario:

autosupport trigger modify -node * -—-autosupport-message
management.log -basic-additional
wafl, performance, snapshot,object store server,san,raid, snapmirror

-troubleshooting-additional wafl

Si el cluster esta en una configuracion MetroCluster , ejecute este comando:

24


mailto:keystone.services@netapp.com
https://docs.netapp.com/us-en/ontap/system-admin/manage-autosupport-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/cluster-svm-administrators-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/cluster-svm-administrators-concept.html
https://docs.netapp.com/us-en/ontap/system-admin/autosupport-subsystem-collection-reference.html
https://docs.netapp.com/us-en/ontap/system-admin/access-cluster-ssh-task.html

autosupport trigger modify -node * -autosupport-message
management.log -basic-additional

wafl, performance, snapshot,object store server,san,raid, snapmirror,met
rocluster -troubleshooting-additional wafl

o Para versiones anteriores de ONTAP , ejecute este comando para modificar el contenido del registro
diario:

autosupport trigger modify -node * -autosupport-message
management.log -basic-additional

wafl, performance, snapshot,platform,object store server, san,raid, snapm
irror -troubleshooting-additional wafl

Si el cluster esta en una configuracion MetroCluster , ejecute este comando:

autosupport trigger modify -node * -autosupport-message management.log
-basic-additional

wafl, performance, snapshot,platform, object store server, san,raid, snapmirr
or,metrocluster -troubleshooting-additional wafl

> Ejecute este comando para modificar el contenido del registro semanal:

autosupport trigger modify -autosupport-message weekly
-troubleshooting-additional wafl -node *

Para obtener mas informacion sobre este comando, consulte "Modificacion del activador de soporte
automatico del nodo del sistema" .

Monitorizar y actualizar

Supervisar la salud de Keystone Collector

Puede supervisar el estado de Keystone Collector mediante cualquier sistema de
supervision que admita solicitudes HTTP. Monitorear la salud puede ayudar a garantizar
que los datos estén disponibles en el panel de Keystone .

De forma predeterminada, los servicios de salud de Keystone no aceptan conexiones desde ninguna IP que
no sea localhost. El punto final de salud de Keystone es /uber/health,y escucha en todas las interfaces
del servidor Keystone Collector en el puerto 7777 . Cuando se realiza una consulta, se devuelve un codigo de
estado de solicitud HTTP con una salida JSON desde el punto final como respuesta, que describe el estado
del sistema Keystone Collector. El cuerpo JSON proporciona un estado de salud general del is _healthy
atributo, que es un valor booleano; y una lista detallada de estados por componente para el

component details atributo. He aqui un ejemplo:
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$ curl http://127.0.0.1:7777/uber/health
{"is healthy": true, "component details": {"vicmet": "Running", "ks-
collector": "Running", "ks-billing": "Running", "chronyd": "Running"}}

Se devuelven estos codigos de estado:

* 200: indica que todos los componentes monitoreados estan en buen estado
» 503: indica que uno 0 mas componentes no estan en buen estado

» 403: indica que el cliente HTTP que consulta el estado de salud no esta en la lista permitida, que es una
lista de CIDR de red permitidos. Para este estado no se devuelve ninguna informacion de salud. La lista
permitir utiliza el método CIDR de red para controlar qué dispositivos de red tienen permitido consultar el
sistema de salud de Keystone . Si recibe este error, agregue su sistema de monitoreo a la lista permitida
desde * Keystone Collector management TUI > Configurar > Monitoreo de estado®.

Usuarios de Linux, tengan en cuenta este problema conocido:

Descripcion del problema: Keystone Collector ejecuta una serie de contenedores como parte
del sistema de medicidn de uso. Cuando el servidor Red Hat Enterprise Linux 8.x se fortalece
con las politicas de las Guias de implementacion técnica de seguridad (STIG) de la Agencia de

@ sistemas de informacion de defensa de los EE. UU. (DISA), se ha observado de manera
intermitente un problema conocido con fapolicyd (demonio de politica de acceso a archivos).
Este problema se identifica como"error 1907870" . Solucién alternativa: hasta que Red Hat
Enterprise lo resuelva, NetApp recomienda que solucione este problema instalando
fapolicyd en modo permisivo. En/etc/fapolicyd/fapolicyd.conf , establece el valor
de permissive = 1.

Ver registros del sistema

Puede ver los registros del sistema de Keystone Collector para revisar la informacién del sistema y solucionar
problemas mediante esos registros. Keystone Collector utiliza el sistema de registro journald del host, y los
registros del sistema se pueden revisar a través de la utilidad del sistema estandar journalctl. Puede utilizar los
siguientes servicios clave para examinar los registros:

* colector ks

* ks-salud

* actualizacién automatica de ks
El servicio principal de recopilacién de datos ks-collector produce registros en formato JSON con un run-id

atributo asociado con cada trabajo de recopilacion de datos programado. El siguiente es un ejemplo de un
trabajo exitoso para la recopilacion de datos de uso estandar:
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{"level":"info","time":"2022-10-31T05:20:01.8312","caller":"1light-
collector/main.go:31","msg":"initialising light collector with run-id
cdflm0f74cgphgfon8cg”, "run-id" :"cdf1lm0f74cgphgfon8cg"}
{"level”":"info","time":"2022-10-
31T05:20:04.62472","caller":"ontap/service.go:215", "msg":"223 volumes
collected for cluster a2049dd4-bfcf-11ec-8500-00505695ce60", "run-
id":"cdflmOf74cgphgfon8cg™}

{"level”":"info","time":"2022-10-
31T05:20:18.8212","caller":"ontap/service.go:215", "msg":"697 volumes
collected for cluster 909cbacc-bfcf-11ec-8500-00505695ce60", "run-
id":"cdf1lmO0f74cgphgfon8cg”}

{"level":"info","time":"2022-10-
31T05:20:41.598Z","caller":"ontap/service.go:215", "msg":"7 volumes
collected for cluster f£7b9%a30c-55dc-11ed-9¢c88-005056b3d66£f", "run-
id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.247z","caller":"ontap/service.go:215", "msg":"24 volumes
collected for cluster a%e2dcff-ab21-11ec-8428-00a098ad3ba2", "run-
id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.7862","caller":"worker/collector.go:75","msg":"4 clusters
collected", "run-id":"cdf1lm0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.839Z","caller":"reception/reception.go:75", "msg":"Sending file
65a71542-cb4d-bdb2-eS%a7-a826bedfdcb7 1667193648.tar.gz type=ontap to
reception”, "run-id":"cdf1lm0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-
31T05:20:48.8407","caller":"reception/reception.go:76","msg":"File bytes
123425", "run-1id" :"cdf1lm0f74cgphgfon8cg"}

{"level”":"info","time":"2022-10-
31T05:20:51.32472","caller":"reception/reception.go:99", "msg": "uploaded
usage file to reception with status 201 Created", "run-
id":"cdf1lmO0f74cgphgfon8cg”}

El siguiente es un ejemplo de un trabajo exitoso para la recopilacién de datos de desempeno opcional:
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{"level":"info","time":"2022-10-
31T05:20:51.32472","caller":"sql/service.go:28", "msg"
service at 10.128.114.214"}

{"level":"info","time":"2022-10-
31T05:20:51.32472","caller":"sqgl/service.go:55", "msg"
connection at server 10.128.114.214"}

{"level”:"info","time":"2022-10-
31T05:20:51.32472","caller":"sql/service.go:39", "msg"
config object"}

{"level":"info","time":"2022-10-

31T05:20:51.324%Z","caller":"sla reporting/service.go:

ng SLA service"}

{"level”":"info","time":"2022-10-

31T05:20:51.324%Z","caller":"sla reporting/service.go:

service successfully initialised"}

{"level":"info","time":"2022-10-

31T05:20:51.3247","caller":"worker/collector.go:217",
data would be collected for timerange: 2022-10-31T10:

31T10:29:52"}

{"level":"info","time":"2022-10-

31T05:21:31.385Z","caller":"worker/collector.go:244",

:"initialising MySqgl

:"Opening MySgl db

:"Creating MySqgl db

69", "msg":"initialisi

71", "msg" :"SLA

"msg":"Performance
24:52~2022-10-

"msg":"New file

generated: 65a71542-cb4d-bdb2-e%a7-a826bedfdcb’7 1667193651.tar.gz"}

{"level":"info","time":"2022-10-

31T05:21:31.385%Z","caller":"reception/reception.go:75", "msg":"Sending file
65a71542-cb4d-bdb2-e%a7-a826bedfdcb7 1667193651.tar.gz type=ontap-perf to

reception”, "run-id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-

31T05:21:31.38672","caller":"reception/reception.go:76","msg":"File bytes

17767","run-id" : "cdf1lm0f74cgphgfon8cg"}

{"level":"info", "time":"2022-10-

31T05:21:33.0252","caller":"reception/reception.go:99", "msg": "uploaded

usage file to reception with status 201 Created", "run-

id":"cdf1lmO0f74cgphgfon8cg"}

{"level":"info","time":"2022-10-31T05:21:33.0252Z","caller":"light-
collector/main.go:88", "msg":"exiting", "run-id" :"cdf1lm0f74cgphgfon8cg™}
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Generar y recopilar paquetes de soporte

La interfaz de usuario (TUI) de Keystone Collector le permite generar paquetes de soporte y agregarlos a
solicitudes de servicio para resolver problemas de soporte. Siga este procedimiento:

Pasos

1. Inicie la utilidad TUI de administracion de Keystone Collector:
$ keystone-collector-tui

2. Vaya a Solucién de problemas > Generar paquete de soporte

3. Cuando se genera, se muestra la ubicacion donde se guarda el paquete. Utilice FTP, SFTP o SCP para
conectarse a la ubicacion y descargar el archivo de registro a un sistema
local.
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4. Una vez descargado el archivo, puedes adjuntarlo al ticket de soporte de Keystone ServiceNow. Para
obtener informacion sobre como recaudar fondos, consulte "Generacion de solicitudes de servicio".

Actualizar manualmente Keystone Collector

La funcion de actualizacion automatica en Keystone Collector esta habilitada de forma
predeterminada, lo que actualiza automaticamente el software de Keystone Collector con

cada nueva version. Sin embargo, puede desactivar esta funcion y actualizar el software
manualmente.

Pasos

1. Inicie la utilidad TUI de administracion de Keystone Collector:
$ keystone-collector-tui

2. En la pantalla de mantenimiento, seleccione la opcién Actualizar recopiladores ahora.

Alternativamente, ejecute estos comandos para actualizar la version:

Para CentOS:
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sudo yum clean metadata && sudo yum

[a rge-d
Updating Subscription Managemen
Unable to read consumer identity

This system is not registered with an entitlem

he was expired
removed
anagement repositories.
read consumer id ity

tem is not registered with an entitlem

Netapp Keystone

one-collector-1.
olv

Upgrade 1 Pa

Total download size: 411 M
Is this ok [y/N]

Running

Trans.

Running trans
Preparing :
Running scriptlet
Running scriptlet
Upgrading

ean metadata && s yum install keysto

You can u

install keystone-collector

ger

to regist

an use subscription-manager to regist

.noarch
.nhoar:

.noar

| 411 MB

Running scriptle yston .noarch

one Collector package installation
n command "keystone-collector-tui' to

ok K K R A R SR o A
Running scriptlet: k 11

Cleanup k

Running scriptlet: k

/ K

: key
Installed products upda

Upgraded

collector-1,3.2-1.noarch

el
1in@rhel8-serge-d $ rpm -q ke ne-collector
keystone-collector-1 1.noarch

Para Debian:

sudo apt-get update && sudo apt-get upgrade keystone-collector
Reinicie la TUI de administracion de Keystone Collector, podra ver la ultima version en la parte superior
izquierda de la pantalla de inicio.

Alternativamente, ejecute estos comandos para ver la ultima version:

Para CentOS:

rpm -gq keystone-collector

Para Debian:
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dpkg -1 | grep keystone-collector

Seguridad de Keystone Collector

Keystone Collector incluye funciones de seguridad que monitorean el rendimiento y las
métricas de uso de los sistemas Keystone , sin poner en riesgo la seguridad de los datos
del cliente.

El funcionamiento de Keystone Collector se basa en los siguientes principios de seguridad:

 Privacidad por diseio: Keystone Collector recopila datos minimos para realizar la medicion del uso y el
monitoreo del rendimiento. Para obtener mas informacion, consulte "Datos recopilados para facturacion" .
El"Eliminar datos privados" Esta opcion esta habilitada de forma predeterminada, lo que enmascara y
protege la informacion confidencial.

* Acceso con privilegios minimos: Keystone Collector requiere permisos minimos para monitorear los
sistemas de almacenamiento, lo que minimiza los riesgos de seguridad y evita modificaciones no
deseadas en los datos. Este enfoque se alinea con el principio del minimo privilegio, mejorando la postura
de seguridad general de los entornos monitoreados.

* Marco de desarrollo de software seguro: Keystone utiliza un marco de desarrollo de software seguro
durante todo el ciclo de desarrollo, lo que mitiga los riesgos, reduce las vulnerabilidades y protege el
sistema contra amenazas potenciales.

Fortalecimiento de la seguridad

De forma predeterminada, Keystone Collector esta configurado para utilizar configuraciones de seguridad
reforzada. Las siguientes son las configuraciones de seguridad recomendadas:

« El sistema operativo de la maquina virtual Keystone Collector:

o Cumple con el estandar CIS Debian Linux 12 Benchmark. Realizar cualquier cambio en la
configuracion del sistema operativo fuera del software de administracion Keystone Collector puede
reducir la seguridad del sistema. Para obtener mas informacioén, consulte "Guia de referencia del CIS"

> Recibe e instala automaticamente parches de seguridad verificados por Keystone Collector a través de
la funcion de actualizacion automatica. Deshabilitar esta funcionalidad puede generar software
vulnerable sin parchear.

o Autentica las actualizaciones recibidas de Keystone Collector. Deshabilitar la verificacién del
repositorio APT puede provocar la instalacién automatica de parches no autorizados, lo que podria
introducir vulnerabilidades.

» Keystone Collector valida automaticamente los certificados HTTPS para garantizar la seguridad de la
conexion. Deshabilitar esta funcion podria provocar la suplantacion de puntos finales externos y la fuga de
datos de uso.

» Keystone Collector admite"CA de confianza personalizada" proceso de dar un titulo. De forma
predeterminada, confia en los certificados firmados por CA raiz publicas reconocidas por el"Programa de
certificacion CA de Mozilla" . Al habilitar CA confiables adicionales, Keystone Collector habilita la
validacion de certificados HTTPS para conexiones a puntos finales que presentan estos certificados.

* El recopilador de Keystone habilita la opcién Eliminar datos privados de forma predeterminada, que
enmascara y protege la informacion confidencial. Para obtener mas informacion, consulte "Limitar la
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recopilacion de datos privados" . Al deshabilitar esta opcion, se comunicaran datos adicionales al sistema
Keystone . Por ejemplo, puede incluir informacion ingresada por el usuario, como nombres de volumenes,
que pueden considerarse informacion confidencial.

Informacion relacionada

+ "Descripcion general de Keystone Collector"
» "Requisitos de infraestructura virtual"

+ "Configurar Keystone Collector"

Tipos de datos de usuario que recopila Keystone

Keystone recopila informacion de configuracion, estado y uso de las suscripciones a
Keystone ONTAP y Keystone StorageGRID , asi como datos de telemetria de la maquina
virtual (VM) que aloja Keystone Collector. Solo puede recopilar datos de rendimiento
para ONTAP , si esta opcion esta habilitada en Keystone Collector.

Recopilacion de datos de ONTAP
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Datos de uso recopilados para ONTAP: Mas informacion

La siguiente lista es una muestra representativa de los datos de consumo de capacidad recopilados para
ONTAP:

* Clusteres
o UUID del cluster
> Nombre del cluster
o Numero de serie
o Ubicacion (segun el valor ingresado en el cluster ONTAP )
> Contacto
° Version

* Nodos
o Numero de serie
o Nombre del nodo

* Volumenes
> Nombre del agregado
> Nombre del volumen
o UUID de instancia de volumen
o Indicador IsCloneVolume
o Bandera IsFlexGroupConstituent
> Bandera IsSpaceEnforcementLogical
> Bandera IsSpaceReportingLogical
o Espacio logico utilizado por Afs
o Porcentaje de espacio de instantanea
o Datos de usuario inactivos de nivel de rendimiento
o Porcentaje de datos de usuario inactivo de nivel de rendimiento
> Nombre del grupo de politicas adaptativas de QoS
o Nombre del grupo de politicas de calidad
o Size
> Usado
o Fisica utilizada
o Tamano usado por instantaneas
> Tipo
o Estilo de volumen extendido
o Nombre del servidor virtual
o Bandera IsVsRoot

» Servidores virtuales

o VserverName
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o UUID del servidor virtual
> Subtipo
* Agregados de almacenamiento
o Tipo de almacenamiento
> Nombre del agregado
o UUID agregado

o Usado Fisico

o

Talla disponible
o Size
o Tamano usado
* Almacenes de objetos agregados
o Nombre del almacén de objetos
o UUID del almacén de objetos
° Tipo de proveedor
o Nombre del agregado
* Volumenes de clonacién
> FlexClone
o Size
> Usado
> Servidor virtual
> Tipo
> Volumen de los padres
o Servidor padre-hijo
o Es constituyente
o Estimacion dividida
o Estado
o Porcentaje usado de FlexClone
* LUN de almacenamiento
> UUID de LUN
o Nombre LUN
o Size
> Usado
> Bandera reservada
o Bandera IsRequested
> Nombre de la unidad légica
o UUID de politica de calidad

o Nombre de politica de calidad



o

o

o

o

UUID de volumen
Nombre del volumen
SVMUUID

Nombre de SVM

* Voliumenes de almacenamiento

o

o

o

o

o

UUID de instancia de volumen
Nombre del volumen
NombreSVM

SVMUUID

UUID de politica de calidad
Nombre de politica de calidad
Huella de nivel de capacidad
Huella de nivel de rendimiento
Huella total

Politica de niveles

Bandera IsProtected

Bandera de IsDestination
Usado

Fisica utilizada
CloneParentUUID

Espacio lo6gico utilizado por Afs

* Grupos de politicas de QoS

o

o

o

o

o

o

» Grupos de politicas de calidad de servicio adaptativas de ONTAP

o

o

o

Grupo de politicas

UUID de politica de calidad
Méaximo rendimiento
Rendimiento minimo

Méaximo rendimiento de IOPS
Maximo rendimiento MBps
Minimo rendimiento de IOPS
Minimo rendimiento MBps

Bandera IsShared

Nombre de politica de calidad
UUID de politica de calidad
Pico de IOPS

> Asignacion maxima de IOPS
> AbsoluteMinlOPS
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o |OPS esperados
> Asignacion de IOPS esperada
o Tamano del bloque
* Huellas
o Servidor virtual
> Volumen
> Huella total
> VolumeBlocksFootprintBin0
> VolumeBlocksFootprintBin1
» MetroCluster
> Node
o Agregar
o LIF
> Replicacion de configuracion
o Conexiones
o Clusteres
> Volumenes
* Clusteres MetroCluster
o UUID del cluster
> Nombre del cluster

UUID de cluster remoto

o

o Nombre del cluster remoto

o Estado de configuracion local

o Estado de configuracion remota
* Nodos de MetroCluster

o Estado de duplicacion de DR

o

LIF entre clusteres

o

Accesibilidad del nodo
> Nodo socio de DR
o Nodo de socio auxiliar de DR
> Relacién simétrica entre los nodos DR, DR Aux y HA
o Cambio automatico no planificado
* Replicacion de configuracion de MetroCluster
o Latido del corazon remoto
o Ultimo latido enviado
> Ultimo latido recibido

o Transmisién de Vserver

37



38

o

o

o

Flujo de cluster
Almacenamiento

Volumen de almacenamiento en uso

* Mediadores de MetroCluster

o

o

o

o

o

Direccion del mediador
Puerto Mediador
Mediador configurado
Mediador accesible
Modo

» Métricas de observabilidad del recopilador

o

o

o

o

o

o

Hora de recoleccion

Punto final de la API de Active 1Q Unified Manager consultado
Tiempo de respuesta

Numero de registros

IP de la instancia AIQUM

ID de instancia del recopilador



Datos de rendimiento recopilados para ONTAP: Mas informacién

La siguiente lista es una muestra representativa de los datos de rendimiento recopilados para ONTAP:

* Nombre del cluster

» UUID del cluster

* ID de objeto

* Nombre del volumen

« UUID de instancia de volumen
 Servidor virtual

* UUID del servidor virtual

* Nodo serial

* Version ONTAP

* Version AIQUM

* Agregar

* UUID agregado

* Clave de recursos

* Marca de tiempo

* IOPS por TB

 Estado latente

 Latencia de lectura
 EscribirMBps

* Latencia de rendimiento minimo de QoSM
* Latencia de hoja QoSN

» Espacio libre usado

* Relacion de errores de caché
 Otra latencia

 Latencia agregada de QoSA
* |OPS

* Letencia de red QoS

» Operaciones disponibles

« Latencia de escritura

* Latencia de QoSCloud

* Latencia de interconexién de cluster QoSCluster
» Otros MBps

 Latencia de QoSCop

* Latencia de la hoja QoSD

 Utilizacion



Leer IOPS
* MBps
Otras IOPS

« Latencia del grupo de politicas de calidad

* Leer MBps

Latencia de QoSSyncSnapmirror
 Datos a nivel de sistema
o Escritura/Lectura/Otros/Total IOPS
o Escritura/Lectura/Otros/Rendimiento total
o Escritura/Lectura/Otro/Latencia total
Escritura de IOPS

Lista de elementos eliminados sobre la limitacion del acceso a datos privados: Mas informacion

Cuando la opcion Eliminar datos privados esta habilitada en Keystone Collector, se elimina la siguiente
informacién de uso para ONTAP. Esta opcion esta habilitada de forma predeterminada.

* Nombre del cluster

 Ubicacion del cluster

 Contacto del cluster

* Nombre del nodo

* Nombre del agregado

* Nombre del volumen

* Nombre del grupo de politicas adaptativas de QoS

* Nombre del grupo de politicas de calidad

* Nombre del servidor virtual

* Nombre de LUN de almacenamiento

* Nombre del agregado

* Nombre de la unidad légica

* Nombre de SVM

* IP de la instancia AIQUM

* FlexClone

* Nombre del cluster remoto

Recopilacion de datos de StorageGRID
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Datos de uso recopilados para StorageGRID: Mas informacién

La siguiente lista es una muestra representativa de la Logical Data recopilados para StorageGRID:

* ID de StorageGRID

Account ID

* Nombre de la cuenta
» Bytes de cuota de cuenta
* Nombre del deposito

* Recuento de objetos del depodsito

Bytes de datos del depésito

La siguiente lista es una muestra representativa de la Physical Data recopilados para StorageGRID:

ID de StorageGRID
Nodo ID
ID del sitio

* Nombre del sitio

* |Instancia

Bytes de utilizacion del almacenamiento de StorageGRID

Metadatos de utilizacion de almacenamiento de StorageGRID Bytes

La siguiente lista es una muestra representativa de la Availability/Uptime Data recopilados para
StorageGRID:

» Porcentaje de tiempo de actividad del SLA

Lista de elementos eliminados sobre la limitaciéon del acceso a datos privados: Mas informacién

Cuando la opcion Eliminar datos privados esta habilitada en Keystone Collector, se elimina la siguiente
informacioén de uso para StorageGRID. Esta opcion esta habilitada de forma predeterminada.

* Nombre de la cuenta

* Nombre del cubo

* Nombre del sitio

 Instancia/Nombre del nodo

Recopilacion de datos de telemetria
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Datos de telemetria recopilados desde Keystone Collector VM: Mas informacién

La siguiente lista es una muestra representativa de los datos de telemetria recopilados para los sistemas
Keystone :
* Informacion del sistema
o Nombre del sistema operativo
> Version del sistema operativo
o ID del sistema operativo
o Nombre de host del sistema
o Direccion IP predeterminada del sistema
» Uso de recursos del sistema
o Tiempo de actividad del sistema
> Numero de nucleos de CPU
o Carga del sistema (1 min, 5 min, 15 min)
o Memoria total
o Memoria libre
o Memoria disponible
o Memoria compartida
o Memoria intermedia
o Memoria caché
o Intercambio total
o Intercambio gratuito
° Intercambio en caché
o Nombre del sistema de archivos del disco
o Tamano del disco
> Disco usado
o Disco disponible
o Porcentaje de uso del disco
o Punto de montaje del disco
* Paquetes instalados
» Configuracion del recopilador
* Registros de servicio

> Registros de servicio de los servicios de Keystone

Keystone en modo privado
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Conozca Keystone (modo privado)

Keystone ofrece un modo de implementacion privado, también conocido como sitio
oscuro, para satisfacer sus requisitos comerciales y de seguridad. Este modo esta
disponible para organizaciones con restricciones de conectividad.

NetApp ofrece una implementacion especializada de Keystone STaaS disefiada para entornos con
conectividad a Internet limitada o nula (también conocidos como sitios oscuros). Se trata de entornos seguros
o aislados donde la comunicacion externa esta restringida debido a requisitos de seguridad, cumplimiento u
operativos.

Para NetApp Keystone, ofrecer servicios para sitios oscuros significa proporcionar el servicio de suscripcion
de almacenamiento flexible de Keystone de una manera que respete las limitaciones de estos entornos. Esto
implica:

* Implementacion local: Keystone se puede configurar dentro de entornos aislados de forma
independiente, lo que garantiza que no se necesita conectividad a Internet ni personal externo para
acceder a la configuracion.

» Operaciones sin conexion: Todas las capacidades de gestion de almacenamiento con controles de
estado y facturacion estan disponibles sin conexion para las operaciones.

» Seguridad y cumplimiento: Keystone garantiza que la implementacién cumpla con los requisitos de
seguridad y cumplimiento de los sitios oscuros, que pueden incluir cifrado avanzado, controles de acceso
seguros y capacidades de auditoria detalladas.

» Ayuda y soporte: NetApp ofrece soporte global las 24 horas, los 7 dias de la semana, con un
administrador de éxito de Keystone dedicado asignado a cada cuenta para brindar asistencia y solucion
de problemas.

Keystone Collector se puede configurar sin restricciones de conectividad, también conocido
como modo estandar. Para obtener mas informacion, consulte"Obtenga mas informacion sobre
Keystone Collector” .

Keystone Collector en modo privado

Keystone Collector es responsable de recopilar periodicamente datos de uso de los sistemas de
almacenamiento y exportar las métricas a un generador de informes de uso sin conexién y a un almacén de
archivos local. Los archivos generados, que se crean en formatos cifrados y de texto simple, son luego
enviados manualmente a NetApp por el usuario después de las comprobaciones de validacion. Al recibirlos, la
plataforma de facturacion Keystone de NetApp autentica y procesa estos archivos, integrandolos en los
sistemas de facturacion y gestion de suscripciones para calcular los cargos mensuales.
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El servicio Keystone Collector en el servidor tiene la tarea de recopilar periédicamente datos de uso, procesar
esta informacion y generar un archivo de uso localmente en el servidor. El servicio de salud realiza controles
del estado del sistema y esta disefiado para interactuar con los sistemas de monitoreo de la salud utilizados
por el cliente. Estos informes estan disponibles para que los usuarios accedan a ellos sin conexion, lo que
permite la validacién y ayuda en la resolucién de problemas.

Customer Premises (Dark Site)

Customer Ops

Workstation

HTTPS (TCP/443)

SSH/SCP (TCP/22)

Customer Health
Monitoring System

HTTP (TCP/7777)

Optional

Keystone Collector Server

Y

Unified
Manager

A 4 A

Service

Keystone Collector

Keystone Health

A

Service

ONTAP

Storage
GRID

(admin node)

Preparese para la instalacion de Keystone Collector en modo privado

Antes de instalar Keystone Collector en un entorno sin acceso a Internet, también
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conocido como sitio oscuro o modo privado, asegurese de que sus sistemas estén
preparados con el software necesario y cumplan con todos los requisitos previos
requeridos.

Requisitos para VMware vSphere

 Sistema operativo: servidor VMware vCenter y ESXi 8.0 o posterior
* Nucleo: 1 CPU

* RAM: 2 GB

» Espacio en disco: 20 GB vDisk

Requisitos para Linux

 Sistema operativo (elija uno):
o Red Hat Enterprise Linux (RHEL) 8.6 o cualquier version posterior de la serie 8.x
o Red Hat Enterprise Linux 9.0 o versiones posteriores
o Debian 12
* Nucleo: 2 CPU
* RAM: 4 GB
» Espacio en disco: 50 GB vDisk
° Al menos 2 GB libres en /var/1ib/

° Al menos 48 GB libres en /opt/netapp

El mismo servidor también debe tener instalados los siguientes paquetes de terceros. Si estan disponibles a
través del repositorio, estos paquetes se instalaran automaticamente como requisitos previos:
* RHEL 8.6+ (8.x)
o python3 >=v3.6.8, python3 <=v3.9.13
o hombre de pod
° |llamada de socorro
o yum-utils
> Blogueo de versiéon del complemento DNF de Python3
* RHEL 9,0+
o python3 >= v3.9.0, python3 <=v3.9.13
o hombre de pod
° llamada de socorro
o yum-utils
> Blogueo de versién del complemento DNF de Python3
* Debian v12
o python3 >= v3.9.0, python3 <=v3.12.0
> hombre de pod
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o informe de sos

Requisitos de red

Los requisitos de red para Keystone Collector incluyen lo siguiente:

+ Active 1Q Unified Manager (Unified Manager) 9.10 o posterior, configurado en un servidor con la
funcionalidad API Gateway habilitada.

* El servidor de Unified Manager debe ser accesible a través del servidor Keystone Collector en el puerto
443 (HTTPS).

» Se debe configurar una cuenta de servicio con permisos de usuario de aplicacién para Keystone Collector
en el servidor Unified Manager.

* No se requiere conectividad a Internet externa.

» Cada mes, exporte un archivo desde Keystone Collector y envielo por correo electrénico al equipo de
soporte de NetApp . Para obtener mas informacion sobre como contactar con el equipo de soporte,
consulte "Obtenga ayuda con Keystone".

Instalar Keystone Collector en modo privado

Complete unos pocos pasos para instalar Keystone Collector en un entorno que no tenga
acceso a Internet, también conocido como sitio oscuro o0 modo privado. Este tipo de
instalacién es perfecta para sus sitios seguros.

Puede implementar Keystone Collector en sistemas VMware vSphere o instalarlo en sistemas Linux, segun
sus requisitos. Siga los pasos de instalacion que correspondan a su opcion seleccionada.

Implementar en VMware vSphere

Siga estos pasos:

1. Descargue el archivo de plantilla OVA desde "Portal web de NetApp Keystone" .

2. Para conocer los pasos para implementar el recopilador Keystone con el archivo OVA, consulte la
seccion"Implementacion de la plantilla OVA" .

Instalar en Linux

El software Keystone Collector se instala en el servidor Linux utilizando los archivos .deb o .rpm
proporcionados, segun la distribucion de Linux.

Siga estos pasos para instalar el software en su servidor Linux:
1. Descargue o transfiera el archivo de instalaciéon de Keystone Collector al servidor Linux:
keystone-collector-<version>.noarch.rpm
2. Abra una terminal en el servidor y ejecute los siguientes comandos para comenzar la instalacion.
o Usando el paquete Debian

dpkg -i keystone-collector <version> all.deb
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> Usando archivo RPM
yum install keystone-collector-<version>.noarch.rpm
0]
rpm -i keystone-collector-<version>.noarch.rpm

3. Ingresar y cuando se le solicite instalar el paquete.

Configurar Keystone Collector en modo privado

Complete algunas tareas de configuracion para permitir que Keystone Collector recopile
datos de uso en un entorno que no tiene acceso a Internet, también conocido como sitio
oscuro o modo privado. Esta es una actividad unica para activar y asociar los
componentes necesarios con su entorno de almacenamiento. Una vez configurado,
Keystone Collector supervisara todos los clusteres ONTAP administrados por Active 1Q
Unified Manager.

Keystone Collector le proporciona la utilidad de interfaz de usuario de terminal (TUI) de

@ administracion de Keystone Collector para realizar actividades de configuracion y monitoreo.
Puede utilizar varios controles del teclado, como Enter y las teclas de flecha, para seleccionar
las opciones y navegar por esta TUI.

Pasos
1. Inicie la utilidad TUI de administracion de Keystone Collector:

keystone-collector-tui

2. Vaya a Configurar > Avanzado.

3. Activa o desactiva la opciéon Modo Darksite.

NetApp Keystone Collector - Configure - Advanced

RS BDarksite Mode

[ 1 Enable custom root certificate

[X] Collector Auto-Update
Override Collector Images
Save
Back

4. Seleccione Guardar.
5. Vaya a Configurar > KS-Collector para configurar Keystone Collector.

6. Activa o desactiva el campo Iniciar recopilador de KS con el sistema.
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7. Activa o desactiva el campo *Recopilar uso de ONTAP *. Agregue los detalles del servidor y la cuenta de
usuario de Active 1Q Unified Manager (Unified Manager).

Opcional: Active el campo Usar planes de tarifas por niveles si se requiere niveles de datos para la
suscripcion.
9. Segun el tipo de suscripcidon adquirida, actualice el Tipo de uso.

@ Antes de configurar, confirme el tipo de uso asociado con la suscripcion de NetApp.

NetApp Keystone Collector - Configure - KS Collector

[X] Start KS-Collector with System
(] Collect ONTAP usage

B

[X] Using Tiering Rate plans
Dark

Usage Type
Encryption Key Manager
Tunables
Save
Clear Config
Back

10. Seleccione Guardar.

11. Vaya a Configurar > KS-Collector para generar el par de claves de Keystone Collector.

12. Vaya a Administrador de claves de cifrado y presione Enter.

NetApp Keystone Collector - Configure - KS Collector

[X] Start KS-Collector with System
[X] Collect ONTAP usage

[ ] Using Tiering Rate plans
Dark

provisioned_vl
Tunables

Save

Clear Config
Back

13. Seleccione Generar par de claves de recopilador y presione Entrar.
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NetApp Keystone Collector - Configure - KS Collector - Key Manager

Generate Collector Keypair

Back

14. Asegurese de que el Keystone Collector se encuentre en buen estado volviendo a la pantalla principal de
la TUIl y verificando la informacion de Estado del servicio. El sistema debe mostrar que los servicios
estan en un estado general saludable. Espere hasta 10 minutos. Si el estado general continda siendo
incorrecto después de este periodo, revise los pasos de configuracion anteriores y comuniquese con el
equipo de soporte de NetApp .

Overall: Healthy

UM-Dark: Running

ks-billing: Running
ks-collector-dark: Running

Recent collector data: Healthy
ONTAP REST response time: Healthy

DB Disk space: Healthy

DB Disk space 30d: Healthy

DB API responses: Healthy
Concurrent flushes: Healthy
Slow insert rate: Healthy

15. Salga de la TUI de administracién de Keystone Collector seleccionando la opcion Salir a Shell en la
pantalla de inicio.

16. Recupere la clave publica generada:
~/collector-public.pem
17. Envie un correo electronico con este archivo a ng-keystone-secure-site-upload@netapp.com para sitios

seguros que no sean de USPS, o a ng-keystone-secure-site-usps-upload@netapp.com para sitios seguros
de USPS.

Informe de uso de exportacion

Debe enviar el informe de resumen de uso mensual a NetApp al final de cada mes. Puede generar este
informe manualmente.

Siga estos pasos para generar el informe de uso:

1. Vaya a Uso de exportacion en la pantalla de inicio de TUI de Keystone Collector.
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2. Recopile los archivos y envielos a ng-keystone-secure-site-upload@netapp.com para sitios seguros que
no sean de USPS, o a ng-keystone-secure-site-usps-upload@netapp.com para sitios seguros de USPS.

Keystone Collector genera un archivo claro y un archivo cifrado, que debe enviarse manualmente a
NetApp. El informe de archivo claro contiene los siguientes detalles que pueden ser validados por el
cliente.

node_serial,derived_service_level,usage_tib,start,duration_seconds
123456781,extreme, 25.0,2024-05-27T00:00:00, 86400
123456782,premium,10.0,2024-05-27T00:00:00, 86400

123456783, standard, 15.0,2024-05-27T00:00:00, 86400

<Signature>
31b3d8eb338ee319%ef1l

Actualizar ONTAP
Keystone Collector admite actualizaciones de ONTAP a través de TUI.
Siga estos pasos para actualizar ONTAP:

1. Vaya a *Mantenimiento > Servidor web de actualizacion de ONTAP *.

2. Copie el archivo de imagen de actualizacion de ONTAP en /opt/netapp/ontap-upgrade/, luego seleccione
Iniciar servidor web para iniciar el servidor web.

NetApp Keystone Collector - Maintenance - ONTAP Upgrade

+ Copy ONTAP upgrade <image to fopt/netapp/ontap-upgrade/
« Start web server using button below

« Upgrade ONTAP

. Press ctrl+c to stop web Server

Start Webserver

Back

3. Irahttp://<collector-ip>:8000 utilizando un navegador web para obtener asistencia con la
actualizacion.
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Reiniciar Keystone Collector

Puede reiniciar el servicio Keystone Collector a través de la TUI. Vaya a Mantenimiento > Reiniciar
servicios del recopilador en la TUI. Esto reiniciara todos los servicios del recopilador, y su estado se podra
monitorear desde la pantalla de inicio de TUI.

NetApp Keystone Collector - Maintenance

Shell

Restart Collector Services

ONTAP Upgrade Webss

Back

Supervisar el estado del recopilador Keystone en modo privado

Puede supervisar el estado de Keystone Collector mediante cualquier sistema de
supervision que admita solicitudes HTTP.

De forma predeterminada, los servicios de salud de Keystone no aceptan conexiones desde ninguna IP que
no sea localhost. El punto final de salud de Keystone es /uber/health,y escucha en todas las interfaces
del servidor Keystone Collector en el puerto 7777 . Cuando se realiza una consulta, se devuelve un cddigo de
estado de solicitud HTTP con una salida JSON desde el punto final como respuesta, que describe el estado
del sistema Keystone Collector. El cuerpo JSON proporciona un estado de salud general del is _healthy
atributo, que es un valor booleano; y una lista detallada de estados por componente para el

component details atributo. He aqui un ejemplo:

$ curl http://127.0.0.1:7777/uber/health
{"is healthy": true, "component details": {"vicmet": "Running", "ks-
collector": "Running", "ks-billing": "Running", "chronyd": "Running"}}

Se devuelven estos codigos de estado:

* 200: indica que todos los componentes monitoreados estan en buen estado

» 503: indica que uno 0 mas componentes no estan en buen estado

* 403: indica que el cliente HTTP que consulta el estado de salud no esta en la lista permitida, que es una
lista de CIDR de red permitidos. Para este estado no se devuelve ninguna informacion de salud.

La lista permitir utiliza el método CIDR de red para controlar qué dispositivos de red tienen permitido
consultar el sistema de salud de Keystone . Si recibe el error 403, agregue su sistema de monitoreo a la
lista permitida desde * Keystone Collector management TUIl > Configurar > Monitoreo de estado*.
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NetApp Keystone Collector - Configure - Health Check

/24
/24

Back

Use CIDR notation to list the external networks allowed to guery
the health monitoring endoint. An empty list denotes that no external addr
are allowed to query the health, while /@ allows queries from netwo

Generar y recopilar paquetes de soporte

Para solucionar problemas con Keystone Collector, puede trabajar con el soporte de NetApp, quienes podrian
solicitarle un archivo .tar. Puede generar este archivo a través de la utilidad TUI de administracion de
Keystone Collector.

Siga estos pasos para generar un archivo .tar:

1. Vaya a Solucién de problemas > Generar paquete de soporte.

2. Seleccione la ubicacion para guardar el paquete y luego haga clic en Generar paquete de soporte.

L

NetApp Keystone Collector -

Jhome/esis

[ 1 Upload to Keystone Support

Generate Support Bundle

Back

Este proceso crea una tar paquete en la ubicacion mencionada que se puede compartir con NetApp para
solucionar problemas.

3. Una vez descargado el archivo, puedes adjuntarlo al ticket de soporte de Keystone ServiceNow. Para
obtener informacion sobre como recaudar fondos, consulte "Generacion de solicitudes de servicio".
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responsabilidad:
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LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
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Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
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no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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