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FSx ONTAP para MLOps
Amazon FSx for NetApp ONTAP (FSx ONTAP) para MLOps

Esta seccion profundiza en la aplicacion practica del desarrollo de infraestructura de IA'y
proporciona un tutorial de principio a fin sobre la construccién de una canalizacién
MLOps utilizando FSx ONTAP. Compuesto por tres ejemplos completos, lo guia para
satisfacer sus necesidades de MLOps a través de esta poderosa plataforma de gestion
de datos.

Estos articulos se centran en:

1. "Parte 1: Integracion de Amazon FSx for NetApp ONTAP (FSx ONTAP) como un bucket S3 privado en
AWS SageMaker"

2. "Parte 2: Aprovechamiento de Amazon FSx for NetApp ONTAP (FSx ONTAP) como fuente de datos para
el entrenamiento de modelos en SageMaker"

3. "Parte 3: Creacion de una canalizacion de MLOps simplificada (CI/CT/CD)"

Al final de esta seccidn, habra adquirido una comprensién solida de como utilizar FSx ONTAP para optimizar
los procesos de MLOps.

Parte 1: Integracién de Amazon FSx for NetApp ONTAP (FSx
ONTAP) como un bucket S3 privado en AWS SageMaker

Esta seccion proporciona una guia sobre como configurar FSx ONTAP como un depdsito
S3 privado mediante AWS SageMaker.

Introduccion

Usando SageMaker como ejemplo, esta pagina proporciona orientacion sobre como configurar FSx ONTAP
como un deposito S3 privado.

Para obtener mas informacion sobre FSx ONTAP, consulte esta presentacion ("Enlace de video" )

Guia del usuario

Creacion de servidores

Crear una instancia de SageMaker Notebook

1. Abra la consola de AWS. En el panel de busqueda, busque SageMaker y haga clic en el servicio Amazon
SageMaker.


http://youtube.com/watch?v=mFN13R6JuUk

Q  SageMaker Canvas X ‘ &) AN (©) & N. Virginia v AWSAdministratorAccess/Kj

Search results for 'SageMaker"

Try searching with longer queries for more relevant results

Features (4) Services

Resources | New

Blogs (1,115) @l Amazon SageMaker Y¢

Documentation (15,143) Build, Train, and Deploy Machine Learning Models

2. Abra las Instancias de Notebook en la pestafia Notebook, haga clic en el botén naranja Crear instancia
de notebook.

aws 5% Services | Q Search [Option+S] ‘ AN (©) & N. Virginia ¥ AWSAdministratorAccess/kjian@netapp.com

Amazon SageMaker X Amazon SageMaker » Notebook instances
Notebook instances info Create notebook instance

Getting started
Studio Q Search notebook instances ' ‘ 1 &
Studio Lab [§
Canvas Name Vv Instance Creation time v Last updated Status v Lifecycle config Actions
Rstudio There are currently no resources.
TensorBoard
Profiler

» Admin configurations

SageMaker dashboard

Search

v

JumpStart

v

Governance

v

Ground Truth

¥ Notebook

Notebook instances

’it repositories

» Processing

3. En la pagina de creacion, ingrese el nombre de la instancia de Notebook, expanda el panel Red, deje
las demas entradas predeterminadas y seleccione una VPC, una Subred y Grupos de seguridad. (Esta
VPC y Subred se usaran para crear el sistema de archivos FSx ONTAP mas adelante) Haga clic en el
botdn naranja Crear instancia de notebook en la parte inferior derecha.
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Crear un sistema de archivos FSx ONTAP

1. Abra la consola de AWS. En el panel de busqueda, busque Fsx y haga clic en el servicio FSx.



a\W/S7 H i Q Fsy X 3] L (0) S N. Virginia v AWSAdministratorAccess/kj

Search results for 'Fsx'

Try searching with longer queries for more relevant results

Features (5)

Services

Resources | New

Blogs (330)
Documentation (3,920)
Knowledge Articles (20)
Tutorials (3)

DataSync simplifies, automates, and accelerates moving data
Events (12)

2. Haga clic en Crear sistema de archivos.

3a8 Services Q Search [Option+S] ‘ @ Q @ @ N. Virginia v AWSAdministratorAccess/kjian@netapp.com
Amazon FSx X FSx > File systems
File systems File systems (0) Create file system
Volumes Q Filter file systems m 1 (o)
Caches
Backups Fil, Fil Fils
P e fle e Deployment Storage Stora¢
system Vv system a system Vv Status type v tye v capaci
v ONTAP name ID type yp yp P
Storage virtual machines
Empty file systems
v
OpenZFS You don't have any file systems.
Snapshots

Create file system

FSx on Service Quotas [4

3. Seleccione la primera tarjeta FSx ONTAP y haga clic en Siguiente.



E L @ (o) M. Virginia ¥ AWSAdministratorAccess/ijian@netapp

FSx > Fllesystems » Create file system

nl

Select file system type

Select file system type

s 2 File system options
Specify file system details

Step & O Amazon F5x far | Amazan FSx for | Amazon FSx for Amazon FSx for
Rewvlew and create Nethpp ONTAP QpendFs Windows File Lustre
‘ Server
FS¥ FS¥: FS¥o FSien
Amazon Fhx Amazon FSx Amazon Fax Amazon Fax
tar NetApp ONTAP for Openifs far Windaws File Sarver for Lustre

Amazon FSx for NetApp ONTAP

Amazon F5x for Netipp ONTAP provides feature-rich, high-performance, and highly-reliable storage built on
Notapp's popular ONTAF file system and fully managed by AWS.

Broadly accessible from Linux, Windows, and macOS compute instances and containers {running on AWS or on-

premises) via industry-standard NFS, SMB, and iSCSI protocols,

Provides ONTAP's popular data management capabilities like Snapshots, SnapMirrer (for data replication),
FlexClone {far data cloning), and data cempression / deduplication.

Delivers hundreds of thousands of IOPS with consistent sub-millisecond latencies, and up to 3 GB/s of throughput.

Offers highly-available and highly-durable single-AZ and multi-AZ deployment options, 550 storage with support

for cross-region replication, and bullt-in, fully managed backups,

Suppaorts dynamic scaling of your file system to fit your storage capacity and throughput needs.

Automatically tiers infrequently-accessed data to capacity pool sterage, a fully elastie storage tier that can scale to

petabiytes in size and Is cost-optimized for infrequently-accessed data,

Integrates with Microsoft Active Directory [AD) to support Windows-based envirenments and enterprises.

Cancy ] Hm

4. En la pagina de configuracion de detalles.

a. Seleccione la opcion Creacion estandar.

Services Q Search [Option+S] N. Virginia v AWSAdministratorAccess/kjian@netd

FSx D> Filesystems ) Create file system

Step 1

Specify file system details

Select file system type

2 Creation method
Specify file system details

Step 3 O Quick create O Standard create

Review and create Use recommended best-practice configurations. Most You set all of the configuration options, including
configuration options can be changed after the file specifying performance, networking, security, backups,
system is created. and maintenance.

b. Introduzca el Nombre del sistema de archivos y la Capacidad de almacenamiento SSD.



File system details

File system name - optional Info

fsxn-demo

aximum of 256 Unicode letters, whitespace, and numbers, plus +-=._:/

Deployment type Info
O Multi-AZ
O Single-AZ

SSD storage capacity  Info

1024 GiB

inimum 1024 GiB; Maximum 192 TiB.

Provisioned SSD IOPS
Amazon FSx provides 3 IOPS per GiB of storage capacity. You can also provision additional SSD I0PS as needed.

© Automatic (3 IOPS per GiB of SSD storage)

(O User-provisioned

Throughput capacity  Info
The sustained speed at which the file server hosting your file system can serve data. The file server can also burst to higher speeds for
periods of time.
O Recommended throughput capacity
128 MB/s

O Specify throughput capacity

c. Asegurese de utilizar la VPC y la subred mismas que para la instancia de SageMaker Notebook.



Network & security

Virtual Private Cloud (VPC) Info
Specify the VPC from which your file system is accessible.

vpc-0df3956ab1fca2ec (CIDR: 172.31.0.0/16) v

VPC Security Groups  Info
Specify VPC Security Groups to associate with your file system’s network interfaces.

Choose VPC security group(s) v

sg-0a39b3985770e9256 (default) X

‘referred subnet Info

Specify the preferred subnet for your file system.

subnet-00060df0d0f562672 (us-east-1a | use1-az4) v
tandby subnet
subnet-02b029f24d03a4af2 (us-east-1b | use1-az6) v

VPC route tables Info
Specify the VPC route tables to associate with your file system.

© VPC’'s main route table

(O Select one or more VPC route tables

Endpoint IP address range  Info
Specify the IP address range in which the endpoints to access your file system will be created

© Unallocated IP address range from your VPC
Simplest option for access from other AWS services or peered / on-premises networks

O Floating IP address range outside your VPC
(O Enter an IP address range

d. Ingrese el nombre de la maquina virtual de almacenamiento y especifique una contraseia para su
SVM (maquina virtual de almacenamiento).



Default storage virtual machine configuration

Storage virtual machine name  Info

fsxn-svm-demo

SVM administrative password
Password for this SVM's "vsadmin" user, which you can use to access the ONTAP CLI or REST API. You can provide a password later if you
don't provide one now.

O Don't specify a password
© Specify a password

Password

sssssesces

Confirm password

olume security style
The security style of the volume determines whether preference is given to NTFS or UNIX ACLs for multi-protocol access. The MIXED mode
is not required for multi-protocol access and is only recommended for advanced users.

Unix (Linux) v

Active Directory
Joining an Active Directory enables access from Windows and MacOS clients over the SMB protocol.

© Do not join an Active Directory

(O Join an Active Directory

e. Deje las demas entradas predeterminadas y haga clic en el boton naranja Siguiente en la parte
inferior derecha.

» Backup and maintenance - optional

» Tags - optional

Cancel Back -

f. Haga clic en el boton naranja Crear sistema de archivos en la parte inferior derecha de la pagina de
revision.




Services | Q S S [0} N. Virginia v AWSAdministratorAccess/kjian@neta)

ESx > Filesystems » Create file system

Step 1
Select file system type

Review and create

Verify the following attributes before proceeding

Step 2
apsuyfils sysiem detalls File system details
Steps Attrib
Review and create
File sy: Ta gs
File sy:
Deploy Q Key 1
Storag
Provisi Tag key Value
Throu¢

You don't have any tags.

Cancel Create file system

5. Puede tomar alrededor de 20 a 40 minutos activar el sistema de archivos FSx.

Services Q Search [Option+S] ® AN ® & N. Virginia ¥ AWSAdministratorAccess/kjian@netapp.com

« Creating file system 'fs-08b2dec260faeca07' View file system

ESx ) File systems

Amazon FSx

File systems

Vol
orumes File systems (1) Create file system

Caches
Backups Q Filter file systems 1 &
¥ ONTAP File File
. Deployment Storage
Storage virtual machines system v File system ID A system Vv Status type v — v
name type
V¥ OpenZFS
£ fs-
sxn-
Snapshots (@) 08b2dec260faeca0d7 ONTAP @ Creating Multi-AZ ssD

demo /

Configuracion del servidor

Configuraciéon de ONTAP

1. Abra el sistema de archivos FSx creado. Asegurese de que el estado sea Disponible.

aws

Q ® £ ® @ Nvignav  AwsAdministratorAccess/kjan@netapp.com

H surviens

[Option+S]

@ 'fs-08b2dec260faeca07" is now available

Amazon FSx X

ESx > File systems

File systems

Volumes .
File systems (1) Create file system
Caches
Backups [ Q Fitter file systems ‘ g &
v ONTAP ‘ File system name ¥ File system ID A Filesystemtype Vo, Status v Deploymenttype v  Storagetype V  Storagecapacity vV  Throughputcapacity v Creation time v
Storage virtual machines
O fsxn-demo f5-08b2dec260faeca07 ONTAP © Available Multi-AZ sSD 1,024 GiB. 128 MB/s 2023-09-28T15:07:30-07:00

v OpenzFs

2. Seleccione la pestafia Administracion y conserve la Direccién IP del punto final de administracion y el
*Nombre de usuario del administrador de ONTAP *.



Services Q Search [Option+S] ® AN (©) © N. Virginia v AWSAdministratorAccess/kjian@neta

Amazon FSx X ESx > Filesystems » fs-08b2dec260faeca07

File systems fsxn-demo (fs-08b2dec260faeca07) [LEEE

Volumes
Caches v Summary
Backups
File system ID SSD storage capacity Availability Zones
Vv ONTAP fs-08b2dec260faeca07 1024 GiB us-east-1a (Preferred)
Storage virtual machines us-east-1b (Standby)
Lifecycle state Throughput capacity
v OpenzFs @ Creating 128 MB/s Creation time
2023-09-28T14:41:50-07:00
Snapshots File system type Provisioned I0PS
ONTAP 3072
FSx on Service Quotas [ Deployment type
Multi-AZ
Network & security Monitoring & performance Administration Storage virtual machines >

ONTAP administration

Management endpoint - DNS name Management endpoint - IP address ONTAP administrator username
management.fs- 172.31.255.250 fsxadmin
08b2dec260faeca07.fsx.us-east-
1.amazonaws.com Inter-cluster endpoint - IP address ONTAP administrator password
172.31.31.157

. Update
Inter-cluster endpoint - DNS name 172.31.32.38
intercluster.fs-

08b2dec260faeca07.fsx.us-east-
1.amazonaws.com

3. Abra la instancia SageMaker Notebook creada y haga clic en Abrir JupyterLab.

Services | Q Search [Option+S] L ® & N. Virginia ¥ AWSAdministratorAccess/kjian@netapp.com

Amazon SageMaker X Amazon SageMaker > book i

Notebook instances info Create notebook instance
Getting started
Studio ‘ Q' Search notebook instances 1 @
Studio Lab [4
Canvas Name Vv Instance Creation time v Last updated Status v Lifecycle config Actions ‘
RStudio (@) fsxn-demo ml.t3.medium 9/28/2023, 1:47:27 PM 9/28/2023, 1:50:28 PM @© InService Open Jupyter | Open JupyterLab
TensorBoard

4. En la pagina de Jupyter Lab, abra una nueva Terminal.

10



File Edit View Run Kernel Git Tabs Settings Help

2 &) & 2 Launcher +

0.

[}

Filter files by name Q

./ IEI Notebook
0 Name . Last Modified
conda_tensorfl conda_python3 conda_pytorch R Sparkmagic Sparkmagic Sparkmagic
ow2_p310 _p310 (PySpark) (Spark) (SparkR)

4
» Console

T

= @ ® S S S

conda_tensorfl conda_python3 conda_pytorch R Sparkmagic Sparkmagic Sparkmagic
ow2_p310 _p310 (PySpark) (Spark) (SparkR)

Other
T @& R B

’ Terminal Text File Markdown File Python File R File Show
Contextual Help

5. Ingrese el comando ssh ssh <nombre de usuario administrador>@<IP del servidor ONTAP > para iniciar
sesion en el sistema de archivos FSx ONTAP . (El nombre de usuario y la direccion IP se recuperan del
paso 2) Utilice la contrasefa utilizada al crear la maquina virtual de almacenamiento.

o
-

File Edit View Run Kernel Git Tabs Settings Help

- + ¢ B Terminal 3 X |+

Filter files by name Q sh-4.2$ ssh fsxadmin@172.31.255.250
o Password:
b

./

0 Name -

6. Ejecute los comandos en el siguiente orden. Usamos fsxn-ontap como nombre para el nombre del
depodsito S3 privado de FSx ONTAP *. Utilice el *nombre de la maquina virtual de almacenamiento
para el argumento -vserver.

Last login time: 9/28/2023 22:29:18
Last Modified FsxId08b2dec260faecald7::> []

vserver object-store-server create -vserver fsxn-svm-demo -object-store
-server fsx s3 -is-http-enabled true -is-https-enabled false

vserver object-store-server user create -vserver fsxn-svm-demo -user
s3user

vserver object-store-server group create -name s3group -users s3user
-policies FullAccess

vserver object-store-server bucket create fsxn-ontap -vserver fsxn-svm-
demo -type nas -nas-path /voll
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O

File Edit View Run Kemel Git Tabs Settings Help

Bl &+ ¢ v B Terminal 3 X |+

]
‘ Filter files by name Q sh-4.2§ ssh fsxadmin@172.31.255.250
o Password:
L 5
Last login time: 9/28/2023 22:29:34
‘> Name . Last Modified FsxId08b2dec260faecad7: :> vserver object-store-server create -vserver f: d -obj ver fsx_s3 -is-http bled true -is-https-enabled false
FsxId08b2dec260faecal7::> vserver object-store-server user create -vserver fsxn-svm-demo -user s3user
- Fsx1d08b2dec260faeca07::> vserver object-store-server group create -name s3group -users s3user -policies FullAccess
FsxId08b2dec260faecall: :> vserver object-store-server bucket create f p -vserver f: d -type nas path /voll
% FsxId08b2dec260faeca07::> |

Ejecute los siguientes comandos para recuperar la IP del punto final y las credenciales para FSx ONTAP
Private S3.

network interface show -vserver fsxn-svm-demo -1if nfs smb management 1
set adv

vserver object-store-server user show

Conserve la IP y las credenciales del punto final para uso futuro.

- lIIIIIIl  +] s ¢} & ™ Terminal 3 X |+

|;“e‘ iles by 1 e Q sh-4.2$ ssh fsxadmin@172.31.255.250
o Password:
./ i s
Last login time: 9/28/2023 22:32:42
0 Name - Last Modified FsxId08b2dec260faecal7::> network interface show -vserver fsxn-svm-demo -1lif nfs_smb_management_1
Vserver Name: fsxn-svm-demo
Logical Interface Name: nfs_smb_management 1
Service Policy: default-data-files
Service List: data-core, data-nfs, data-cifs,
-ssh, ~https,
data-s3-server, data-dns-server
%\? (DEPRECATED)-Role: data
Netmas
*’ Bits in the Netmask: 26

Is VIP LIF: false
Subnet Name: -
Home Node: FsxId08b2dec260faeca07-01
Home Port: ele
Current Node: FsxId08b2dec260faeca07-01
Current Port: ele
Operational Status: up
Extended Status: -
Is Home: true
Administrative Status: up
Failover Policy: system-defined
(DEPRECATED)-Firewall Policy: data
Auto Revert: true
Fully Qualified DNS Zone Name: none
DNS Query Listen Enable: false
Failover Group Name: Fsx
FCP WWPN: -
Address family: ipv4
Comment: -
IPspace of LIF: Default
Is Dynamic DNS Update Enabled?: true
Probe-port for Cloud Load Balancer: -
Broadcast Domain: Fsx
Vserver Type: data
Required RDMA offload protocols: - g

FsxId08b2dec260faecald7::> set adv

Warning: These advanced commands a‘otentially dangerous; use them only when directed to do so by NetApp personnel.
Do you want to continue? {y|n}: y r

FsxId08b2dec260faecal7::*> vserver object-store-server user show
Vserver User D Access Key Secret Key

fsxn-svm-demo
root 0 - -
Comment: Root User
fsxn-svm-demo

2 entries were displayed.

FsxId08b2dec260faecald7::*>



Configuracion del cliente

1. En la instancia de SageMaker Notebook, cree un nuevo cuaderno Jupyter.

: File = Edit View Run Kernel Git Tabs Settings Help
» New » Console ik
New Launcher © %L [ Notebook P
8 Terminal
o Open from Path... ermina
Open from URL... £ TextFile Notebook
M Markdown File
Q| NewViewfor @ python File
New Console for Activity R RFile ﬁ P ﬁ
= Close Tab xw U ‘Q
Close and Shutdown ~rEQ conda_tensorfl conda_python3 conda_pytorch R
ow2_p310 _p310
%4"‘1& Close All Tabs
Save ®S
Console
* Save As S
Save All

Reload from Disk a

Revert to Checkpoint

)"

conda_tensorfl conda_python3 conda_pytorch R
ow2_p310 _p310

Rename

S

Sparkmagic

(PySpark)

-2

Sparkmagic
(PySpark)

S || S

Sparkmagic
(Spark)

Sparkmagic
(SparkR)

S| S

Sparkmagic
(Spark)

Sparkmagic
(SparkR)

Download

Save and Export Notebook As... »

Other

Terminal

Save Current Workspace As...

Save Current Workspace

M

Markdown File

Print

E
k]

Text File Python File

Log Out

R

R File

B

Show
Contextual Help

Shut Down

2. Utilice el cédigo siguiente como solucion alternativa para cargar archivos al deposito S3 privado de FSx
ONTAP . Para obtener un ejemplo de cédigo completo, consulte este cuaderno."fsxn_demo.ipynb"

# Setup configurations

- Manual configurations --------
seed: int = 77
seed

bucket name: str =
name in ONTAP
aws_access key id = '<Your ONTAP bucket key id>'

this credential from ONTAP

'fsxn-ontap'

aws_secret access key =
this credential from ONTAP

fsx endpoint ip: str = '<Your FSx ONTAP IP address>'
this IP address from FSx ONTAP
Manual configurations --------
# Workaround

## Permission patch

!mkdir -p voll

'<Your ONTAP bucket access key>'

# Random

# The bucket

# Please get

# Please get

# Please get

!sudo mount -t nfs $fsx endpoint ip:/voll /home/ec2-user/SageMaker/voll

!sudo chmod 777 /home/ec2-user/SageMaker/voll

## Authentication for FSx ONTAP as a Private S3 Bucket

laws configure set aws access key id Saws access key id

laws configure set aws secret access key Saws_ secret access_ key

13


https://nbviewer.jupyter.org/github/NetAppDocs/netapp-solutions/blob/main/media/mlops_fsxn_s3_integration_0.ipynb

## Upload file to the FSx ONTAP Private S3 Bucket
%%capture
local file path: str = <Your local file path>

'laws s3 cp --endpoint-url http://$fsx endpoint ip /home/ec2-user
/SageMaker/$local file path s3://Sbucket name/$local file path

# Read data from FSx ONTAP Private S3 bucket
## Initialize a s3 resource client

import boto3

# Get session info
region name = boto3.session.Session () .region name

# Initialize Fsxn S3 bucket object
# —--- Start integrating SageMaker with FSXN ---
# This is the only code change we need to incorporate SageMaker with
FSXN
s3 client: boto3.client = boto3.resource (
's3',
region name=region name,
aws_access key id=aws access key id,
aws_secret access key=aws secret access key,
use ssl=False,
endpoint url=f'http://{fsx _endpoint ip}',
config=boto3.session.Config(
signature version='s3v4d',
s3={'addressing style': 'path'}

)
# —-—— End integrating SageMaker with FSXN ---

## Read file byte content
bucket = s3 client.Bucket (bucket name)

binary data = bucket.Object (data.filename) .get() ['Body"']

Con esto concluye la integracion entre FSx ONTAP vy la instancia de SageMaker.

Lista de verificacion de depuracién util

* Asegurese de que la instancia de SageMaker Notebook y el sistema de archivos FSx ONTAP estén en la
misma VPC.

» Recuerde ejecutar el comando set dev en ONTAP para establecer el nivel de privilegio en dev.
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Preguntas frecuentes (al 27 de septiembre de 2023)

P: ¢ Por qué recibo el error "Se produjo un error (no implementado) al llamar a la operacién
CreateMultipartUpload: el comando s3 que solicité no esta implementado” al cargar archivos en FSx
ONTAP?

R: Como depdsito S3 privado, FSx ONTAP admite la carga de archivos de hasta 100 MB. Al utilizar el
protocolo S3, los archivos de mas de 100 MB se dividen en fragmentos de 100 MB y se llama a la funcion
"CreateMultipartUpload". Sin embargo, la implementacion actual de FSx ONTAP Private S3 no admite esta
funcion.

P: ¢ Por qué recibo el error "Se produjo un error (Acceso denegado) al llamar a las operaciones
PutObject: Acceso denegado" al cargar archivos en FSx ONTAP?

R: Para acceder al bucket S3 privado de FSx ONTAP desde una instancia de SageMaker Notebook, cambie
las credenciales de AWS a las credenciales de FSx ONTAP . Sin embargo, otorgar permiso de escritura a la
instancia requiere una solucién alternativa que implica montar el depésito y ejecutar el comando de shell
'‘chmod' para cambiar los permisos.

P: ¢ Como puedo integrar el bucket S3 privado de FSx ONTAP con otros servicios de SageMaker ML?

R: Lamentablemente, el SDK de servicios de SageMaker no proporciona una manera de especificar el punto
final para el bucket S3 privado. Como resultado, FSx ONTAP S3 no es compatible con servicios de
SageMaker como Sagemaker Data Wrangler, Sagemaker Clarify, Sagemaker Glue, Sagemaker Athena,
Sagemaker AutoML y otros.

Parte 2: Aprovechamiento de AWS Amazon FSx for NetApp
ONTAP (FSx ONTAP) como fuente de datos para el
entrenamiento de modelos en SageMaker

Este articulo es un tutorial sobre el uso de Amazon FSx for NetApp ONTAP (FSx
ONTAP) para entrenar modelos de PyTorch en SageMaker, especificamente para un
proyecto de clasificacion de calidad de neumaticos.

Introduccion

Este tutorial ofrece un ejemplo practico de un proyecto de clasificacion de vision artificial y proporciona
experiencia practica en la creacion de modelos de aprendizaje automatico que utilizan FSx ONTAP como
fuente de datos dentro del entorno de SageMaker. El proyecto se centra en el uso de PyTorch, un marco de
aprendizaje profundo, para clasificar la calidad de los neumaticos basandose en imagenes de neumaticos. Se
enfatiza en el desarrollo de modelos de aprendizaje automatico utilizando FSx ONTAP como fuente de datos
en Amazon SageMaker.

. Qué es FSx ONTAP?

Amazon FSx ONTAP es de hecho una solucién de almacenamiento totalmente administrada ofrecida por
AWS. Aprovecha el sistema de archivos ONTAP de NetApp para proporcionar almacenamiento confiable y de
alto rendimiento. Con soporte para protocolos como NFS, SMB e iSCSI, permite un acceso sin inconvenientes
desde diferentes instancias de computo y contenedores. El servicio esta disefiado para ofrecer un rendimiento
excepcional, garantizando operaciones de datos rapidas y eficientes. También ofrece alta disponibilidad y
durabilidad, garantizando que sus datos permanezcan accesibles y protegidos. Ademas, la capacidad de
almacenamiento de Amazon FSx ONTAP es escalable, lo que le permite ajustarla facilmente segun sus

15



necesidades.

Requisito previo

Entorno de red

AWS

VPC

Write (via NF5 protecol)

Read (via 53 protecol)

<

OMTAP Server

FSx ONTAP (Amazon FSx ONTAP) es un servicio de almacenamiento de AWS. Incluye un sistema de
archivos que se ejecuta en el sistema NetApp ONTAP y una maquina virtual del sistema (SVM) administrada
por AWS que se conecta a él. En el diagrama proporcionado, el servidor NetApp ONTAP administrado por
AWS esta ubicado fuera de la VPC. La SVM actia como intermediario entre SageMaker y el sistema NetApp
ONTAP , recibiendo solicitudes de operacion de SageMaker y reenviandolas al almacenamiento subyacente.
Para acceder a FSx ONTAP, SageMaker debe ubicarse dentro de la misma VPC que la implementacién de
FSx ONTAP . Esta configuracion garantiza la comunicacion y el acceso a los datos entre SageMaker y FSx
ONTAP.

Acceso a datos

En escenarios del mundo real, los cientificos de datos normalmente utilizan los datos existentes almacenados
en FSx ONTAP para construir sus modelos de aprendizaje automatico. Sin embargo, para fines de
demostracion, dado que el sistema de archivos FSx ONTAP esta inicialmente vacio después de su creacion,
es necesario cargar manualmente los datos de entrenamiento. Esto se puede lograr montando FSx ONTAP
como un volumen en SageMaker. Una vez que el sistema de archivos esté montado correctamente, puede
cargar su conjunto de datos en la ubicacion montada, lo que lo hara accesible para entrenar sus modelos
dentro del entorno de SageMaker. Este enfoque le permite aprovechar la capacidad de almacenamiento y las
capacidades de FSx ONTAP mientras trabaja con SageMaker para el desarrollo y entrenamiento de modelos.

El proceso de lectura de datos implica configurar FSx ONTAP como un depdsito S3 privado. Para conocer las
instrucciones de configuracion detalladas, consulte"Parte 1: Integracion de Amazon FSx for NetApp ONTAP
(FSx ONTAP) como un bucket S3 privado en AWS SageMaker"

Descripcién general de la integraciéon
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Define a Data Loader

5, Save the frained model to 53
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El flujo de trabajo de uso de datos de entrenamiento en FSx ONTAP para crear un modelo de aprendizaje
profundo en SageMaker se puede resumir en tres pasos principales: definicion del cargador de datos,
entrenamiento del modelo e implementacion. En un nivel alto, estos pasos forman la base de un flujo de
trabajo MLOps. Sin embargo, cada paso implica varios subpasos detallados para una implementacion integral.
Estos subpasos abarcan varias tareas, como el preprocesamiento de datos, la divisién del conjunto de datos,
la configuracion del modelo, el ajuste de hiperparametros, la evaluacion del modelo y la implementacion del
modelo. Estos pasos garantizan un proceso exhaustivo y eficaz para crear e implementar modelos de
aprendizaje profundo utilizando datos de entrenamiento de FSx ONTAP dentro del entorno de SageMaker.

Integracion paso a paso

Loader de datos

Para entrenar una red de aprendizaje profundo de PyTorch con datos, se crea un cargador de datos para
facilitar la alimentacion de datos. El cargador de datos no solo define el tamafio del lote, sino que también
determina el procedimiento para leer y preprocesar cada registro dentro del lote. Al configurar el cargador de
datos, podemos gestionar el procesamiento de datos en lotes, lo que permite el entrenamiento de la red de
aprendizaje profundo.

El cargador de datos consta de 3 partes.

Funcion de preprocesamiento

from torchvision import transforms

preprocess = transforms.Compose ([
transforms.ToTensor (),
transforms.Resize ((224,224)),
transforms.Normalize (
mean=[0.485, 0.456, 0.406],
std=[0.229, 0.224, 0.225]

1)

El fragmento de codigo anterior demuestra la definiciéon de transformaciones de preprocesamiento de
imagenes utilizando el moédulo torchvision.transforms. En este tutorial, se crea el objeto de preproceso para
aplicar una serie de transformaciones. En primer lugar, la transformacion ToTensor() convierte la imagen en
una representacion tensorial. Posteriormente, la transformacion Resize 224,224 redimensiona la imagen a un
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tamafo fijo de 224x224 pixeles. Finalmente, la transformacion Normalize() normaliza los valores del tensor
restando la media y dividiéndolos por la desviacion estandar a lo largo de cada canal. Los valores de media y
desviacion estandar utilizados para la normalizacion se emplean comunmente en modelos de redes
neuronales preentrenados. En general, este codigo prepara los datos de la imagen para su posterior
procesamiento o ingreso a un modelo entrenado previamente convirtiéndolos en un tensor,
redimensionandolos y normalizando los valores de los pixeles.

La clase de conjunto de datos de PyTorch

import torch
from io import BytesIO
from PIL import Image

class FSxNImageDataset(torch.utils.data.Dataset) :
def init_ (self, bucket, prefix='", preprocess=None) :
self.image keys = |
s3_obj.key
for s3 obj in list (bucket.objects.filter (Prefix=prefix).all())
]

self.preprocess = preprocess

def 1len (self) :

return len(self.image keys)

def _ getitem_ (self, index):
key = self.image keys[index]
response = bucket.Object (key)

label = 1 if key[1l3:].startswith('defective') else 0

image bytes = response.get() ['Body'].read()
image = Image.open (BytesIO (image bytes))
if image.mode == 'L':

image = image.convert ('RGB')

if self.preprocess is not None:
image = self.preprocess (image)
return image, label

Esta clase proporciona funcionalidad para obtener el niUmero total de registros en el conjunto de datos y define
el método para leer datos para cada registro. Dentro de la funcion getitem, el codigo utiliza el objeto bucket
S3 boto3 para recuperar los datos binarios de FSx ONTAP. El estilo de codigo para acceder a datos de FSx
ONTAP es similar al de leer datos de Amazon S3. La explicacion siguiente profundiza en el proceso de
creacion del objeto privado S3 bucket.
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FSx ONTAP como repositorio privado de S3

seed = 77 # Random seed
bucket name = '<Your ONTAP bucket name>' # The bucket
name in ONTAP

aws_access_key id = '<Your ONTAP bucket key id>' # Please get
this credential from ONTAP

aws_secret access key = '<Your ONTAP bucket access key>' # Please get
this credential from ONTAP

fsx endpoint ip = '<Your FSx ONTAP IP address>' # Please

get this IP address from FSXN

import boto3

# Get session info
region name = boto3.session.Session () .region name

# Initialize Fsxn S3 bucket object
# --- Start integrating SageMaker with FSXN ---
# This is the only code change we need to incorporate SageMaker with FSXN
s3 client: boto3.client = boto3.resource (
's3"',
region name=region name,
aws_access key id=aws access key id,
aws_secret access key=aws secret access key,
use ssl=False,
endpoint url=f'http://{fsx endpoint ip}',
config=boto3.session.Config
signature version='s3v4',

s3={'addressing style': 'path'}

)

# s3 client = boto3.resource('s3')

bucket = s3 client.Bucket (bucket name)

# --- End integrating SageMaker with FSXN ---

Para leer datos de FSx ONTAP en SageMaker, se crea un controlador que apunta al almacenamiento de FSx
ONTAP mediante el protocolo S3. Esto permite que FSx ONTAP sea tratado como un depdésito S3 privado. La
configuracion del controlador incluye la especificacion de la direccion IP del SVM de FSx ONTAP , el nombre
del depdsito y las credenciales necesarias. Para obtener una explicacion completa sobre como obtener estos
elementos de configuracion, consulte el documento en"Parte 1: Integracion de Amazon FSx for NetApp
ONTAP (FSx ONTAP) como un bucket S3 privado en AWS SageMaker" .

En el ejemplo mencionado anteriormente, el objeto bucket se utiliza para crear una instancia del objeto de

conjunto de datos de PyTorch. El objeto del conjunto de datos se explicara con mas detalle en la seccion
siguiente.
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El Loader de datos de PyTorch

from torch.utils.data import Dataloader
torch.manual seed (seed)

# 1. Hyperparameters
batch size = 64

# 2. Preparing for the dataset
dataset = FSxNImageDataset (bucket, 'dataset/tyre', preprocess=preprocess)

train, test torch.utils.data.random_split (dataset, [1500, 356])

data loader = DatalLoader (dataset, batch size=batch size, shuffle=True)

En el ejemplo proporcionado, se especifica un tamafio de lote de 64, lo que indica que cada lote contendra 64
registros. Al combinar la clase Dataset de PyTorch, la funcion de preprocesamiento y el tamafio del lote de
entrenamiento, obtenemos el cargador de datos para el entrenamiento. Este cargador de datos facilita el
proceso de iteracion a través del conjunto de datos en lotes durante la fase de entrenamiento.

Entrenamiento de modelos

from torch import nn

class TyreQualityClassifier (nn.Module) :
def init (self):
super().__init__()
self.model = nn.Sequential (
nn.Conv2d (3,32, (3,3)),

nn.RelLU (),
nn.Conv2d (32,32, (3,3)),
nn.RelU (),
nn.Conv2d (32, 64, (3,3)),
nn.RelLU (),

nn.Flatten (),
nn.Linear (64* (224-6) * (224-6) ,2)
)
def forward(self, x):
return self.model (x)
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import datetime

num epochs = 2
device = torch.device('cuda' if torch.cuda.is_available () else 'cpu')

model = TyreQualityClassifier ()
fn loss = torch.nn.CrossEntropyLoss ()
optimizer = torch.optim.Adam(model.parameters (), lr=1le-3)

model . to (device)
for epoch in range (num epochs) :
for idx, (X, y) in enumerate (data loader):
X

y

X.to (device)

y.to (device)
y_hat = model (X)

loss = fn _loss(y hat, vy)
optimizer.zero grad()
loss.backward ()
optimizer.step ()

current time = datetime.datetime.now() .strftime ("3Y-%m-%d
TH:3M:%S")

print (f"Current Time: {current time} - Epoch [{epoch+l}/
{num epochs}]- Batch [{idx + 1}] - Loss: {loss}", end='\r'")

Este cédigo implementa un proceso de entrenamiento estandar de PyTorch. Define un modelo de red neuronal
llamado TyreQualityClassifier que utiliza capas convolucionales y una capa lineal para clasificar la calidad de
los neumaticos. El bucle de entrenamiento itera sobre lotes de datos, calcula la pérdida y actualiza los
parametros del modelo mediante retropropagacion y optimizacién. Ademas, imprime la hora actual, la época,
el lote y la pérdida para fines de monitoreo.

Implementacion del modelo

Despliegue
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import io

import os

import tarfile
import sagemaker

# 1. Save the PyTorch model to memory
buffer model = io.BytesIO()

traced model = torch.jit.script (model)
torch.jit.save (traced model, buffer model)

# 2. Upload to AWS S3

sagemaker session = sagemaker.Session ()
bucket name default = sagemaker session.default bucket()
model name = f'tyre quality classifier.pth'

# 2.1. Zip PyTorch model into tar.gz file

buffer zip = io.BytesIO()

with tarfile.open (fileobj=buffer zip, mode="w:gz") as tar:
# Add PyTorch pt file
file name = os.path.basename (model name)
file name with extension = os.path.split(file name) [-1]
tarinfo = tarfile.TarInfo(file name with extension)
tarinfo.size = len(buffer model.getbuffer())
buffer model.seek (0)
tar.addfile(tarinfo, buffer model)

# 2.2. Upload the tar.gz file to S3 bucket
buffer zip.seek (0)
boto3.resource ('s3') \
.Bucket (bucket name default) \
.Object (f'pytorch/{model name}.tar.gz') \
.put (Body=buffer zip.getvalue())

El cédigo guarda el modelo de PyTorch en Amazon S3 porque SageMaker requiere que el modelo se
almacene en S3 para su implementacion. Al cargar el modelo en Amazon S3, se vuelve accesible para
SageMaker, lo que permite la implementacion y la inferencia en el modelo implementado.

import time

from sagemaker.pytorch import PyTorchModel

from sagemaker.predictor import Predictor

from sagemaker.serializers import IdentitySerializer
from sagemaker.deserializers import JSONDeserializer

class TyreQualitySerializer (IdentitySerializer):
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CONTENT TYPE = 'application/x-torch'

def serialize(self, data):
transformed image = preprocess (data)
tensor image = torch.Tensor (transformed image)

serialized data = io.BytesIO()

torch.save (tensor image, serialized data)
serialized data.seek (0)

serialized data = serialized data.read()

return serialized data

class TyreQualityPredictor (Predictor):
def __init__(self, endpoint name, sagemaker session):
super () . init (
endpoint name,
sagemaker session=sagemaker session,
serializer=TyreQualitySerializer (),
deserializer=JSONDeserializer (),

sagemaker model = PyTorchModel (
model data=f's3://{bucket name default}/pytorch/{model name}.tar.gz',
role=sagemaker.get execution role(),
framework version='2.0.1",
py version='py310',
predictor cls=TyreQualityPredictor,
entry point='inference.py',

source dir='code',

timestamp = int (time.time ())

pytorch endpoint name = '{}-{}-{}'.format('tyre-quality-classifier', 'pt',
timestamp)
sagemaker predictor = sagemaker model.deploy (

initial instance count=1l,
instance type='ml.p3.2xlarge’',
endpoint name=pytorch endpoint name

Este cddigo facilita la implementacién de un modelo de PyTorch en SageMaker. Define un serializador

personalizado, TyreQualitySerializer, que preprocesa y serializa los datos de entrada como un tensor de

PyTorch. La clase TyreQualityPredictor es un predictor personalizado que utiliza el serializador definido y un

JSONDeserializer. El cdédigo también crea un objeto PyTorchModel para especificar la ubicacion S3 del
modelo, la funcion IAM, la version del marco y el punto de entrada para la inferencia. El codigo genera una
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marca de tiempo y construye un nombre de punto final basado en el modelo y la marca de tiempo. Finalmente,
el modelo se implementa utilizando el método de implementacion, especificando la cantidad de instancias, el
tipo de instancia y el nombre del punto final generado. Esto permite que el modelo PyTorch se implemente y
sea accesible para inferencia en SageMaker.

Inferencia

image object = list(bucket.objects.filter ('dataset/tyre')) [0].get()
image bytes = image object['Body'].read()

with Image.open (with Image.open (BytesIO(image bytes)) as image:
predicted classes = sagemaker predictor.predict (image)

print (predicted classes)

Este es el ejemplo del uso del punto final implementado para realizar la inferencia.

Parte 3: Creacién de una canalizacion de MLOps
simplificada (CI/CT/CD)

Este articulo proporciona una guia para crear una canalizacion de MLOps con servicios
de AWS, centrandose en el reentrenamiento automatizado de modelos, la
implementacion y la optimizacién de costos.

Introduccion

En este tutorial, aprendera cémo aprovechar varios servicios de AWS para construir una canalizacion MLOps
simple que abarque integracion continua (Cl), capacitacion continua (CT) e implementacién continua (CD). A
diferencia de los pipelines DevOps tradicionales, MLOps requiere consideraciones adicionales para completar
el ciclo operativo. Al seguir este tutorial, obtendra conocimientos sobre como incorporar CT en el ciclo MLOps,
lo que permitira el entrenamiento continuo de sus modelos y una implementacion perfecta para la inferencia.
El tutorial lo guiara a través del proceso de utilizacion de los servicios de AWS para establecer esta
canalizacion MLOps de extremo a extremo.

Manifiesto

Funcionalidad Nombre Comentario

Almacenamiento de datos AWS FSx ONTAP Consulte "Parte 1: Integracion de
Amazon FSx for NetApp ONTAP
(FSx ONTAP) como un bucket S3
privado en AWS SageMaker" .

IDE de ciencia de datos AWS SageMaker Este tutorial se basa en el

cuaderno Jupyter presentado
en"Parte 2: Aprovechamiento de
Amazon FSx for NetApp ONTAP
(FSx ONTAP) como fuente de
datos para el entrenamiento de
modelos en SageMaker" .
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Funcionalidad Nombre Comentario

Funcién para activar la canalizacion Funcion AWS Lambda -
MLOps

Desencadenador de trabajo cron Puente de eventos de AWS -

Marco de aprendizaje profundo PyTorch -
SDK de Python de AWS boto3 -
Lenguaje de programacion Piton v3.10

Requisito previo
» Un sistema de archivos FSx ONTAP preconfigurado. Este tutorial utiliza datos almacenados en FSx
ONTAP para el proceso de entrenamiento.

* Una instancia de SageMaker Notebook que esta configurada para compartir la misma VPC que el
sistema de archivos FSx ONTAP mencionado anteriormente.

» Antes de activar la funcion AWS Lambda, asegurese de que la instancia de SageMaker Notebook esté
en estado detenida.

* El tipo de instancia ml.g4dn.xlarge es necesario para aprovechar la aceleracion de la GPU necesaria
para los calculos de redes neuronales profundas.

Arquitectura

)

s _
{; } jupyter
4
L
AWS EventBridge AWS Lambda AWS SageMaker Lifecycle Configuratiens Jupyter ho'rzbmk

in

AWS Sate.Mﬂkar

Esta canalizacion MLOps es una implementacion practica que utiliza un trabajo cron para activar una funcion
sin servidor, que a su vez ejecuta un servicio de AWS registrado con una funcién de devolucién de llamada de
ciclo de vida. AWS EventBridge actua como trabajo cron. Periédicamente invoca una funciéon AWS Lambda
responsable de volver a entrenar y reimplementar el modelo. Este proceso implica poner en marcha la
instancia AWS SageMaker Notebook para realizar las tareas necesarias.

Configuracién paso a paso

Configuraciones del ciclo de vida

Para configurar la funcion de devolucion de llamada del ciclo de vida para la instancia de AWS SageMaker
Notebook, debera utilizar Configuraciones de ciclo de vida. Este servicio le permite definir las acciones
necesarias que se deben realizar durante el inicio de la instancia del notebook. Especificamente, se puede
implementar un script de shell dentro de las Configuraciones del ciclo de vida para apagar automaticamente
la instancia del notebook una vez que se hayan completado los procesos de entrenamiento e implementacion.
Esta es una configuracion obligatoria ya que el costo es una de las principales consideraciones en MLOps.
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Es importante tener en cuenta que la configuracion para las Configuraciones del ciclo de vida debe
realizarse con anticipacion. Por lo tanto, se recomienda priorizar la configuracion de este aspecto antes de
continuar con la configuracion del resto del pipeline de MLOps.

1. Para configurar un ciclo de vida, abra el panel Sagemaker y navegue a Configuraciones de ciclo de
vida en la seccién Configuraciones de administracion.
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2. Seleccione la pestafa Instancia de Notebook y haga clic en el boton Crear configuracion
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3. Pegue el siguiente codigo en el area de entrada.

#!/bin/bash

set -e

sudo -u ec2-user -i <<'EOF'

# 1. Retraining and redeploying the model

NOTEBOOK FILE=/home/ec2-
user/SageMaker/tyre quality classification local training.ipynb
echo "Activating conda env"

source /home/ec2-user/anaconda3/bin/activate pytorch p310

nohup jupyter nbconvert "$SNOTEBOOK FILE"
-—ExecutePreprocessor.kernel name=python --execute --to notebook &
nbconvert pid=$!

conda deactivate

# 2. Scheduling a job to shutdown the notebook to save the cost

PYTHON DIR=' /home/ec2-
user/anaconda3/envs/JupyterSystemEnv/bin/python3.10"

echo "Starting the autostop script in cron"

(crontab -1 2>/dev/null; echo "*/5 * * * * bash -c 'if ps -p
Snbconvert pid > /dev/null; then echo \"Notebook is still running.\" >>
/var/log/jupyter.log; else echo \"Notebook execution completed.\" >>
/var/log/jupyter.log; $SPYTHON DIR -c \"import boto3;boto3.client (
\'sagemaker\') .stop notebook instance (NotebookInstanceName=get notebook
name () )\" >> /var/log/jupyter.log; fi'") | crontab -

EOF
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4. Este script ejecuta Jupyter Notebook, que maneja el reentrenamiento y la redistribucion del modelo para la
inferencia. Una vez completada la ejecucion, la computadora portatil se apagara automaticamente en 5
minutos. Para obtener mas informacion sobre el enunciado del problema y la implementacion del cédigo,
consulte"Parte 2: Aprovechamiento de Amazon FSx for NetApp ONTAP (FSx ONTAP) como fuente de
datos para el entrenamiento de modelos en SageMaker" .

Amazon SageMaker » Lifecycle configurations > Create lifecycle configuration

Create lifecycle configuration

Configuration setting

Name

fsxn-demo-lifecycle-callback

Alphanumeric characters and "-", no spaces. Maximum 63 characters.

Scripts

Start notebook Create notebook

This script will be run each time an associated notebook instance is started, including during initial creation. If the associated notebook
instance is already started, it will be run the next time it is stopped and started. a curated list of sample scripts [

#1/bin/bash

1
Z
3 set -¢

4  sudo -u ec2-user -i <<'EOF'

5 # 1. Retraining and redeploying the model

6 NOTEBOOK_FILE=/home/ec2-user/SageMaker/tyre_quality_classification_local_training.ipynb

7 echo "Activating conda env"

8 source /home/ec2-user/anaconda3/bin/activate pytorch_p310

9 nohup jupyter nbconvert "$NOTEBOOK_FILE" --ExecutePreprocessor.kernel_name=python --execute --to h
10 nbconvert_pid=$!

11 conda deactivate

13 # 2. Scheduling a job to shutdown the notebook to save the cost

14 PYTHON_DIR='/home/ecZ2-user/anaconda3/envs/JupyterSystemEnv/bin/python3.10’

15 echo "Starting the autostop script in cron”

16 (crontab -1 2>/dev/null; echo "*/5 * * * * bash -c "if ps -p $nbconvert_pid > /dev/null; then echo
17 EOF

() cloudShell  Feedback

5. Después de la creacién, navegue a Instancias de Notebook, seleccione la instancia de destino y haga clic
en Actualizar configuracion en el menu desplegable Acciones.
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ss2 Services | Q Search

[Option+S] 4 N. Virginia v AWSAdministratorAccess/kjian@netapp.com

Amazon SageMaker X

Getting started
Studio

Studio Lab [2
Canvas
RStudio
TensorBoard

Profiler

@ Admin ranfinuratinne

W HH i
a S, 222 Services

& s3

Q Search

Amazon SageMaker X

Getting started
Studio

Studio Lab [
Canvas
RStudio
TensorBoard

Profiler

v Admin configurations
Domains
Role manager
Images

Lifecycle configurations

SageMaker dashboard

Search
» JumpStart
» Governance
» Ground Truth
» Notebook
» Processing

» Training

Amazon SageMaker » Notebook instances

Notebook instances info l C l l Actions A& l Create notebook instance

Q' Search notebook instances ‘ 1 &

A

’ 2

Name v Instance Creati Status v Actions
Start
(o] fsxn-ontap ml.g4dn.xlarge 9/29/I—I © Stopped Start
1 Update settings [
Add/Edit tags

Delete

6. Seleccione la Configuracion de ciclo de vida creada y haga clic en Actualizar instancia de notebook.

N. Virginia ¥ AWSAdministratorAccess/kjian@netapp.|

Amazon SageMaker » Notebook instances » fsxn-ontap » Edit notebook instance

Edit notebook instance

Notebook instance settings

Notebook instance name

‘ fsxn-ontap ‘

Maximum of 63 alphanumeric characters. Can include hyphens (-), but not spaces. Must be unique within your account in an
AWS Region.

Notebook instance type

‘ ml.g4dn.xlarge v ’

Elastic Inference Learn more [

‘ none v ’

Platform identifier Learn more [/}
Amazon Linux 2, Jupyter Lab 3
v Additional configuration

Lifecycle configuration - optional
Customize your notebook environment with default scripts and plugins.

fsxn-demo-lifecycle-callback A

! - 5384 GB (16 TB).
No configuration P (16T8)

Create a new lifecycle configuration

fsxn-demo-lifecycle-callback v

4

Permissions and encryption



Funcion sin servidor de AWS Lambda

Como se mencionod anteriormente, la funciéon AWS Lambda es responsable de poner en marcha la instancia
de AWS SageMaker Notebook.

1. Para crear una funcion AWS Lambda, navegue al panel correspondiente, cambie a la pestafa
Funciones y haga clic en Crear funcion.

a\W/S! EEE Services ‘ Q Search [Option+S] ‘ Q @ @ N. Virginia v AWSAdministratorAccess/kjian@netap
& s3

AWS Lambda X Lambda > Functions

Dashboard Functions (5) Last fetched 40 seconds ago Create function

Applications i i

Q Filter by tags and attributes or search by keyword s: 0 1 &
Functions
Functi v D ipti v v i v ifi v

v Additional resoirces unction name escription Package type Runtime Last modified

Code signing configurations There is no data to display.

Layers

2. Complete todas las entradas requeridas en la pagina y recuerde cambiar el tiempo de ejecucion a Python
3.10.
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Lambda » Functions » Create function

Create function s

AWS Serverless Application Repository applications have moved to Create application.

© Author from scratch (O Use a blueprint (O Container image
Start with a simple Hello World Build a Lambda application from Select a container image to deploy
example. sample code and configuration for your function.

presets for common use cases.

Basic information

Function name
Enter a name that describes the purpose of your function.

fsxn-demo-mlops ‘

Use only letters, numbers, hyphens, or underscores with no spaces.

Runtime Info
Choose the language to use to write your function. Note that the console code editor supports only Node.js, Python, and Ruby.

Ke

Python 3.10 v

Architecture Info
Choose the instruction set architecture you want for your function code.

O x86_64
O arm64

Permissions info

By default, Lambda will create an execution role with permissions to upload logs to Amazon CloudWatch Logs. You can customize this default role later when adding triggers.

3. Verifique que el rol designado tenga el permiso requerido AmazonSageMakerFullAccess y haga clic en
el boton Crear funcién.
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Use only letters, numbers, hyphens, or underscores with no spaces.

Runtime Info
Choose the language to use to write your function. Note that the console code editor supports only Node.js, Python, and Ruby.

Ke

Python 3.10 v

Architecture Info
Choose the instruction set architecture you want for your function code.

© x86_64
O armé4

Permissions info

By default, Lambda will create an execution role with permissions to upload logs to Amazon CloudWatch Logs. You can customize this default role later when adding triggers.

¥ Change default execution role

Execution role
Choose a role that defines the permissions of your function. To create a custom role, go to the IAM console [4.

(O Create a new role with basic Lambda permissions
© Use an existing role

(O Create a new role from AWS policy templates

Existing role

Choose an existing role that you've created to be used with this Lambda function. The role must have permission to upload logs to Amazon
CloudWatch Logs.

‘service-role/fsxn-demo-mlops-role—585jzdny v‘ ’ C |

View the fsxn-demo-mlops-role-585jzdny role [#} on the 1AM console.

» Advanced settings

Can ? Create function

4. Seleccione la funcion Lambda creada. En la pestafna de codigo, copie y pegue el siguiente cédigo en el
area de texto. Este cadigo inicia la instancia del cuaderno denominada fsxn-ontap.

import boto3
import logging

def lambda handler (event, context):
client = boto3.client ('sagemaker')
logging.info ('Invoking SageMaker')
client.start notebook instance (NotebookInstanceName='fsxn-ontap')
return {
'statusCode': 200,
'body': f'Starting notebook instance: {notebook instance name}'
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5. Haga clic en el botén Implementar para aplicar este cambio de codigo.

,aWS% EEE Services i [Option+S] N. Virgin ¥ AWSAdministratorAccess/kjian@net]

& s3

Last modified

@ Layers (0) 1 minute ago
<+ Add trigger -+ Add destination Function ARN
arn:aws:lambda:us-east-1:23223
3133319:function:fsxn-demo-mlops
Function URL Info
Code Test Monitor Configuration Aliases Versions
Code source info ‘ Upload from ¥ |

-~ File Edit Find View Go Tools Window I Test [wul Deploy | Changes not deployed o -Q-

Q | lambda_function % ﬁnment Vari % Execution results X
= v [ fsxn-demo-mlops - ¥~ 1 import boto3
£ 2 import logging
g > | lambda_function.py 3
E 4 def lambda_handler(event, context):
w 5 client = boto3.client('sagemaker')
6 logging.info('Invoking SageMaker')
7 client.start_notebook_instance(NotebookInstanceName="fsxn-ontap')
8 return {
9 'statusCode': 200,
10 'body': f'Starting notebook instance: {notebook_instance_name}'
11 }
12

6. Para especificar como activar esta funcion de AWS Lambda, haga clic en el boton Agregar activador.
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Lambda » Functions » fsxn-demo-mlops

fsxn-demo-mlops Throttle || Copy ARN || Actions ¥

¥ Function overview info

‘-\\I fsxn-demo- Description
mlops -
g Layers (0) Last modified
2 minutes ago
<+ Add trigger <+ Add destination
Function ARN
’ arn:aws:lambda:us-east-1:2322331

33319:function:fsxn-demo-mlops

Function URL Info

7. Seleccione EventBridge en el menu desplegable, luego haga clic en el boton denominado Crear una
nueva regla. En el campo de expresion de programacion, ingrese rate (1 day) Yy haga clic en el boton
Agregar para crear y aplicar esta nueva regla de trabajo cron a la funcion AWS Lambda.
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Services Q, Search [Option+S]

Lambda » Add trigger

N
Add trigger

Trigger configuration info

kG & @ @

N. Virginia ¥ AWSAdministratorAccess

EventBridge (CloudWatch Events)

aws asynchronous schedule management-tools

A

Rule

Pick an existing rule, or create a new one.

O Create a new rule

’ (O Existing rules

Rule name
Enter a name to uniquely identify your rule.

‘ mlops-retraining-trigger

A

Rule description
Provide an optional description for your rule.

Rule type

Trigger your target based on an event pattern, or based on an automated schedule.

O Event pattern

© Schedule expression

Schedule expression

Self-trigger your target on an automated schedule using Cron or rate expressions E Cron expressions are in UTC.

rate(1 day)

’ e.g. rate(1 day), cron(0 17 ? * MON-FRI *)

Lambda will add the necessary permissions for Amazon EventBridge (CloudWatch Events) to invoke your Lambda

function from this trigger. Learn more [ about the Lambda permissions model.

Canc’ . Add

Después de completar la configuracion de dos pasos, diariamente, la funcion AWS Lambda iniciara
SageMaker Notebook, realizara un reentrenamiento del modelo utilizando los datos del repositorio FSx
ONTAP, volvera a implementar el modelo actualizado en el entorno de produccién y apagara automaticamente
la instancia de SageMaker Notebook para optimizar los costos. Esto garantiza que el modelo se mantenga
actualizado.

Con esto concluye el tutorial para desarrollar un pipeline MLOps.
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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