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VMware para la nube publica

Descripcion general de NetApp Hybrid Multicloud con
VMware

La mayoria de las organizaciones de Tl siguen el enfoque hibrido de nube primero. Estas
organizaciones estan en una fase de transformacioén y los clientes estan evaluando su
panorama de Tl actual y luego migrando sus cargas de trabajo a la nube basandose en
el ejercicio de evaluacion y descubrimiento.

Los factores que llevan a los clientes a migrar a la nube pueden incluir elasticidad y expansion, salida del
centro de datos, consolidacion del centro de datos, escenarios de fin de vida util, fusiones, adquisiciones, etc.
El motivo de esta migracidon puede variar segun cada organizacion y sus respectivas prioridades comerciales.
Al migrar a la nube hibrida, elegir el almacenamiento adecuado en la nube es muy importante para liberar el
poder de la implementacion y la elasticidad de la nube.

Opciones de VMware Cloud en la nube publica

En esta seccion se describe cdmo cada uno de los proveedores de nube admite una pila VMware Software
Defined Data Center (SDDC) y/o VMware Cloud Foundation (VCF) dentro de sus respectivas ofertas de nube
publica.

Solucion VMware de Azure

Azure VMware Solution es un servicio de nube hibrida que permite que los SDDC de VMware funcionen
completamente dentro de la nube publica de Microsoft Azure. Azure VMware Solution es una solucién propia
totalmente administrada y respaldada por Microsoft, verificada por VMware que aprovecha la infraestructura
de Azure. Esto significa que cuando se implementa Azure VMware Solution, los clientes obtienen ESXi de
VMware para la virtualizacién informatica, vSAN para el almacenamiento hiperconvergente y NSX para la red
y la seguridad, todo ello mientras aprovechan la presencia global de Microsoft Azure, las instalaciones de
centros de datos lideres en su clase y la proximidad al rico ecosistema de servicios y soluciones nativos de
Azure.

VMware Cloud en AWS

VMware Cloud on AWS lleva el software SDDC de clase empresarial de VMware a la nube de AWS con
acceso optimizado a los servicios nativos de AWS. VMware Cloud on AWS, impulsado por VMware Cloud
Foundation, integra los productos de virtualizacion de red, almacenamiento y computacion de VMware
(VMware vSphere, VMware vSAN y VMware NSX) junto con la gestion de VMware vCenter Server, optimizado
para ejecutarse en una infraestructura de AWS dedicada, elastica y completa.

Motor VMware de Google Cloud

Google Cloud VMware Engine es una oferta de infraestructura como servicio (laaS) basada en la
infraestructura escalable de alto rendimiento de Google Cloud y la pila VMware Cloud Foundation: VMware
vSphere, vCenter, vSAN y NSX-T. Este servicio facilita una transicién rapida a la nube, migrando o ampliando
sin problemas las cargas de trabajo de VMware existentes desde entornos locales a Google Cloud Platform
sin el coste, el esfuerzo ni el riesgo de redisefiar aplicaciones ni reestructurar operaciones. Es un servicio
vendido y respaldado por Google, en estrecha colaboracion con VMware.



@ La nube privada SDDC y la coubicacion de NetApp Cloud Volumes brindan el mejor rendimiento
con una latencia de red minima.

¢ Sabias?

Independientemente de la nube utilizada, cuando se implementa un VMware SDDC, el cluster inicial incluye
los siguientes productos:

* Hosts VMware ESXi para virtualizacion informatica con un dispositivo vCenter Server para administracion

« Almacenamiento hiperconvergente VMware vSAN que incorpora los activos de almacenamiento fisico de
cada host ESXi

* VMware NSX para redes virtuales y seguridad con un cluster NSX Manager para administracion

Configuraciéon de almacenamiento

Para los clientes que planean alojar cargas de trabajo intensivas en almacenamiento y escalar en cualquier
solucion VMware alojada en la nube, la infraestructura hiperconvergente predeterminada dicta que la
expansion debe ser tanto en los recursos de computo como de almacenamiento.

Al integrarse con NetApp Cloud Volumes, como Azure NetApp Files, Amazon FSx ONTAP, Cloud Volumes
ONTAP (disponible en los tres hiperescaladores principales) y Google Cloud NetApp Volumes para Google
Cloud, los clientes ahora tienen opciones para escalar su almacenamiento de forma independiente por
separado y solo agregar nodos de computo al cluster SDDC segun sea necesario.

Notas:

* VMware no recomienda configuraciones de cluster desequilibradas, por lo tanto, ampliar el
almacenamiento significa agregar mas hosts, lo que implica mayor TCO.

 Solo es posible un entorno vSAN. Por lo tanto, todo el trafico de almacenamiento competira directamente
con las cargas de trabajo de produccion.

* No existe la opcidn de proporcionar multiples niveles de rendimiento para alinear los requisitos de la
aplicacion, el rendimiento y el costo.

» Es muy facil alcanzar los limites de la capacidad de almacenamiento de vSAN construido sobre los hosts
del cluster. Utilice NetApp Cloud Volumes para escalar el almacenamiento para alojar conjuntos de datos
activos o agrupar datos mas actualizados en un almacenamiento persistente.

Azure NetApp Files, Amazon FSx ONTAP, Cloud Volumes ONTAP (disponible en los tres hiperescaladores
principales) y Google Cloud NetApp Volumes para Google Cloud se pueden usar junto con maquinas virtuales
invitadas. Esta arquitectura de almacenamiento hibrido consta de un almacén de datos vSAN que contiene el
sistema operativo invitado y los datos binarios de la aplicacion. Los datos de la aplicacion se conectan a la VM
a través de un iniciador iSCSI basado en invitado o los montajes NFS/SMB que se comunican directamente
con Amazon FSx ONTAP, Cloud Volume ONTAP, Azure NetApp Files y Google Cloud NetApp Volumes para
Google Cloud respectivamente. Esta configuracion le permite superar facilimente los desafios con la capacidad
de almacenamiento, ya que con vSAN, el espacio libre disponible depende del espacio disponible y de las
politicas de almacenamiento utilizadas.

Consideremos un cluster SDDC de tres nodos en VMware Cloud on AWS:

 La capacidad bruta total para un SDDC de tres nodos = 31,1 TB (aproximadamente 10 TB para cada
nodo).

 El espacio libre que debe mantenerse antes de agregar hosts adicionales = 25 % = (0,25 x 31,1 TB) = 7,7



TB.
» La capacidad bruta utilizable después de la deduccion del espacio libre = 23,4 TB

» El espacio libre efectivo disponible depende de la politica de almacenamiento aplicada.
Por ejemplo:

> RAID 0 = espacio libre efectivo = 23,4 TB (capacidad bruta utilizable/1)
> RAID 1 = espacio libre efectivo = 11,7 TB (capacidad bruta utilizable/2)
> RAID 5 = espacio libre efectivo = 17,5 TB (capacidad bruta utilizable/1,33)
Por lo tanto, el uso de NetApp Cloud Volumes como almacenamiento conectado a invitados ayudaria a

expandir el almacenamiento y optimizar el TCO y, al mismo tiempo, cumplir con los requisitos de rendimiento y
proteccion de datos.

@ El almacenamiento para invitados era la Unica opcién disponible en el momento en que se
escribio este documento.

Puntos para recordar

* En los modelos de almacenamiento hibrido, coloque cargas de trabajo de nivel 1 o de alta prioridad en el
almacén de datos de vSAN para abordar cualquier requisito de latencia especifico porque son parte del
host mismo y estan cerca. Utilice mecanismos de invitado para cualquier maquina virtual de carga de
trabajo para la cual las latencias transaccionales sean aceptables.

« Utilice la tecnologia NetApp SnapMirror para replicar los datos de la carga de trabajo del sistema ONTAP
local a Cloud Volumes ONTAP o Amazon FSx ONTAP para facilitar la migracion mediante mecanismos a
nivel de bloque. Esto no se aplica a Azure NetApp Files ni a Google Cloud NetApp Volumes. Para migrar
datos a Azure NetApp Files o Google Cloud NetApp Volumes, utilice NetApp XCP, BlueXP Copy and Sync,
rysnc o robocopy segun el protocolo de archivo utilizado.

» Las pruebas muestran una latencia adicional de 2 a 4 ms al acceder al almacenamiento desde los
respectivos SDDC. Tenga en cuenta esta latencia adicional en los requisitos de la aplicacion al asignar el
almacenamiento.

« Para montar el almacenamiento conectado al invitado durante la conmutacién por error de pruebay la
conmutacion por error real, asegurese de que los iniciadores iSCSI estén reconfigurados, el DNS esté
actualizado para los recursos compartidos SMB y los puntos de montaje NFS estén actualizados en fstab.

* Asegurese de que las configuraciones de registro de tiempo de espera de disco, firewall y E/S multiruta de
Microsoft (MPIO) en el invitado estén configuradas correctamente dentro de la maquina virtual.

@ Esto se aplica unicamente al almacenamiento conectado por invitados.

Beneficios del almacenamiento en la nube de NetApp
El almacenamiento en la nube de NetApp ofrece los siguientes beneficios:
* Mejora la densidad de procesamiento y almacenamiento al escalar el almacenamiento
independientemente del procesamiento.
* Le permite reducir la cantidad de hosts, lo que reduce el TCO general.
+ La falla del nodo de cédmputo no afecta el rendimiento del almacenamiento.

* La capacidad de remodelacién de volumen y de nivel de servicio dinamico de Azure NetApp Files le



permite optimizar los costos mediante el dimensionamiento para cargas de trabajo de estado estable,
evitando asi el aprovisionamiento excesivo.

« Las eficiencias de almacenamiento, la organizacién en niveles de la nube y las capacidades de

modificacion del tipo de instancia de Cloud Volumes ONTAP permiten formas éptimas de agregar y escalar

el almacenamiento.

« Evita el aprovisionamiento excesivo de recursos de almacenamiento y se agregan solo cuando es
necesario.

 Las copias instantaneas y clones eficientes le permiten crear copias rapidamente sin ningun impacto en el
rendimiento.

* Ayuda a abordar los ataques de ransomware mediante el uso de una recuperacién rapida de copias
instantaneas.

* Proporciona una recuperacion ante desastres regional eficiente basada en transferencia de bloques
incremental y un nivel de bloque de respaldo integrado en todas las regiones que brinda mejores RPO y
RTO.

Suposiciones

+ Se habilita la tecnologia SnapMirror u otros mecanismos de migracion de datos relevantes. Hay muchas
opciones de conectividad, desde las instalaciones locales hasta cualquier nube de hiperescala. Utilice la
ruta adecuada y trabaje con los equipos de redes relevantes.

» El almacenamiento para invitados era la Unica opcidn disponible en el momento en que se escribio este
documento.

Involucre a los arquitectos de soluciones de NetApp y a los respectivos arquitectos de nube de
hiperescalador para planificar y dimensionar el almacenamiento y la cantidad necesaria de

@ hosts. NetApp recomienda identificar los requisitos de rendimiento de almacenamiento antes de
usar el dimensionador de Cloud Volumes ONTAP para finalizar el tipo de instancia de
almacenamiento o el nivel de servicio apropiado con el rendimiento correcto.

Arquitectura detallada

Desde una perspectiva de alto nivel, esta arquitectura (que se muestra en la figura a continuacion) cubre
cémo lograr la conectividad multicloud hibrida y la portabilidad de aplicaciones entre multiples proveedores de
nube utilizando NetApp Cloud Volumes ONTAP, Google Cloud NetApp Volumes para Google Cloud y Azure
NetApp Files como una opcion de almacenamiento invitado adicional.
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Soluciones NetApp para VMware en hiperescaladores

Obtenga mas informacién sobre las capacidades que NetApp aporta a los tres (3)
hiperescaladores principales: desde NetApp como un dispositivo de almacenamiento
conectado invitado o un almacén de datos NFS complementario hasta la migracién de
flujos de trabajo, la extensién/ampliacion a la nube, la copia de seguridad/restauracion y
la recuperacion ante desastres.

iElige tu nube y deja que NetApp haga el resto!

I_s Microsoft Azure

Google Cloud



@ Para ver las capacidades de un hiperescalador especifico, haga clic en la pestafa
correspondiente a ese hiperescalador.

Salte a la seccion del contenido deseado seleccionando entre las siguientes opciones:

* "VMware en la configuracién de hiperescaladores”
* "Opciones de almacenamiento de NetApp"

* "Soluciones en la nube NetApp /VMware"

VMware en la configuracion de hiperescaladores

Al igual que en las instalaciones locales, la planificacién de un entorno de virtualizacién basado en la nube es
fundamental para lograr un entorno exitoso listo para produccién para la creacion de maquinas virtuales y la
migracion.


https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/.html#config
https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/.html#datastore
https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/.html#solutions

AWS/VMC

Esta seccion describe como configurar y administrar VMware Cloud on AWS SDDC y usarlo en
combinacién con las opciones disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el host es el unico método compatible para conectar Cloud Volumes
ONTAP a AWS VMC.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Implementar y configurar VMware Cloud para AWS
» Conecte VMware Cloud a FSx ONTAP

Ver el detalle"Pasos de configuracién para VMC" .

Azure/AVS

En esta seccion se describe cémo configurar y administrar Azure VMware Solution y usarlo en
combinacién con las opciones disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el invitado es el Unico método compatible para conectar Cloud
Volumes ONTAP a Azure VMware Solution.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Registrar el proveedor de recursos y crear una nube privada
» Conectarse a una puerta de enlace de red virtual ExpressRoute nueva o existente

« Validar la conectividad de la red y acceder a la nube privada
Ver el detalle"Pasos de configuracion para AVS" .

GCP/ GCVE

Esta seccion describe cémo configurar y administrar GCVE y usarlo en combinacion con las opciones
disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el huésped es el unico método compatible para conectar Cloud
Volumes ONTAP y Google Cloud NetApp Volumes a GCVE.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Implementar y configurar GCVE

+ Habilitar el acceso privado a GCVE

Ver el detalle"Pasos de configuracion para GCVE" .

Opciones de almacenamiento de NetApp

El almacenamiento de NetApp se puede utilizar de varias maneras (ya sea como invitado conectado o como
un almaceén de datos NFS complementario) dentro de cada uno de los tres hiperescaladores principales.

Por favor visite"Opciones de almacenamiento de NetApp compatibles" Para mas informacion.


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html
vmw-hybrid-support-configs.html

AWS/VMC
AWS admite el almacenamiento de NetApp en las siguientes configuraciones:

* FSx ONTAP como almacenamiento conectado para invitados
* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
* FSx ONTAP como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para VMC" . Ver el
detalle"Opciones de almacén de datos NFS complementario para VMC" .

Azure/AVS
Azure admite el almacenamiento de NetApp en las siguientes configuraciones:

» Azure NetApp Files (ANF) como almacenamiento conectado invitado
* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
» Azure NetApp Files (ANF) como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para AVS" . Ver el detalle"Opciones
de almacén de datos NFS complementarias para AVS" .

GCP / GCVE
Google Cloud admite el almacenamiento de NetApp en las siguientes configuraciones:

* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
* Google Cloud NetApp Volumes (NetApp Volumes) como almacenamiento conectado para invitados
* Google Cloud NetApp Volumes (NetApp Volumes) como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para GCVE" . Ver el
detalle"Opciones de almacén de datos NFS suplementarias para GCVE" .

Leer mas sobre"Compatibilidad del almacén de datos de Google Cloud NetApp Volumes con Google
Cloud VMware Engine (blog de NetApp )" 0"Cémo usar Google Cloud NetApp Volumes como almacenes
de datos para Google Cloud VMware Engine (blog de Google)"

Soluciones en la nube NetApp /VMware

Con las soluciones de nube de NetApp y VMware, muchos casos de uso son faciles de implementar en el
hiperescalador que usted elija. VMware define los principales casos de uso de carga de trabajo en la nube

como:

* Proteger (incluye recuperacion ante desastres y copia de seguridad/restauracion)
* Emigrar

» Extender


../vmware/vmw-aws-vmc-guest-storage.html
../vmware/vmw-aws-vmc-nfs-ds-config.html
../vmware/vmw-azure-avs-guest-storage.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-azure-avs-nfs-ds-config.html
../vmware/vmw-gcp-gcve-guest-storage.html
../vmware/vmw-gcp-gcve-nfs-ds-overview.html
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://www.netapp.com/blog/cloud-volumes-service-google-cloud-vmware-engine/
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine
https://cloud.google.com/blog/products/compute/how-to-use-netapp-cvs-as-datastores-with-vmware-engine

AWS/VMC
"Explorar las soluciones de NetApp para AWS/VMC"

Azure/AVS

"Explorar las soluciones de NetApp para Azure/AVS"

GCP / GCVE
"Explorar las soluciones de NetApp para Google Cloud Platform (GCP) / GCVE"

Configuraciones compatibles con NetApp Hybrid Multicloud
con VMware

Comprender las combinaciones para el soporte de almacenamiento de NetApp en los
principales hiperescaladores.

Invitado conectado Almacén de datos NFS complementario
AWS CVO FSx ONTAP"Detalles" FSx ONTAP"Detalles"
Azur CVO ANF"Detalles" ANF"Detalles"
GCP Volumenes CVO NetApp"Detalles" Volumenes de NetApp"Detalles”

VMware en la configuracién de hiperescaladores

Configuraciéon del entorno de virtualizacion en el proveedor de nube

Aqui se describen los detalles sobre como configurar el entorno de virtualizacion en cada
uno de los hiperescaladores compatibles.


https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/vmw-aws-vmc-solutions.html
https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/vmw-azure-avs-solutions.html
https://docs.netapp.com/es-es/netapp-solutions-cloud/vmware/vmw-gcp-gcve-solutions.html
vmw-aws-vmc-guest-storage.html
vmw-aws-vmc-nfs-ds-overview.html
vmw-azure-avs-guest-storage.html
vmw-azure-avs-nfs-ds-overview.html
vmw-gcp-gcve-guest-storage.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS/VMC

Esta seccion describe como configurar y administrar VMware Cloud on AWS SDDC y usarlo en
combinacién con las opciones disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el host es el unico método compatible para conectar Cloud Volumes
ONTAP a AWS VMC.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Implementar y configurar VMware Cloud para AWS
» Conecte VMware Cloud a FSx ONTAP

Ver el detalle"Pasos de configuracién para VMC" .

Azure/AVS

En esta seccion se describe cémo configurar y administrar Azure VMware Solution y usarlo en
combinacién con las opciones disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el invitado es el Unico método compatible para conectar Cloud
Volumes ONTAP a Azure VMware Solution.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Registrar el proveedor de recursos y crear una nube privada
» Conectarse a una puerta de enlace de red virtual ExpressRoute nueva o existente

« Validar la conectividad de la red y acceder a la nube privada
Ver el detalle"Pasos de configuracion para AVS" .

GCP/ GCVE

Esta seccion describe cémo configurar y administrar GCVE y usarlo en combinacion con las opciones
disponibles para conectar el almacenamiento de NetApp .

@ El almacenamiento en el huésped es el unico método compatible para conectar Cloud
Volumes ONTAP y Google Cloud NetApp Volumes a GCVE.

El proceso de configuracion se puede dividir en los siguientes pasos:

* Implementar y configurar GCVE

+ Habilitar el acceso privado a GCVE

Ver el detalle"Pasos de configuracion para GCVE" .

Implementar y configurar el entorno de virtualizacion en AWS

Al igual que en las instalaciones locales, la planificacién de VMware Cloud on AWS es
fundamental para lograr un entorno exitoso listo para produccién para la creacion de
maquinas virtuales y la migracion.

10


../vmware/vmw-aws-vmc-setup.html
../vmware/vmw-azure-avs-setup.html
../vmware/vmw-gcp-gcve-setup.html

Esta seccion describe como configurar y administrar VMware Cloud on AWS SDDC y usarlo en combinacion
con las opciones disponibles para conectar el almacenamiento de NetApp .

@ Actualmente, el almacenamiento en el host es el unico método compatible para conectar Cloud
Volumes ONTAP (CVO) a AWS VMC.

El proceso de configuracion se puede dividir en los siguientes pasos:

11



Implementar y configurar VMware Cloud para AWS

"VMware Cloud en AWS"Proporciona una experiencia nativa de la nube para cargas de trabajo basadas
en VMware en el ecosistema de AWS. Cada centro de datos definido por software (SDDC) de VMware
se ejecuta en una nube privada virtual (VPC) de Amazon y proporciona una pila VMware completa
(incluido vCenter Server), redes definidas por software NSX-T, almacenamiento definido por software
vSAN y uno o mas hosts ESXi que proporcionan recursos informaticos y de almacenamiento a sus
cargas de trabajo.

En esta seccion se describe como configurar y administrar VMware Cloud on AWS y usarlo en
combinacion con Amazon FSx ONTAP o Cloud Volumes ONTAP en AWS con almacenamiento invitado.

@ Actualmente, el almacenamiento en el host es el unico método compatible para conectar
Cloud Volumes ONTAP (CVO) a AWS VMC.

El proceso de configuracion se puede dividir en tres partes:

Registrese para obtener una cuenta de AWS

Registrese para obtener una"Cuenta de Amazon Web Services" .
Necesita una cuenta de AWS para comenzar, suponiendo que aun no haya una creada. Ya sea

nuevo o existente, necesitara privilegios administrativos en la cuenta para muchos pasos de este
procedimiento. Mira esto"enlace" para obtener mas informacion sobre las credenciales de AWS.

Registrese para obtener una cuenta My VMware

Registrese para obtener una"Mi VMware" cuenta.
Para acceder a la cartera de nubes de VMware (incluido VMware Cloud en AWS), necesita una

cuenta de cliente de VMware o una cuenta My VMware. Si aun no lo ha hecho, cree una cuenta de
VMware"aqui" .
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https://www.vmware.com/products/vmc-on-aws.html
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https://customerconnect.vmware.com/account-registration

Aprovisionamiento de SDDC en VMware Cloud

Una vez configurada la cuenta de VMware y realizada la dimensionacién adecuada, la
implementacion de un centro de datos definido por software es el siguiente paso obvio para utilizar
el servicio VMware Cloud on AWS. Para crear un SDDC, seleccione una region de AWS para
alojarlo, asignele un nombre al SDDC y especifique cuantos hosts ESXi desea que contenga el
SDDC. Si aun no tiene una cuenta de AWS, puede crear un SDDC de configuracion de inicio que

contenga un solo host ESXi.

1. Inicie sesion en VMware Cloud Console utilizando sus credenciales de VMware existentes o

recién creadas.

Welcome to
VMware Cloud Services

Sign in with your Vikware account

Email address

New to Viware Cloud?

CREATE YOUR VMWARE ACCOUNT

EMNGLISH

OO WHwae, Ins Termd  Pimey  Coderls Pelessy Hians

2. Configure la region de AWS, la implementacion y el tipo de host y el nombre del SDDC:

changas.

Launchpad

w SDOC Propariies
& soocs
T Subscriptions
i= Acthdty L
siin fred AW Bk
=1 Tools
« Dgveloper Contar Diapleymant
Haost Type
EDDC Name

Mursiber &l Hagts

Hast Capacity

Tousi Copacty

Give your SDDIC & name. chooss a size, and spocify the AWS reglon wheta it will be

created

US ‘West [Oregon)

O singse Host Pl Host

e

[ EE- R ] 13en (Logal 5503 3

PRt -

|

(4 Vhost 5D0Cs expie in 60 days. LEARN MORE

2 Locknts, 38 Cores B12GIE SAM, 1037 TH Starsge

2 Socupts 38 Cores, 513 GIB SaM, 10 37 TE Storage

SHOW ADVANCED CONFIGURATION

WEXT

2 Connect to AWS

Specify the AWS account that you want to connect your SDDC with
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3. Conéctese a la cuenta de AWS deseada y ejecute la pila AWS Cloud Formation.

CloudFermation Stacks

Quick create stack

Template

It Ferimware-stlck 83 is-west-Lamazariass ooy 1eh0d T54-a 706-4488-ab68-65 2aad0a S0
Syl ohtclsah3lsnTSneggSorabdod 7ilfg 07 m Ty 638

Stack description

This et i ereated by Viwane Cloud on A0S for SDOC deploymant an evtancy, Pleasa o NoT remeve,

Stack name

Stack rame

yrraaee-sdde-formation-af 757 cd-p Sac-4nbL-9d1 e-SaSdabd 1570

Parameters

Paramesers ame deined m yoar TempiEte o sllow pom o inpr Qurbom vk es wher you crEE or updace 3 toc

Stack name

Stack name
wrerwarg-sedde - formation-a8 7151 c9-pSac-dnhd -G te-Gaidabd 1570 7

Stack name can et e (A7 ard 321, numben: (129, and catres (-]

Parameters
Parmmeaers sre definad in your te

O T It

3t el £ Wher you el or Lupd

Mo parameters

Thore an: na parameters defined in your iemplate

Capabilities

() The following resourcels) require capa b ithes: [AWS: 1AM :Rala]

s A0gess 10 mee Changes 10 your AWS agcount

12

Thes template oo

i Identity and Access Management (LAM) sesources that might oeovide ent
Chick that you want o creats aach of these resources and that thay have the minimuem required parmissions,

I acknowwdedge that AWS CloudFormation might oreate 1AM resources.

Cancel | Create change set




SNTTHeEr.COm

2 sCDC Froperties niap-fsn-demo - 1Hosts - o

« 2 Connect to AWS

city thie AWS Bccounl that you wa ECT your SDIDC with

¢ for your EDEC on yomr AWS Infrastructune using

Davwloper Canter

Establishing Connection

i 1T g 80 Geanan

WEXT

S yTTErE.COm

o S0DC Fropertkes niap-fen-demo - 1 Hosts - o

« 2 Connect to AWS

ity thie AWS account thatl you wal & CONMEET Waur SDDC Witk

y for pous EDDC on your AWS Infrastiuctione using

Deaywloper Canter

g ter e @

Chaean an AWE seeeun T e

Congratulations!
Your connection is sueccessfully established |

o Sk - b A e - ST i A

L 1 VTR
e R

MEXT

VOC and subhet

i Configure Net

@ En esta validacion se utiliza la configuracién de host unico.

4. Seleccione la VPC de AWS deseada para conectar el entorno de VMC.



S NTTANEr.COm

<«
Connect 1o AWS Aws Account ID 334 a001e-16a7-3860-01a7 - 300447 Ddbidb
sunchpad
B 5000 . <
- 3 VP and subret Specitythe VRC and the submet to connect to your AWS scoount
Submctnicon
Actvity Leg :

wRC YpC-OcEdnatet d20m {100,006

Davwloper Canter

w A, Confgure Netwik Managenent Subnet (aptional)

[

5. Configure la subred de administracion de VMC; esta subred contiene servicios administrados
por VMC, como vCenter, NSX, etc. No elija un espacio de direcciones superpuesto con otras
redes que necesiten conectividad con el entorno SDDC. Por ultimo, siga las recomendaciones
para el tamano de CIDR que se indican a continuacion.

- VITAareCom

1< ¥
sunchpad
¥ SPDC Fropertias Map-fex-dena - 1 Hosts - us-west-2
B2 5ODC
nrect i AWS Lwe Account D 3adacie-fSa7-3RG0-b1a7-30%d7 Odbtdt
VPG and subnet VPE - vpe-0cE TSaa5es T d2ddl
Davploper Canter
d Coanfigure Metwork Management Subnet (apticonal)

+ Speily i

* Choose a rang
& Minimuen CIOR

+ Ressevsd CIORs 10 00.008, 72310 O/

Mannyeennnt Sulnel

i
NEXT I

Review dnd Acknowladge Review and acknowledge cost before deployiment

[

6. Revise y reconozca la configuracion del SDDC y luego haga clic en implementar el SDDC.
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v VMwiare Clowed

THis siep goes Vidwore permiason 1o sel un networking cormecty for your SO0

Sk foe wove. (@) Conmct b AW s

Thoose bn BWS accoust ETEIEN
Aty Log
Too Congratulations!
Your connection is succasshuly established,
vl i EaNTE
f e 00 Lo maton ad T b alec b e e seldsd S
il
KEET
VPG pad subngt VPG - vpo-Gos FodaateE T oddd
) Coafigurs Metwork 10,45 0.0/2
5 Bevew ant Acknowkdge Baview and acknowletgs ool betorg daployment

Pheass confinm INal pou are dwads of thi Telowing b-Hoes deployving s SDOC

B chapos st oncs your SO0 hi

DEPLEY BODE

El proceso de implementacién normalmente demora aproximadamente dos horas para

completarse.

v, W hware Cloud

“ (5DDC)

Liunchpad
SO0Cs

(E) S00Cs nave benn addod anador emeved. Tedrosn The oo o updacs o dats

Pafes oy

7 ntap-fex-demo

& (75 Daporby onAWs
Daweloned Centar e e i

DEFLOYING SDDC

Ectimatea time T complation® 86 Mingtos

How easy was il for you to create your SDDCT

7. Una vez finalizado, el SDDC estara listo para su uso.
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Para obtener una guia paso a paso sobre la implementacion de SDDC, consulte"Implementar un

Software-Defined Data Centers

(SDDCQ)
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SDDC desde la consola VMC" .

Storage
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-operations/GUID-EF198D55-03E3-44D1-AC48-6E2ABA31FF02.html

Conecte VMware Cloud a FSx ONTAP

Para conectar VMware Cloud a FSx ONTAP, complete los siguientes pasos:

1. Una vez completada la implementacion de VMware Cloud y conectada a AWS VPC, debe
implementar Amazon FSx ONTAP en una nueva VPC en lugar de la VPC conectada original
(consulte la captura de pantalla a continuacion). No se puede acceder a FSx (IP flotantes NFS y
SMB) si esta implementado en la VPC conectada. Tenga en cuenta que los puntos finales ISCSI
como Cloud Volumes ONTAP funcionan bien desde la VPC conectada.

+ ALLSCOCS

| OPEN VCENTER ACTIGNS ¥ |

ﬁ ntap_fsx.demg | AN i AWS SDOE 5 LS Wl (Cregn)

Sumiracy,  Mebeorking & Seurlly.  Add D Mardenence  Trowbleshoobing  Setings

®

overvlew Owvenview

Metwark
Sagmenis
o)

HAT Managemon Gateway Crracn: @

W EUEEG 24 T2 349

Tier-1 Galaways
Tianes Capnect P

Seurity

Galeway Firewall

WS vl TEIT

DAL
W5 vl

[estabutied Findell

bl G o r
rvertery S

25 3 Cenapcien
Groups o e }

Sarvices

& N FPRag Wn Cergirad

Workuns Machines

Tock ¥
FFiX o)
Port Mirroring
Conmested Cormnzhes U g Sl BAaatind 13 ()
System

OHNS

THEEEER

g PAT Sl

Drrect Connect

2. Implemente una VPC adicional en la misma region y luego implemente Amazon FSx ONTAP en la
nueva VPC.

La configuracion de un grupo SDDC en la consola de VMware Cloud habilita las opciones de
configuracion de red necesarias para conectarse a la nueva VPC donde se implementa FSx. En el
paso 3, verifique que la opcién "Configurar VMware Transit Connect para su grupo generara cargos
por cada archivo adjunto y transferencia de datos" esté marcada y luego elija Crear grupo. El proceso
puede tardar unos minutos en completarse.
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. Adjunte la VPC recién creada al grupo SDDC recién creado. Seleccione la pestafia VPC externa y
siga las instrucciones."Instrucciones para conectar una VPC externa" al grupo. Este proceso puede

&

< Create 5DDC Group

1, Harts sned DascHgten
1 Mambarship Mampers 1

1 dcknowisdgseen

CRIATE SROUP

tardar entre 10 y 15 minutos en completarse.

ALL 5000 Crovee

sddcaroupdi

Exiernal VR

| Az acesun

WA Ao 0 Fomag i e e

s WG G SREE 1y TR T- QT i T A S

ACTIOHS
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https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A3D03968-350E-4A34-A53E-C0097F5F26A9.html
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4. Como parte del proceso de VPC externo, se le solicita a través de la consola de AWS un nuevo
recurso compartido mediante el Administrador de acceso a recursos. El recurso compartido es
el"Puerta de enlace de transito de AWS" administrado por VMware Transit Connect.

Resouirce Access
Manager

Stast sharing your AWS resmorees with other
accounis

AWS Resource Access Manager

Shire 45 retources mith pohes

¥ Shared by ms

Pricing

How it works EWS RAM s alfered sl ne sdational chisye

Thara ar6 no seug Tees or updony
it

Permnziony dbeary S

Mare resources [§
Sattingy

Your AZ 1D

n
USE cases of & resource sornm
¥ Thins rrisikess 18 doaslon S o
1 ik 0 prwisinn resoerTes cantally = a el
Manage resources cemtrally in a multi- Inerease afficiency, decrease coits - g

acenunt and share them soroas muitinle

L o b

account environment


https://aws.amazon.com/transit-gateway
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»
it Iy Dheta ity and formatean felating te this resource share

Resource sheres

Weject resource share :r—nu 0 share
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Princinzls
Summary
¥ Shared with me
Sesisurea shans
S W GrOup-cod9300%-15a7-4Tas-B0 16~ B45455501102 010016 @ panding
Brnn ipuads s TEa Teiah
Ann Beruat
. AW - TISTEISINELS
Permmatony Wby S
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5. Cree el archivo adjunto de la puerta de enlace de transito.

VL Trars !t gataway 3tEchments ot TrENGIE gatRARy Attachmant

Create transit gateway attachment .

A ransit gatewaoy (TEW) o'a network ransit bub thet interconrects attechments (WPCs and VPX s} within the same AN
SLEOUNE oF ACross AWS accounts,

Details

Mama tag - aptiana
Crmstes 3 T W He sy el B K and e wil e s 10 3he sec e wiing

TTyAran st o eway-attachment

Trans® gateway 1D infs

w001 GAGL3Ee el Ta2ch L

Artachment type Info
WL ¥

VPC attachment

St and rorfgum wou-VEE st

B ONS support s

|Pifi support o

WPLID

Sefner (e VPL b0 rach 1o (e Wenhit gatevy

wpc I CTRAb oA U5 RIS (ymofsrd vpo) v

Subnet 105 Info

6. De regreso en la consola VMC, acepte la conexion de VPC. Este proceso puede tardar
aproximadamente 10 minutos en completarse.
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7. Mientras esté en la pestafa VPC externa, haga clic en el icono de edicion en la columna Rutas y
agregue las siguientes rutas requeridas:

> Una ruta para el rango de IP flotante para Amazon FSx ONTAP"IP flotantes" .
o Una ruta para el rango de IP flotante para Cloud Volumes ONTAP (si corresponde).

o Una ruta para el espacio de direcciones VPC externo recién creado.
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8. Por ultimo, permitir el trafico bidireccional"reglas de firewall" para acceder a FSx/CVO. Sigue
estos"pasos detallados" para reglas de firewall de puerta de enlace de computo para la conectividad
de carga de trabajo de SDDC.


https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-A5114A98-C885-4244-809B-151068D6A7D7.html
https://docs.vmware.com/en/VMware-Cloud-on-AWS/services/com.vmware.vmc-aws-networking-security/GUID-DE330202-D63D-408A-AECF-7CDC6ADF7EAC.html

Edit Routes

9. Una vez configurados los grupos de firewall para la puerta de enlace de administracion y de computo,
se puede acceder a vCenter de la siguiente manera:
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El siguiente paso es verificar que Amazon FSx ONTAP o Cloud Volumes ONTAP esté configurado segun
sus requisitos y que los volumenes estén aprovisionados para descargar componentes de
almacenamiento de vSAN para optimizar la implementacion.

25



Implementar y configurar el entorno de virtualizacion en Azure

Al igual que en las instalaciones locales, la planificacion de Azure VMware Solution es
fundamental para lograr un entorno exitoso listo para produccién para la creacion de
maquinas virtuales y la migracion.

En esta seccion se describe como configurar y administrar Azure VMware Solution y usarlo en combinacion
con las opciones disponibles para conectar el almacenamiento de NetApp .

El proceso de configuracion se puede dividir en los siguientes pasos:
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Registrar el proveedor de recursos y crear una nube privada

Para utilizar Azure VMware Solution, primero registre el proveedor de recursos dentro de la suscripcion
identificada:

I T o

. Sign in en el portal de Azure.

En el menu del portal de Azure, seleccione Todos los servicios.

En el cuadro de diadlogo Todos los servicios, ingrese la suscripcion y luego seleccione Suscripciones.
Para ver, seleccione la suscripcion de la lista de suscripciones.

Seleccione Proveedores de recursos e ingrese Microsoft.AVS en la busqueda.

Si el proveedor de recursos no esta registrado, seleccione Registrar.

Home > Sulscnplions

Subscriptions o | Resource providers - X

£ Add [T Manage Polices Search (Ctrl+ () Refresh

View Iest of subsonpions for which you have ANVE
rede-ated socedt control (REAC) per st Rescurce groups
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sulbricriptans for which you have biling
BRI, Chcu re s Proview leatures Proseides Statud
Shamrg tubsorptions. on Netpp drectory
Don't see a subscription? = Usage =« quotas IM_l-y_e;!: A5 R r I
i ———— @ Regateng
My rode Status B Pokcies
B sebected s 3 vl tied g ¥ Maragement costificates

Apply R My peimessions

Showing 1of 1 subscriptions. [l gleos
Shag 0y Sulbrscrplions selected m the

v ptae Rt

Resource providers

= Deployments
— Nl Properties

Subscription name T,
4 Rescurce locks

1V Support + troubleshootng w
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Provider Status

Microsoft.OperationsManagement @ Registered
Microsoft Compute @ Registered
Microsoft. ContainerService © Registered
Microsoft Managedidentity @ Registered
MicroscftAVS @ Registered
Microsoft Operationalinsights @ Registered
Microsoft. GuestConfiguration @ Reaistered

7. Una vez registrado el proveedor de recursos, cree una nube privada de Azure VMware Solution
mediante el portal de Azure.

8. Sign in en el portal de Azure.
9. Seleccione Crear un nuevo recurso.

10. En el cuadro de texto Buscar en Marketplace, ingrese Azure VMware Solution y seleccionelo de los
resultados.

11. En la pagina de Azure VMware Solution, seleccione Crear.

12. Desde la pestafa Basico, ingrese los valores en los campos y seleccione Revisar + Crear.
Notas:

» Para comenzar rapidamente, recopile la informacion necesaria durante la fase de planificacion.

« Seleccione un grupo de recursos existente o cree un nuevo grupo de recursos para la nube privada.
Un grupo de recursos es un contenedor logico en el que se implementan y administran los recursos
de Azure.

» Asegurese de que la direccion CIDR sea uUnica y no se superponga con otras redes virtuales de
Azure o redes locales. El CIDR representa la red de administracion de nube privada y se utiliza para
los servicios de administracion de cluster, como vCenter Server y NSX-T Manager. NetApp
recomienda utilizar un espacio de direccion /22. En este ejemplo, se utiliza 10.21.0.0/22.
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El proceso de aprovisionamiento tarda aproximadamente entre 4 y 5 horas. Una vez completado el
proceso, verifique que la implementacion se haya realizado correctamente accediendo a la nube privada
desde el portal de Azure. Se muestra el estado “Exitoso” cuando se completa la implementacion.

Una nube privada de Azure VMware Solution requiere una red virtual de Azure. Debido a que Azure
VMware Solution no es compatible con vCenter local, se requieren pasos adicionales para integrarlo con
un entorno local existente. También es necesario configurar un circuito ExpressRoute y una puerta de
enlace de red virtual. Mientras espera que se complete el aprovisionamiento del cluster, cree una nueva
red virtual o use una existente para conectarse a Azure VMware Solution.
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Conectarse a una puerta de enlace de red virtual ExpressRoute nueva o existente

Para crear una nueva red virtual de Azure (VNet), seleccione la pestafia Conectar red virtual de Azure.
Como alternativa, puede crear uno manualmente desde el portal de Azure utilizando el asistente Crear
red virtual:

1. Vaya a la nube privada de Azure VMware Solution y acceda a Conectividad en la opcion Administrar.

2. Seleccione Azure VNet Connect.

3. Para crear una nueva VNet, seleccione la opcion Crear nuevo.
Esta caracteristica permite conectar una red virtual a la nube privada de Azure VMware Solution. La
red virtual permite la comunicacién entre cargas de trabajo en esta red virtual al crear
automaticamente los componentes necesarios (por ejemplo, Jump Box, servicios compartidos como

Azure NetApp Files y Cloud Volume ONTAP) en la nube privada creada en Azure VMware Solution
sobre ExpressRoute.

Nota: El espacio de direcciones de VNet no debe superponerse con el CIDR de la nube privada.

@ nimoavspriv | Connectivity = - x
=+ Ay Private cloud
D Search (Ctri+/) @ = '\'_:' Refresh

@& Overview

Azure vMet connect  Settings ExpressRoute Public IP
EH Activity log S
This is an opticnal feature that allows an Azure virtual network to be connected to your Azure Vidware Solution
B Access control (IAM) private cloud. A viNet enables the communication between workioads in this virtual network (for example,
Jumpbow} to the private cloud created in Azure YiMware Solution over ExpressRoute, Only a viNet with a valid
¢ subnet ‘GatewaySubnet” should be selected. You can create a new vMet or use an existing one provided the vNet
. address space does not overlap with your private cloud CIDR. Learn more about adding a subnet in a virtual
network

Tags

Diagnose and solve problems
Settings Virtual network hL
& Locks Create new

Address block for vnet
Manage

& Connectivity Address block for private cloud 10:21.0.0/22 oy
M@ identity
B Clusters

- Add-ons o

4. Proporcione o actualice la informacién para la nueva VNet y seleccione Aceptar.
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Create virtual network ®

This wirtual netwark enables the communication befween workkoads in this virtual netwaork (2., a lumphost) to the private cloud oreated in
Azure Viiware Sodution ower an BExpress route, A default ddress range and & subnet is selected for this virtual netwaork. For changing the
defauit address range and submet of this virtual network, follow these steps. Step 1! Change the *Address Range” to desired range (e.g.
TF2160,0/16) Step 2 Add a subnet under "Subnets” with the name as "Gatewsysubnet” and provide subnet's address mange In CIDR natation
feg. 172:16.1.0/24), Leam morz about virtual natworks C

Mame = nimoavspriv-vnet

Address space

The virtual network's address space specified as one or mare address prefives in CIDR notation {e.g. 10.0.0.0/16).

||  Address range Addresses Overlap

I:I 172240016 Tr2.24.04 - 172.24,255.254 (65531 addresses) Mane ]
0 Addreases) Mane

Subnets

The subnet's address range in CIOR notation (e.g. 10.0U000/24), t must be contained by the address space of the virual network

D Submnet name Address range Addresses
] Gatewsysubnet 172200024 V722404 - 17224.0.254 (251 addresses) ¥
[0 Addresses)

I o |

La red virtual con el rango de direcciones proporcionado y la subred de puerta de enlace se crea en la
suscripcion y el grupo de recursos designados.

®

Si crea una red virtual manualmente, cree una puerta de enlace de red virtual con el SKU
adecuado y ExpressRoute como tipo de puerta de enlace. Una vez completada la
implementacién, conecte la conexion ExpressRoute a la puerta de enlace de red virtual
que contiene la nube privada de Azure VMware Solution usando la clave de autorizacion.
Para obtener mas informacion, consulte "Configurar la red para su nube privada de
VMware en Azure" .
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Validar la conexion de red y el acceso a la nube privada de Azure VMware Solution

Azure VMware Solution no le permite administrar una nube privada con VMware vCenter local. En su
lugar, se requiere un host de salto para conectarse a la instancia de vCenter de Azure VMware Solution.
Cree un host de salto en el grupo de recursos designado e inicie sesion en Azure VMware Solution
vCenter. Este host de salto debe ser una maquina virtual de Windows en la misma red virtual que se cre6
para la conectividad y debe proporcionar acceso tanto a vCenter como a NSX Manager.

Create a virtual machine

Basics  Disis  Networong Manggement  Advanced Tags  Review » reate

Create a virtual machine that funs Linen o Windows. Select an imags from azure madbetplace or wse your own cusiomized
image. Complete the Bamct tab then Biview = creake 1o prowion a vwiual machene with delaull parameters oF renes aach
Ak for full customeatian. Ledrn mone of

Project detalls

Seded! the dubicnphon 10 manage deployed retourdes ind casti. Uhie ridooros groaps like Tokderd 1o anganae and
manage all yous resourced

Subscrphion * (5 5235 Bachup Produdtion o
Resource group * O | MimaavEDeme bl

Create new

Instance details

Wirtual maching nasme * . RS

Regron I:U:l_‘- Easi U5 2 i

Avadabality opteond Mo srasiructure redundandy reguaed il

Image * B windows Server 2012 B2 Dalacenter - Genl L
S ol mages

Argre Spot imstance I:]

Sire * Sandard DiZs v} - I vopas. § Gl mamadny (81 30,67 month) bl

>d Al ST

Una vez aprovisionada la maquina virtual, utilice la opcion Conectar para acceder a RDP.
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Home CreateVm-MicrosoftWindowsServer WindowsServer-201-202 10812120806 mmAVSIH

& nimAVSJH | Connect

Wirtual machine

2 Search (Ctrl+))

A Toimprove secunity, enable just-in-fime aooess on this VM, =
B Ovendew ity
B Activity log RDP S5H BASTION
Fa Access controf (LAM) "
Connect with RDP
‘ Tags To-connect to your virtual machine via RDP, select an 1P address, opticnally change the port number, and download the
RDP file.
& Diagnose and solve problems -
IP address *
Settings Public IP address {52.138,103.13%) il
& Networking Part number *
& Connect 3389
8 Disks Download RDP File
0 size

Sign in en vCenter desde esta maquina virtual de host de salto recién creada utilizando el usuario
administrador de la nube. Para acceder a las credenciales, vaya al portal de Azure y navegue a ldentidad
(en la opcidon Administrar dentro de la nube privada). Las URL y las credenciales de usuario para la nube
privada vCenter y NSX-T Manager se pueden copiar desde aqui.

nimoavspriv | l[dentity = X
AVS Private cloud
Login credentials
£ Search (Ctrl+/f) —
Hr Access control {(IAM) ~ vCenter credentials
¢ Tags Web client URL © https10.21.0.2¢ i
£2 Diagnose and solve problems Admin usemame () cmu&a&;-n'i'n@-:r\-sphele_[ocal Fj
Settings Admin password (0
B Locks
Certificate thumbpnint ) AE26B15A5CE38DC069D35F045F088CAB3434TSEC iy
Manage
i NSX-T Manager credentials
@ Connectivity Wab client URL O https/10.21.03/ ny
o0 |dentity , - A
Admin username (O wdlr‘l'un m
By Clusters
Admin pa d & [
B Placement policies (preview) W e
+ Add-ons Certificate thumbprint (0 B2B722EAGB3958283EE159007246D5166D050903 oy

En la maquina virtual de Windows, abra un navegador y navegue hasta la URL del cliente web de
vCenter("https://10.21.0.2/" )y use el nombre de usuario administrador como
cloudadmin@yvsphere.local y pegue la contrasefia copiada. De manera similar, también se puede
acceder al administrador de NSX-T mediante la URL del cliente web("https://10.21.0.3/" )y use
el nombre de usuario administrador y pegue la contrasefia copiada para crear nuevos segmentos o
modificar las puertas de enlace de niveles existentes.

@ Las URL del cliente web son diferentes para cada SDDC aprovisionado.
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El SDDC de Azure VMware Solution ya esta implementado y configurado. Aproveche ExpressRoute
Global Reach para conectar el entorno local a la nube privada de Azure VMware Solution. Para obtener
mas informacioén, consulte "Vincular entornos locales a Azure VMware Solution" .

Implementar y configurar el entorno de virtualizacion en Google Cloud Platform
(GCP)

Al igual que en las instalaciones locales, la planificacion de Google Cloud VMware
Engine (GCVE) es fundamental para lograr un entorno exitoso listo para produccion para
la creacion de maquinas virtuales y la migracion.

Esta seccion describe cémo configurar y administrar GCVE y usarlo en combinacion con las opciones
disponibles para conectar el almacenamiento de NetApp .
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El proceso de configuracion se puede dividir en los siguientes pasos:

Implementar y configurar GCVE

Para configurar un entorno GCVE en GCP, inicie sesién en la consola de GCP y acceda al portal de
VMware Engine.

Haga clic en el boton “Nueva nube privada” e ingrese la configuracion deseada para la nube privada
GCVE. En "Ubicacién", asegurese de implementar la nube privada en la misma regién/zona donde se
implementa NetApp Volumes/CVO, para garantizar el mejor rendimiento y la menor latencia.

Prerrequisitos:

 Configurar la funcion de administrador de IAM del servicio VMware Engine
» "Habilitar el acceso a la APl de VMWare Engine y la cuota de nodo"

» Asegurese de que el rango CIDR no se superponga con ninguna de sus subredes locales o en la
nube. El rango CIDR debe ser /27 o superior.

Google Cloud VMware Engine

& Create Private Cloud

Private Cloud name

e - _
NiMoGIVE
P
=
LAt e o I
.‘.—\) us~#astd » v-200e-a » VE Placement Group 2 ¥
detwegra
Mode type
o~
T
NiAbwlry B RAM
=3¢ bee (AJ-Flash)
\epount
Mode count *
viphere/VSAN subinets CIDR rangs *
1YELIEE.T00.0 3 =
P Rasge: 192.160.300.0 - 192,168 103,755
HCX Deployment Netwark CIDR range
1921681040 4 =

1P Range 1921681040 - 192188 10453

Nota: La creacion de una nube privada puede tardar entre 30 minutos y 2 horas.
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Habilitar el acceso privado a GCVE
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Una vez aprovisionada la nube privada, configure el acceso privado a la nube privada para una conexion
de ruta de datos de alto rendimiento y baja latencia.

Esto garantizara que la red VPC donde se ejecutan las instancias de Cloud Volumes ONTAP pueda
comunicarse con la nube privada de GCVE. Para ello, siga las"Documentacion de GCP" . Para el servicio
de volumen en la nube, establezca una conexién entre VMware Engine y Google Cloud NetApp Volumes
realizando un emparejamiento unico entre los proyectos del host del inquilino. Para conocer los pasos
detallados, siga este"enlace" .

Tenant F Service Region +  Routing Mode - Pesred Project 1D ~  Peared VPC ~ VPCPeering Sta.. ~ Region Status
kef4 1 3888560 VIPC Metwisdk Eurape-weitd Glotas! Ev-perlah mance- 18, Elound - lames - Whe & Artive ® Connected

1bd 7275100 3ebbf Metapp TVS elrope-wistd Global w2bac 17 I02akddc nétapp-tenant-vpo ® Active ® Connectad

Sign in en vCenter con el usuario CloudOwner@gve.local. Para acceder a las credenciales, vaya al portal
de VMware Engine, vaya a Recursos y seleccione la nube privada adecuada. En la seccién Informacion
basica, haga clic en el enlace Ver para obtener la informacion de inicio de sesion de vCenter (vCenter
Server, HCX Manager) o la informacién de inicio de sesion de NSX-T (NSX Manager).

Google Cloud VMware Engine

Resources
|Fj & gove-cvs-hw-eu-westd LINCH VSPHERE CLIE G
Hume &
)
= SUMMARY LUSTLR IENE TS ACTIVITY WEPHERE ARG EMENT ME TS ADNANCED WEENTER SETTINGS DS COMFIGLRATICON
Hrinurtes
AT Mame Seatiis Cloud Manitoring
prve-tvs-fiwe-euwestd » Operatinnnl
Pertamrs
1) Chusters Logation Privaie Cloud DNS Servers
o
il i eurape-westd » v 1one-a » VE Placement Groug 1 00148 1001479
Asielty
- wiphere/vEAN sutinets CIDR range Expandable Upgradeabls
fr Basi Infa i i .
sy ol e Mo i
F—
wConter kogin info WSH-T kogin Info
v Reset pograord Wirw  Reset pasawond
Tolal odes Total CPU capacity Totsl RAM
+ 4 244 gores 072 GE
(@ Total stosage capachty
Capacity T8 TH Raw, 128 TH Cache, All-Flash

En una maquina virtual de Windows, abra un navegador y navegue hasta la URL del cliente web de
vCenter("https://10.0.16.6/" )y use el nombre de usuario administrador como
CloudOwner@gve.local y pegue la contrasefia copiada. De manera similar, también se puede acceder al
administrador de NSX-T mediante la URL del cliente web("https://10.0.16.11/" )y use el nombre
de usuario administrador y pegue la contrasefia copiada para crear nuevos segmentos o modificar las
puertas de enlace de niveles existentes.

Para conectarse desde una red local a la nube privada de VMware Engine, aproveche la VPN en la nube
o Cloud Interconnect para obtener una conectividad adecuada y asegurese de que los puertos
necesarios estén abiertos. Para conocer los pasos detallados, siga este"enlace” .
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Implementar el almacén de datos complementario de Google Cloud NetApp Volumes en GCVE

Referirse"Procedimiento para implementar un almacén de datos NFS complementario con volumenes

NetApp en GCVE"

Almacenamiento de NetApp en nubes publicas

Opciones de almacenamiento de NetApp para proveedores de nube publica

Explore las opciones para NetApp como almacenamiento en los tres hiperescaladores

principales.

37


vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

AWS/VMC
AWS admite el almacenamiento de NetApp en las siguientes configuraciones:

* FSx ONTAP como almacenamiento conectado para invitados
* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
* FSx ONTAP como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para VMC" . Ver el
detalle"Opciones de almacén de datos NFS complementario para VMC" .

Azure/AVS
Azure admite el almacenamiento de NetApp en las siguientes configuraciones:

» Azure NetApp Files (ANF) como almacenamiento conectado invitado
* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
» Azure NetApp Files (ANF) como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para AVS" . Ver el detalle"Opciones
de almacén de datos NFS complementarias para AVS" .

GCP / GCVE
Google Cloud admite el almacenamiento de NetApp en las siguientes configuraciones:

* Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
* Google Cloud NetApp Volumes (NetApp Volumes) como almacenamiento conectado para invitados

» Google Cloud NetApp Volumes (NetApp Volumes) como almacén de datos NFS complementario

Ver el detalle"Opciones de almacenamiento de conexion de invitados para GCVE" . Ver el
detalle"Opciones de almacén de datos NFS suplementarias para GCVE" .

Leer mas sobre"Compatibilidad del almacén de datos de Google Cloud NetApp Volumes con Google
Cloud VMware Engine (blog de NetApp )" 0"Cémo usar Google Cloud NetApp Volumes como almacenes
de datos para Google Cloud VMware Engine (blog de Google)"

Amazon Web Services: Opciones para utilizar el almacenamiento de NetApp

El almacenamiento de NetApp se puede conectar a Amazon Web Services como
almacenamiento complementario o conectado por invitado.

Amazon FSx for NetApp ONTAP (FSx ONTAP) como almacén de datos NFS complementario

Amazon FSx ONTAP ofrece excelentes opciones para implementar y administrar cargas de trabajo de
aplicaciones junto con servicios de archivos, al tiempo que reduce el TCO al hacer que los requisitos de datos
se integren perfectamente en la capa de aplicaciéon. Cualquiera que sea el caso de uso, elija VMware Cloud
on AWS junto con Amazon FSx ONTAP para obtener rapidamente los beneficios de la nube, una
infraestructura consistente y operaciones desde las instalaciones locales hasta AWS, portabilidad bidireccional
de cargas de trabajo y capacidad y rendimiento de nivel empresarial. Es el mismo proceso y procedimientos
familiares utilizados para conectar el almacenamiento.
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Para obtener mas informacion, visite:

+ "FSx ONTAP como almacén de datos NFS complementario: descripcion general"

* "Amazon FSx para ONTAP como almacén de datos complementario”

Amazon FSx for NetApp ONTAP como almacenamiento conectado para invitados

Amazon FSx ONTAP es un servicio completamente administrado que proporciona almacenamiento de
archivos altamente confiable, escalable, de alto rendimiento y rico en funciones, creado sobre el popular
sistema de archivos ONTAP de NetApp. FSx ONTAP combina las caracteristicas, el rendimiento, las
capacidades y las operaciones API familiares de los sistemas de archivos NetApp con la agilidad, la
escalabilidad y la simplicidad de un servicio de AWS completamente administrado.

FSx ONTAP ofrece almacenamiento de archivos compartido rapido, flexible y repleto de funciones, al que se
puede acceder ampliamente desde instancias de computo de Linux, Windows y macOS que se ejecutan en
AWS o en las instalaciones. FSx ONTAP ofrece almacenamiento en unidad de estado sélido (SSD) de alto
rendimiento con latencias de submilisegundos. Con FSx ONTAP, puede lograr niveles de rendimiento SSD
para su carga de trabajo mientras paga por almacenamiento SSD solo para una pequefia fraccion de sus
datos.

Administrar sus datos con FSx ONTAP es mas facil porque puede tomar instantaneas, clonar y replicar sus
archivos con solo hacer clic en un botén. Ademas, FSx ONTAP organiza automaticamente sus datos en un
almacenamiento elastico de menor costo, lo que reduce la necesidad de aprovisionar o administrar capacidad.

FSx ONTAP también proporciona almacenamiento duradero y de alta disponibilidad con copias de seguridad
totalmente administradas y soporte para recuperacion ante desastres entre regiones. Para facilitar la
proteccién y seguridad de sus datos, FSx ONTAP admite aplicaciones antivirus y de seguridad de datos
populares.

Para obtener mas informacién, visite"FSx ONTAP como almacenamiento conectado para invitados"

Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados

Cloud Volumes ONTAP, o CVO, es la solucion de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Para obtener mas informacion, visite"CVO como almacenamiento conectado para invitados" .
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TR-4938: Montar Amazon FSx ONTAP como un almacén de datos NFS con VMware
Cloud on AWS

Este documento describe como montar Amazon FSx ONTAP como un almacén de datos
NFS con VMware Cloud en AWS.

Introduccion

Toda organizacion exitosa esta en un camino de transformacién y modernizacion. Como parte de este
proceso, las empresas generalmente utilizan sus inversiones existentes en VMware para aprovechar los
beneficios de la nube y explorar cémo migrar, ampliar, extender y brindar recuperacion ante desastres para los
procesos de la manera mas fluida posible. Los clientes que migran a la nube deben evaluar los casos de uso
en términos de elasticidad y explosion, salida del centro de datos, consolidacion del centro de datos,
escenarios de fin de vida util, fusiones, adquisiciones, etc.

Si bien VMware Cloud on AWS es la opcién preferida por la mayoria de los clientes debido a que ofrece
capacidades hibridas unicas, las opciones de almacenamiento nativo limitadas han restringido su utilidad para
las organizaciones con cargas de trabajo con gran capacidad de almacenamiento. Debido a que el
almacenamiento esta directamente vinculado a los hosts, la Unica forma de escalar el almacenamiento es
agregar mas hosts, lo que puede aumentar los costos en un 35-40% o mas para cargas de trabajo intensivas
en almacenamiento. Estas cargas de trabajo necesitan almacenamiento adicional y rendimiento segregado,
no potencia adicional, pero eso significa pagar por hosts adicionales. Aqui es donde el "integracion reciente"
FSx ONTAP resulta util para cargas de trabajo intensivas en almacenamiento y rendimiento con VMware
Cloud en AWS.

Consideremos el siguiente escenario: un cliente requiere ocho hosts en términos de potencia (vCPU/vMem),
pero también tiene un requisito sustancial de almacenamiento. Segun su evaluacion, necesitan 16 hosts para
cumplir con los requisitos de almacenamiento. Esto aumenta el TCO general porque deben comprar toda esa
potencia adicional cuando lo que realmente necesitan es mas almacenamiento. Esto es aplicable a cualquier
caso de uso, incluida migracion, recuperacion ante desastres, rafagas, desarrollo/prueba, etc.

Este documento lo guia a través de los pasos necesarios para aprovisionar y adjuntar FSx ONTAP como un
almacén de datos NFS para VMware Cloud on AWS.

@ Esta solucion también esta disponible en VMware. Por favor visite el"Documentacion de
VMware Cloud en AWS" Para mas informacion.

Opciones de conectividad

@ VMware Cloud on AWS admite implementaciones de FSx ONTAP tanto en una sola zona de
disponibilidad como en varias zonas de disponibilidad.

Esta seccion describe la arquitectura de conectividad de alto nivel junto con los pasos necesarios para
implementar la solucién para expandir el almacenamiento en un cluster SDDC sin la necesidad de agregar
hosts adicionales.
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Los pasos de implementacion de alto nivel son los siguientes:

1. Cree Amazon FSx ONTAP en una nueva VPC designada.

2. Crear un grupo SDDC.

3. Cree VMware Transit Connect y un archivo adjunto TGW.

4. Configurar el enrutamiento (AWS VPC y SDDC) y los grupos de seguridad.

5. Adjunte un volumen NFS como almacén de datos al cluster SDDC.

Antes de aprovisionar y conectar FSx ONTAP como un almacén de datos NFS, primero debe configurar un
entorno SDDC de VMware on Cloud o actualizar un SDDC existente a v1.20 o superior. Para obtener mas
informacién, consulte "Introduccion a VMware Cloud en AWS" .

@ Actualmente, FSx ONTAP no es compatible con clusteres extendidos.

Conclusion

Este documento cubre los pasos necesarios para configurar Amazon FSx ONTAP con VMware Cloud en
AWS. Amazon FSx ONTAP ofrece excelentes opciones para implementar y administrar cargas de trabajo de
aplicaciones junto con servicios de archivos, al tiempo que reduce el TCO al hacer que los requisitos de datos
se integren perfectamente en la capa de aplicacion. Cualquiera que sea el caso de uso, elija VMware Cloud
on AWS junto con Amazon FSx ONTAP para obtener rapidamente los beneficios de la nube, una
infraestructura consistente y operaciones desde las instalaciones locales hasta AWS, portabilidad bidireccional
de cargas de trabajo y capacidad y rendimiento de nivel empresarial. Es el mismo proceso y procedimientos
familiares utilizados para conectar el almacenamiento. Recuerde que lo Unico que cambio fue la posiciéon de
los datos junto con los nuevos nombres; las herramientas y los procesos siguen siendo los mismos, y Amazon
FSx ONTAP ayuda a optimizar la implementacion general.

Para obtener mas informacién sobre este proceso, no dude en seguir el video tutorial detallado.
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Amazon FSx ONTAP VMware Cloud

Creacién de un almacén de datos NFS complementario en AWS

Una vez que VMware Cloud esté listo y conectado a AWS VPC, debe implementar
Amazon FSx ONTAP en una VPC recientemente designada en lugar de la VPC original
conectada o predeterminada existente.

Para comenzar, implemente una VPC adicional en la misma regién y zona de disponibilidad donde reside
SDDC y luego implemente Amazon FSx ONTAP en la nueva VPC. "Configuracion de un grupo SDDC en
VMware Cloud" La consola habilita las opciones de configuracion de red necesarias para conectarse a la VPC
recién designada donde se implementara FSx ONTAP .

@ Implemente FSx ONTAP en la misma zona de disponibilidad que VMware Cloud on AWS
SDDC.

No se puede implementar FSx ONTAP en la VPC conectada. En su lugar, debe implementarlo
@ en una nueva VPC designada y luego conectar la VPC a un VMware Managed Transit Gateway
(VTGW) a través de grupos SDDC.
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Paso 1: Cree Amazon FSx ONTAP en una nueva VPC designada

Para crear y montar el sistema de archivos de Amazon FSx ONTAP , complete los siguientes pasos:

1. Abra la consola de Amazon FSx en https://console.aws.amazon.com/fsx/ y seleccione

Crear sistema de archivos para iniciar el asistente de Creacion del sistema de archivos.

2. En la pagina Seleccionar tipo de sistema de archivos, seleccione * Amazon FSx ONTAP* y luego

haga clic en * Siguiente . Aparece la pagina *Crear sistema de archivos.

Select file system type

File system optians

O drmaznn Fx fee Nithop ONTAR Asnutan Fix fer Open2iS

FS¥% FS¥-
Amazon FSx
for NetApp ONTAR

Amazon FSx
for OpenZFs

Amazon Fix for NetApp ONTAR

Anaroe Pix for Windows s Arasan P for Lustre

Setwer

: FSxa
FS/{H Amazon FSx

Amazon Fix for Lustre

for Windows File Server

demianton £ for Kathpn GRTAR provide frafure-rich, high-perfiormance, and Righly-riliabile sbocags ik on NesApp's popniar GHTAR file syntem and filly manaped by AWS

& Benadly accessible fram Linu, Windiws, and macilS computs invtances s tontainers [funnig on MWS or se-plembes] vid indeiry-standand NFS, SMIL and 5051 peotecots

® Frovides ONTAW popclar dats management oapatslitirs ikt Snapvhots, Snaphirrs (o dau

® Detvers hundreds of thousands of 1085 with

®  Offer highty-avalalile a0 Nighty-Saridie sltiAZ SE0 WoTge with lppert

plicationd, FexClane for dita coning), snd deta compernsion [ dedupbication.

bt sub-emilivcond tatenche, and up 103 GIJE o throughout

A fegien sepllation and buil-om, fully manegid badku.

» dastnmatically thers Infrecuently-actested data o capacity poel storage. a fully elastic storage tier Enat can sCale To petabyrtes in site and is cost-optimized for infrequentiy-scoessed data
® ergratrwith Microvoft At v Direetary (AD]) to wopsert Window-buaved srviconements and entepeiven.

3. Para el método de creacion, elija Creacion estandar.

Create file system

Creation method

Quick create

Use recommended best-practice configurations.
Most configuration options can be changed after
the file system is created.

i E]

© Standard create

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.
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File system details

File system name - optional Info

FSxONTAPDatastoreFS

Maximum of 256 Unicode letters, whitespace, and numbers, plus +-=. _:/

Deployment type Info
O Multi-AZ
Single-AZ

SSD storage capacity Info

2048 2
Minimum 1024 GiB; Maximum 192 TIB.

Provisioned $5D IOPS
Amazon FSx provides 3 10PS per GiB of storage capacity. You can alse provision additional 55D 10PS as needed,
Automatic (3 IOPS per GiB of 55D storage)

© User-provisioned

40000 2

Maximum 80,000 IOPS
Throughput capacity Info

The sustained speed at which the file server hosting your file system can serve data. The file server can also
burst to higher speeds for periods of time.

Recommended throughput capacity
128 MB/s

© Specify throughput capacity
Throughput capacity

2048 MB/s v

Los tamanos de los almacenes de datos varian bastante de un cliente a otro. Si bien la
cantidad recomendada de maquinas virtuales por almacén de datos NFS es subjetiva,
muchos factores determinan la cantidad optima de maquinas virtuales que se pueden

@ colocar en cada almaceén de datos. Aunque la mayoria de los administradores solo
consideran la capacidad, la cantidad de E/S simultanea que se envia a los VMDK es
uno de los factores mas importantes para el rendimiento general. Utilice las
estadisticas de rendimiento locales para dimensionar los volumenes del almacén de
datos segun corresponda.

4. En la seccion Redes de Nube privada virtual (VPC), elija la VPC adecuada y las subredes preferidas
junto con la tabla de rutas. En este caso, se selecciona Demo-FSxforONTAP-VPC en el menu
desplegable.

@ Asegurese de que sea una VPC nueva y designada y no la VPC conectada.



De forma predeterminada, FSx ONTAP utiliza 198.19.0.0/16 como el rango de
direcciones IP del punto final predeterminado para el sistema de archivos. Asegurese

@ de que el rango de direcciones IP del punto final no entre en conflicto con la VMC en
AWS SDDC, las subredes de VPC asociadas y la infraestructura local. Si no esta
seguro, utilice un rango que no se superponga y que no presente conflictos.

Network & security

Virtual Private Cloud (VPC) Info

Specify the VPC from which your file system is accessible.

Demo-FsxforONTAP-VPC | vpc- 7 v
VPC Security Groups Info

Specify VPC Security Groups to associate with your file system's network interfaces.

v

sg-0d fH X
Preferred subnet Info
Specify the preferred subnet for your file system.

DemoFSXxONTAP-Sub02 | subnet-0 3 (us-west-2b) v
Standby subnet

DemoFSxONTAP-Sub01 | subnet-( (us-west-2a) v
VPC route tables

Specify the VPC route tables associated with your file system,
© VPC's default route table
) Select one or more VPC route tables

Endpoint IP address range
Specify the IP address range in which the endpoints to access your file system will be created

No preference

© Select an IP address range

3.3.0.0/24

5. En la seccion Seguridad y cifrado de la clave de cifrado, elija la clave de cifrado de AWS Key
Management Service (AWS KMS) que protege los datos del sistema de archivos en reposo. Para la
Contrasena administrativa del sistema de archivos, ingrese una contrasefia segura para el
usuario fsxadmin.
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Security & encryption

Encryption key Info
AWS Key Management Service (KMS) encryption key that protects your file system data at rest.

aws/fsx (default) v
Description Account KMS key ID
Default key that protects my FSx resaurces when no 402 6-

other key is defined et e e

File system administrative password
Password for this file system's “fsxadmin” user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

6. En la seccién Configuracion de maquina virtual de almacenamiento predeterminada, especifique
el nombre de la SVM.

@ A partir de GA, se admiten cuatro almacenes de datos NFS.

Default storage virtual machine configuration

Storage virtual machine name

FSxONTAPDatastoreSVM

SVM administrative password
Password for this SVM's “vsadmin" user, which you can use to access the ONTAP CLI or REST API.

© Don't specify a password

Specify a password

Active Directory
Joining an Active Directory enables access from Windows and MacOS5 clients over the SMB protocol.

© Do not join an Active Directory

Join an Active Directory

7. En la seccion Configuracion de volumen predeterminada, especifique el nombre y el tamafio del
volumen necesarios para el almacén de datos y haga clic en Siguiente. Este debe ser un volumen
NFSv3. Para Eficiencia de almacenamiento, elija Habilitado para activar las funciones de eficiencia
de almacenamiento de ONTAP (compresion, deduplicacion y compactacion). Después de la creacion,
use el shell para modificar los parametros del volumen usando volume modification de la siguiente
manera:

Valor Configuracion
Garantia de volumen (Estilo de garantia de Ninguno (aprovisionamiento fino): configurado de
espacio) forma predeterminada



Valor Configuracion

reserva_fraccional (reserva-fraccional) 0% — establecido por defecto

snap_reserve (porcentaje de espacio para 0%

instantaneas)

Tamafio automatico (modo de tamafo crecer_encoger

automatico)

Eficiencia de almacenamiento Habilitado — establecido por defecto

Borrado automatico volumen / mas antiguo_primero

Politica de niveles de volumen Solo instantanea: configurado de forma
predeterminada

prueba_primero Crecimiento automatico

Politica de instantaneas Ninguno

Utilice el siguiente comando SSH para crear y modificar volumenes:

Comando para crear un nuevo volumen de almacén de datos desde el shell:

volume create -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-aggregate aggrl -size 1024GB -state online -tiering-policy
snapshot-only -percent-snapshot-space 0 -autosize-mode grow
-snapshot-policy none -junction-path /DemoDS002

Nota: Los volumenes creados a través del shell tardaran unos minutos en aparecer en la consola de
AWS.

Comando para modificar parametros de volumen que no estan configurados por defecto:

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-fractional-reserve O

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002 -space
-mgmt-try-first vol grow

volume modify -vserver FSxONTAPDatastoreSVM -volume DemoDS002
-—autosize-mode grow



Default volume configuration

Volume name
DemoDS01
Haximum of 203 alphanumeric characters, plus _.
Junction path
/DemoDS01
The location within your file system where your volume will be mounted.

Volume size

<y

2048000

Minimum 20 MiB; Maximum 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

© Enabled (recommended)
Disabled

Capacity pool tiering policy
You can optionally enable automatic tiering of vour data to lower-cost capacity pool storage,

Snapshot Only v

v Backup and maintenance - optional

Daily automatic backup Info
Amazon F5x can protect your data through daily backups

Enabled
© Disabled

Weekly maintenance window Info
When patching needs to be performed, Amazon FSx performs maintenance on your file system only during this
window,

0O No preference
Select start time for 30-minute weekly maintenance window

» Tags - optional

Cancel Back m

Durante el escenario de migracion inicial, la politica de instantaneas predeterminada
puede provocar problemas de capacidad maxima en el almacén de datos. Para
solucionarlo, modifique la politica de instantaneas para adaptarla a las necesidades.

8. Revise la configuracion del sistema de archivos que se muestra en la pagina Crear sistema de
archivos.



9. Haga clic en Crear sistema de archivos.

FSa File systems
File systems Iil flissy
qQ 1 @

Fia De, nt St Stora Thraughput

File system name ¥ File system ID - system Status P oy e o rougnpu Creation time

type v type v capacity W capacity v
type
fs-
FSXONTAPDatastorers 0;‘ 5 ONTAP @ Creating Multi-AZ 550 T::ff—?m-mm

Amazon FSx

e T— FSK Pl systens

Volumes =——=,

e File systems [S] [ ceomaivten |
v ONTAP Q 1 @

Staiage vitial aachingt

e Deployment st S1003 Throughput
e orage orage rotgl
File il [} St £n "

- O system name & system " ::;lm p— v ki = e s = e eation time

Sragahots

fo

w Windows File Server PRaCINT APttt S 097 d%cadh S8 5ch s GNTAP (2 Avalatin Mutti-AZ 550 i

u ]

TITNSAR46+01 00

¥ Lintrs

Data repasitony taks

FSa on Service Quotas

Repita los pasos anteriores para crear mas maquinas virtuales de almacenamiento o
sistemas de archivos y volumenes de almacén de datos segun los requisitos de
capacidad y rendimiento.

Para obtener mas informacion sobre el rendimiento de Amazon FSx ONTAP , consulte "Rendimiento de
Amazon FSx ONTAP" .
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Paso 2: Crear un grupo SDDC

Una vez creados los sistemas de archivos y las SVM, utilice VMware Console para crear un grupo SDDC
y configurar VMware Transit Connect. Para ello, complete los siguientes pasos y recuerde que debe
navegar entre VMware Cloud Console y AWS Console.

1. Inicie sesion en la consola VMC en https://vmc.vmware . com .
2. En la pagina Inventario, haga clic en Grupos SDDC.

3. En la pestafa Grupos SDDC, haga clic en ACCIONES y seleccione Crear grupo SDDC. Para fines
de demostracion, el grupo SDDC se denomina FSxONTAPDatastoreGrp .

4. En la cuadricula de Membresia, seleccione los SDDC que desea incluir como miembros del grupo.

< Add SDDCs

Setect which SDDE(s) you want to add to the group

IEI Namae T Sddc id T Location T Verslon T

Management CIDR T
FSxNDemoSDDC chbaecdd-e0lb-41d5-89e2-1095d719a0d US West (Oregon) 118.014 172.30.160.0/23
B Rerms par poge 100 121 0f 1 Rema

ADD SODCS RIS |

5. Verifiqgue que la opcion "Configurar VMware Transit Connect para su grupo generara cargos por cada

archivo adjunto y transferencia de datos" esté marcada y luego seleccione Crear grupo. El proceso
puede tardar unos minutos en completarse.

FSXONTAPDatasto reGrp ACTIONE

8 Invertory Summary wCanter Linking Direct Connect External VRC External TGW Routing Support

Subscriptions
scripticn SDDC group for demo purposes
Aciivity Log
Transi Connect Status: CONNECTED
52 Tools

+ Developer Center

SDDCs

Ty Maintanance [
ADD SODES
1 Notification Preferences

M v  soocio v | SDDCVersion T Mansgemant CIO8 v

FSxNDemasSoRC clibaecd5-01b-41a5-20e2- HOIEITI0a0d 118,074


https://vmc.vmware.com

Paso 3: Configurar VMware Transit Connect

1. Adjunte la VPC designada recién creada al grupo SDDC. Seleccione la pestafia VPC externa y siga
las instrucciones. "Instrucciones para adjuntar una VPC externa al grupo" . Este proceso puede tardar
entre 10 y 15 minutos en completarse.

Add AWS Account Association

AWS Account ID (T)

S m

2. Haga clic en Agregar cuenta.

a. Proporcione la cuenta de AWS que se utilizé para aprovisionar el sistema de archivos FSx
ONTAP .

b. Haga clic en Agregar.

3. De regreso en la consola de AWS, inicie sesion en la misma cuenta de AWS y navegue a la pagina
del servicio Resource Access Manager. Hay un botdn para que usted acepte compartir el recurso.

“

4

Resource Access
Manager

Shared by me
Resaurce shares
Shared resources

Principals

Shared with me

Respurce shares (IR

Shored resources

Principals

Piermissions library

Settings

®

Resource Access Manager Shared with me : Resource shares Resource share fd99e8c5-bTAT-4522-Raod-06ae52ded 231

VMC-Group-487b0fe3-7d9b-407b-abbc-cce11ae6das7 (fd99e8c5-b787-49aa-8aad-
96ae52ded231)

Details and information relating to this resource thane

Reject resource share | Accapt resource share

Summary

HName Owmer invitation date Status
VMC-Group- B4 H 2022/03/12 (@) Pending
el Taebdas?

ARN Receiver

AFFEAWSTAMIUS-West - 9

264545350110 :resource-
share/fd99e8¢5-bTE7-49aa-Basd-
5aes2ded2dl

Como parte del proceso de VPC externo, se le solicitara a través de la consola de
AWS un nuevo recurso compartido mediante el Administrador de acceso a recursos. El
recurso compartido es AWS Transit Gateway administrado por VMware Transit

Connect.

4. Haga clic en Aceptar compartir recursos.
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wnw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

Summary vienter Linking Direct Connect External VPC External TGW Routing Support

| ato account |

3 Tools WS Account 10 ¥ fescurce Share Nans T

T VPC Bl

= Developer Center 2 VMC-Groug-487

T Malntenance

it Notification Preferances

5. De regreso en la consola VMC, ahora vera que la VPC externa esta en un estado asociado. Esto
puede tardar varios minutos en aparecer.



Paso 4: Crear un archivo adjunto de puerta de enlace de transito

1. En la consola de AWS, vaya a la pagina del servicio VPC y navegue hasta la VPC que se utilizé para
aprovisionar el sistema de archivos FSx. Aqui puede crear un archivo adjunto de puerta de enlace de
transito haciendo clic en Archivo adjunto de puerta de enlace de transito en el panel de
navegacion de la derecha.

2. En Adjunto VPC, asegurese de que la opcion Compatibilidad con DNS esté marcada y seleccione la
VPC en la que se implementé FSx ONTAP .

VPC Transit gateway attachmpnts Create transit gateway attachment

Create transit gateway attachment .«

A transit gateway [TGW) Is a network transit hub that intercennects sttachments (VPCs and WPHS) within the same AWS

acoount or across AWS accounts.
Details
Name tag - optional
Crastes 3 13 with this oy et 15 Wamse and the valiss set ta the Ipecibed 1t7ng

faxontap-tgw-attach-01

Transit gateway D info

tgw-0d v
Attachment type Info

WP v
VPC attachment

Select and conigure your WRC attschment

DNS suppart infe

IPvE support Info
3. Haga clic en Crear archivo adjunto de puerta de enlace de transito.

VPLID

Seloct the VPE 1o attach to five tramit gateway.
vpc-05596abeTScbE5307 [Demo-FuxforONTAP-VPC) v

Subnet 105 infe

Sedect e subrigts in which to create the fransit gatewiy VPG attashment.

ut-west-2a subnet-070aeh3d6b 1b804dd [DemaFSxONTAP-... ¥

ui-west-2h subnet-0bZe5aTHEI4HI03 (DemoFSxONTAP-Su,,, +

subnet-070aeb0d6b16804dd X | | subnet-Ob2eSa7iGiaH303 X

Tags

B35 10 an AWS resourte: Each tag consists of @ ey and an optional valee. You can use tags to search sad filter
your AWS costs.

T

Kiry Value - optional
Q0 Name X O fuontap-tgw-attach-01 x Remove
Add new tag

Cancel Create transit gateway sttachment

4. De regreso en VMware Cloud Console, navegue nuevamente a Grupo SDDC > pestafia VPC
externa. Seleccione el ID de la cuenta de AWS utilizada para FSx, haga clic en VPC y haga clic en
Aceptar.
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Developet Center VMC 0w Y Panding Acce 3

£, Mnintenance

fil Notification Preferances

vmw VMware Cloud

ACTIONS

FSXONTAPDatastoreGrp

H Irmventory Summary  vCenter Linking  Direct Connect  External VPC  External TGW  Routing  Support
Subseriptions
ADD ACCOUNT |

Activity Log

T Tools AW Account 10 T

Developer Center | n o

€4 Mnintenance

1l Notification Prefemances

WPCID T VMG an AWE Region ¥ Tramu Gateway ATischenent £ v  Routss Stansy

Eu- 4 US West (Gregon) gmlm s :E(NDING :

@ Esta opcion puede tardar varios minutos en aparecer.

5. Luego, en la pestafia VPC externa, en la columna Rutas, haga clic en la opcion Agregar rutas y
agregue las rutas requeridas:

o Una ruta para el rango de IP flotante para las IP flotantes de Amazon FSx ONTAP .

o Una ruta para el espacio de direcciones VPC externo recién creado.

ACTIONS

FSxONTAPDatastoreGrp
Susmemary vCentar Linking Direct Connect  External VPC Extemal TGW  Routhhg Suseort
Subseriplions
Acthvity Log TADD ACCOUNT |
oA fd AWE Accoant I v
AWS Acoount D : 582
Developer Center . e
B 3 AQT0-B ol
€ Maintenance
Nl Notification Preferances
VPCID T | WMCon AWS Region T Traewit Gateway Anachment 0 v | Ries e

gw-attacn . |aco routes AVALABLE



Edit Routes

Set of rou

(& 10,4906/ D 110034 X,

A
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Paso 5: Configurar el enrutamiento (AWS VPC y SDDC) y los grupos de seguridad

1. En la consola de AWS, cree la ruta de regreso al SDDC ubicando la VPC en la pagina de servicio de
VPC y seleccione la tabla de ruta principal para la VPC.

2. Busque la tabla de rutas en el panel inferior y haga clic en Editar rutas.

© New VPL Experience @

e VPC Route taides rtb-OaapeSdbeBb T el fee

VPC dashbaard rtb-Oaaae5dbc8b7c26¢cc Acticns ¥ |

EC2 Global View [4

Filter by WPC:
Setct a VPE v Details 1o
* Virtual private cloud
Route table 10 Main Explicit subnet associations Edqo associatons
Your VPCs
i {9 rtb-Gasae5dbeabTcRbee 9 ves - =
Submets
VPC wner D
Route tables @
pe-d 7| Demo- 9 982589175402
et gateways FaxforONTAP-VPC
Egress-anly intemet
oatoways
Carrier gateways i o e .
Routes Subnet associations Edge associations Route propagation Tags
DHCP Dption Seta
Elastic IPs
Managed prafis lists Routes (9) | Edit routes |
Endpolns
a Both hd 1 @
Endpoint services
NAT gateways
Pegring connectiond Destination v Target v Status v Propagated
iz 0.0.0.0/0 g0 @ Active Na

3. En el panel Editar rutas, haga clic en Agregar ruta e ingrese el CIDR para la infraestructura SDDC
seleccionando Puerta de transito y el ID de TGW asociado. Haga clic en Guardar cambios.

D) Mew VPC Exprience {5 Updatad routes for rib-OsaasSaboBbTeDboe sconuifully
T o it o SR

VL dashboard

EC2 Global View [4

Filter by WPC: Routes Subnet assodations Edge associations Rowte propagstion Tags
Seleie a VPC v
¥ Virtual private cloud Routes (10} Edit rautes
Your VPCL a Both v " &
Subniets
Destinathan Target Statug L Propagated
0.0.0.0/0 0L 34T TG SafghaES & active Mo
220.94/32 065 2bET 02521 Bx [ & Active Mo
At 220149732 enl-065 106 Te02 Sd2e 18 [2  aethon He
DHCE Option Sets 10.49.0.0/16 bocal & Active Mo
Elastic Py 1061, 180.0/24 vigw-LeddarcaSa T 1ac e () Active Yes
1061.987.0/24 wirwe-Oil e caSa e Yo 6 5 &) et [
0611870724 - Dl casa TA 1a6 5 & Active s
Endpaint services T2 21.255.0/24 vgw-Dddaccasa T4 1650 = Active L
AT gatmwirys 1TL20.254.0/24 waw-DddsccaSa T4 Va6l =) Active e
Pt camanstions [ vr2sos igw-dd 2 (© Active o |

4. El siguiente paso es verificar que el grupo de seguridad en la VPC asociada esté actualizado con las
reglas de entrada correctas para el CIDR del grupo SDDC.

5. Actualice la regla de entrada con el bloque CIDR de la infraestructura SDDC.
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© ke e VPC O SecusityGroups > sg-0d26/822a764<1075 - default

VPL dashboard
EC2 Global View [4
Filter by VPC:

Select o VPC

¥ Virtwal private cloud
Yaur VPCs
Subnets
Route tables
Internet gateways
£qress-anly intemet
gateways
Carrier gateways
DHCP Dption Sets
Elastic IPx
Managed profix lists
Endpaoints
Endpoint services
NAT gateways

Peering cannections

¥ Security

®
®

sg-0d26f822a764c1075 - default Actions ¥
Details
v
Security group name Security group 1D Description VPC 1D
(3 default (P so-0d4261822a764¢ 1075 {9 default VPC security group O vpe- th?
Cwmer Inbround rules count Outbound rules count
@ 2 3 Permission entries 1 Permission entry
Inbound rules Outhound rules Togs
Inbound rules (3) ' (6 | Editinbound rules |
Q 1 ®
Name v Security group rule... Port range Source Deseription
sgr-0a95h39a52c20084c Al 0.0.0.0/0
sgr-03fabedd2ad0baade Al 55-04261822a764¢107... .
[ - sgr-0011220bbAd et Al 172.30.160.0/23 |

Verifique que la tabla de rutas de VPC (donde reside FSx ONTAP ) esté actualizada
para evitar problemas de conectividad.

Actualice el grupo de seguridad para aceptar trafico NFS.

Este es el paso final en la preparacion de la conectividad al SDDC apropiado. Con el sistema de archivos
configurado, las rutas agregadas y los grupos de seguridad actualizados, es momento de montar los
almacenes de datos.
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Paso 6: Adjuntar un volumen NFS como almacén de datos al cluster SDDC

Una vez aprovisionado el sistema de archivos y establecida la conectividad, acceda a VMware Cloud
Console para montar el almacén de datos NFS.

1. Enla consola VMC, abra la pestafia Almacenamiento del SDDC.

vaw Viware Cloud

Lsunchpad

< Back 1T
OPEN N5X MANAGER OPEN VCENTER ACTIDNS ~

ﬁ‘ FSxNDemoSDDC | vMcen aws sooc ) us west (Oregen)

Acthity Log

&3 Tools Summary Metworking & Security Storage Add Ons Malntenance Troubleshoating Settings Support

External Storage

fit Notification Preterences ATTACH DATASTORE

Chuster ¥  Datastores Altached

2. Haga clic en ADJUNTAR ALMACEN DE DATOS y complete los valores requeridos.

La direccion del servidor NFS es la direccion IP de NFS que se puede encontrar en la
pestana FSx > Maquinas virtuales de almacenamiento > Puntos finales dentro de la
consola de AWS.

vw Wiiware Cloud

< Attach Datastore

Launchpad
Cluster Chustar-1
Datastore Attach a new datastore
INFS server sddress 330713 vALIDATE ((SGCCESS )
Export /DemoDSot
fit Notification Praferences Seoces Vindor i ]
Datastore Name Damalso

ATTACH DATASTORE CANCEL |

3. Haga clic en ADJUNTAR ALMACEN DE DATOS para adjuntar el almacén de datos al cluster.
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v Wiiware Cloud

Latinehpad (@) This SDOC will expire in 25 days.  LEARN MORE [semEue |

OPEN NiX MANAGER GPEN YCENTER ACTIONS ~

ﬁ; FSxMNDemoSDDC | vMe o awssonc © s west (Gregen)

Summary  Motworkdng & Security.  Storsge Add Ons  Maintenance  Troubleshaoting  Seltings  Support

External Storage

ATTACH DATASTORE
huster ¥
Cluster-1 x
v | NFSServes v ¥ Datastors States v
%

vSphere Client

Capacity and Usage i Related Objects
Lt pciativd at 406 PM

== Storage
— 186 TH
Hosts 1 1.07 1800 a8ocaton

Wirtual machines

WM templates @

Server 330033 Maone

Foider

Location

VIEW STATS REFRESH

Tags i Custom Attributes

Opciones de almacenamiento conectado para invitados de NetApp para AWS

AWS admite el almacenamiento NetApp conectado a invitados con el servicio FSx nativo
(FSx ONTAP) o con Cloud Volumes ONTAP (CVO).

FSx ONTAP

Amazon FSx ONTAP es un servicio completamente administrado que proporciona almacenamiento de
archivos altamente confiable, escalable, de alto rendimiento y rico en funciones, creado sobre el popular
sistema de archivos ONTAP de NetApp. FSx ONTAP combina las caracteristicas, el rendimiento, las
capacidades y las operaciones API| familiares de los sistemas de archivos NetApp con la agilidad, la
escalabilidad y la simplicidad de un servicio de AWS completamente administrado.

FSx ONTAP ofrece almacenamiento de archivos compartido rapido, flexible y repleto de funciones, al que se
puede acceder ampliamente desde instancias de computo de Linux, Windows y macOS que se ejecutan en
AWS o en las instalaciones. FSx ONTAP ofrece almacenamiento en unidad de estado sélido (SSD) de alto
rendimiento con latencias de submilisegundos. Con FSx ONTAP, puede lograr niveles de rendimiento SSD
para su carga de trabajo mientras paga por almacenamiento SSD solo para una pequefia fraccion de sus
datos.
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Administrar sus datos con FSx ONTAP es mas facil porque puede tomar instantaneas, clonar y replicar sus
archivos con solo hacer clic en un boton. Ademas, FSx ONTAP organiza automaticamente sus datos en un
almacenamiento elastico de menor costo, lo que reduce la necesidad de aprovisionar o administrar capacidad.

FSx ONTAP también proporciona almacenamiento duradero y de alta disponibilidad con copias de seguridad
totalmente administradas y soporte para recuperacion ante desastres entre regiones. Para facilitar la
proteccidn y seguridad de sus datos, FSx ONTAP admite aplicaciones antivirus y de seguridad de datos
populares.

FSx ONTAP como almacenamiento conectado para invitados

Configurar Amazon FSx ONTAP con VMware Cloud en AWS

Los recursos compartidos de archivos y LUN de Amazon FSx ONTAP se pueden montar desde
maquinas virtuales creadas dentro del entorno VMware SDDC en VMware Cloud en AWS. Los
volumenes también se pueden montar en el cliente Linux y mapear en el cliente Windows usando el
protocolo NFS o SMB, y se puede acceder a los LUN en clientes Linux o Windows como dispositivos de
bloque cuando se montan sobre iISCSI. Amazon FSx para el sistema de archivos NetApp ONTAP se
puede configurar rapidamente con los siguientes pasos.

Amazon FSx ONTAP y VMware Cloud on AWS deben estar en la misma zona de
disponibilidad para lograr un mejor rendimiento y evitar cargos por transferencia de datos
entre zonas de disponibilidad.
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Crear y montar voliumenes de Amazon FSx ONTAP

Para crear y montar el sistema de archivos de Amazon FSx ONTAP , complete los siguientes pasos:

1. Abrir el"Consola de Amazon FSx" y elija Crear sistema de archivos para iniciar el asistente de
creacion del sistema de archivos.

2. En la pagina Seleccionar tipo de sistema de archivos, elija Amazon FSx ONTAP y luego elija
Siguiente. Aparece la pagina Crear sistema de archivos.

AT Select file system type 0

File systemn options

Amaron Foa for NetApp ONTAP

FS¥

Amazon F5x
for NetApp ONTAP Amazon FSx

for Windows File Server

Amizzon FSx for Windows File Amzzon Fiu for Lustre
Zerver

’ Amazon FS5x
for Lustre

Select file system type

1. En la seccién Redes, para Nube privada virtual (VPC), elija la VPC adecuada y las subredes

preferidas junto con la tabla de rutas. En este caso, se selecciona vmcfsx2.vpc del menu
desplegable.

Create file system

Creation method

Quick create © Standard create

Use recommended best-practice configurations.
Muost configuration options can be changed after
the file systam is created,

You set all of the configuration options, including
specifying performance, networking, security,
backups, and maintenance.

1. Para el método de creacion, elija Creacién estandar. También puede elegir Creacién rapida, pero
este documento utiliza la opcidn de creacion estandar.
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File system details

File system name - optional  Info

| vmcfsaval2

Maxtmum of 256 Unicode Letters, whitespace, and numbers, plus # - = _ 1/

55D storage capacity Info
i 1024
Minimwm 1004 GE; Maximum 192 TH,

Provisioned 550 10PS

Amazon FSx provides 3 10PS per GB of storage capacity. You can also provision additional 550 HOPS as
needed,

© Automatic (3 IOPS per GB of S50 storage)
O User-provisioned
Throughput capacity  Info

The sustained speed at which the Ble server hosting your file system can serve data. The Ale server can also
burst to higher speeds for periods of time.

I 512 MB/s (Recommended) v

1. En la seccién Redes, para Nube privada virtual (VPC), elija la VPC adecuada y las subredes
preferidas junto con la tabla de rutas. En este caso, se selecciona vmcfsx2.vpc del menu
desplegable.

Network & security

Wirtual Private Cloud (WVPC)  Info

Speclfy the VPC from which your fite system is accessibde.
wmclsx2 vpe | vpe-Od1eTe4dbec 4952805 v

WP Security Groups  Info
'_;nrril'y".'F'I' Cecurtty Groups to pssociate with your file system's network inferface.

5g-0188962a218164cch (default) X
Preferred subnet  Info

'S;,.‘u.-s.iiy the preferred subaet Tor youer file syslem.

subnetd2.sn | subnet-012675849a5099b 3¢ (us-west-2b) v
S;tandhy subnet

subnetd sn | subnet-0ef356cebfs 39F970 (us-west-23) v
WPC route tables

Specify the VP route tables assoclated with your fie system
O WPC: default route table
Select one or more VPC route tables

Endpoint IP address range
Specify the 1P address range Inwhich the endpaints to access your file system will be created

© Mo preference
Select an IP address range




En la seccidon Redes, para Nube privada virtual (VPC), elija la VPC adecuada y las
@ subredes preferidas junto con la tabla de rutas. En este caso, se selecciona vmcfsx2.vpc
del menu desplegable.

1. En la seccién Seguridad y cifrado, para la Clave de cifrado, elija la clave de cifrado de AWS Key
Management Service (AWS KMS) que protege los datos del sistema de archivos en reposo. Para la
contrasefia administrativa del sistema de archivos, ingrese una contrasefa segura para el usuario
fsxadmin.

Security & encryption

Encryption key Info
AWS Key Management Service (KMS} encryption key that protects your file systemn data at rest

aws/ffox (default) v
Description Account KMS key ID
Default mastar that protects my FSx resources T2745367-7Thh0-499¢-
Rk it protecsmy 139763910815 ¢
when no other key is defined acc0-4f2c0al0e7cs

File system administrative password
Password for this Ale system's “"fxadmin® user, which you can use to access the ONTAP CLI or REST AP

Don't specify a password
© Specfy a password
Password

Confirm password

LI 1Tl L]

1. En la maquina virtual, especifique la contrasena que se utilizara con vsadmin para administrar
ONTAP mediante las API REST o la CLI. Si no se especifica ninguna contrasefa, se puede utilizar un
usuario fsxadmin para administrar el SVM. En la seccion Active Directory, asegurese de unir Active
Directory a la SVM para aprovisionar recursos compartidos SMB. En la seccion Configuracién de
maquina virtual de almacenamiento predeterminada, proporcione un nombre para el
almacenamiento. En esta validacion, los recursos compartidos de SMB se aprovisionan mediante un
dominio de Active Directory autoadministrado.
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Default storage virtual machine configuration

Storage virtual machine name

vmcfsxvalZsvm

SVM administrative password

Password for this SV's "vsadmin®™ user, which you can use bo access the ONTAP CLI or REST AP
[on't specify a password

O Specify a password

Password

Confirm password
LI LI R])

Active Directory
Jaining an Active Directory enables access from Windows and MacO5 cllents over the SMB protocol

© Do not join an Active Directory
Join an Active Directory

1. En la seccién Configuraciéon de volumen predeterminada, especifique el nombre y el tamario del

volumen. Este es un volumen NFS. Para Eficiencia de almacenamiento, elija Habilitado para activar
las funciones de eficiencia de almacenamiento de ONTAP (compresion, deduplicaciéon y
compactacion) o Deshabilitado para desactivarlas.

Default volume configuration

Volume name
| val1
Maximum of 203 alphanumeric characters, plus _
Junction path
| Jvolt
The location within your file systiem where your volume will be mounted
Volume size
1024 <
Mindmum 20 MiB; Maximuwm 104857600 MiB

Storage efficiency
Select whether you would like to enable ONTAP storage efficiencies on your volume: deduplication,
compression, and compaction.

Enabled (recommended)
© Disabled

Capacity pool tiering policy

You can cptionally enable automatic tiering of your data to lower-cost capacity pool storage.

Auto v



1. Revise la configuracién del sistema de archivos que se muestra en la pagina Crear sistema de
archivos.

2. Haga clic en Crear sistema de archivos.

Amazon F5x x FSx > Fllesystems
bty File systems c ! il
Backyps
Q 1 ®
¥ ONTAR
Storage virtual machines File File
System File system 1D - system Status v Preployprent Storsge = =
Volumes BT Hoe @ tyjie v type v £a
¥ Windows File Server F-014c2B399batc 1 15F
foantapclfs a8 QONTAP @ Availabie Multi-AZ S50 14
¥ Lustre
f I Fe-Dd0ence S0ac 3101 7
Drata repository tasks wctsaval? a ONTAR & Awailable Multl-AZ 55D 14
fe-OabdbddTebds0R2 a0 . ;
5 o Service Quotas [ fumtapug| & ONTAR @ Available Multi-AZ 550 kL
Network & security Administration Storage virtual machines Volumes Backups Tags

Storage virtual machines (SVMs) (- | C | ACHOns Y

Q | < 1 ®
SVM name v SVM ID v Status ¥ Creation time A Active Directory +
2021-10-19 15:17: TC
faxsmbtesting01 svm-075dcfbe2cfa2eced © ; S17:08U FSXTESTING.LOCAL
Created +01:00
vimcfsxval2svm m-095db076341561212 @ e s
Created +01:00
FSx Storage virtual machines. » svm-075dcfbe2cfa2ece®

fsxsmbtesting01 (svm-075dcfbe2cfa2ece9)  Delete | | Update

Summary
SWVM ID Creation time Active Directory
svim-075dcfbez cfaZeced 2021-10-19T15:17:08+01:00 FSXTESTING.LOCAL
UM name Lifecycle state Net BIOS name

@ Created FSXSMBTESTINGO1
fsxsmbtesting01

Subtype Fully qualified domain name
s DEFAULT FSXTESTING.LOCAL
4a50e659-30e7-11ec-acdf-
f3ad92a6a735 Service account username

administrator

File system ID
fs-040eacc5d0ac31017 Organizational unit distinguished name

CN=Computers

Para obtener informacién mas detallada, consulte"Introduccion a Amazon FSx ONTAP" .
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Después de crear el sistema de archivos como se indica arriba, cree el volumen con el tamafo y
protocolo requeridos.
1. Abrir el"Consola de Amazon FSx" .

2. En el panel de navegacion izquierdo, seleccione Sistemas de archivos y, a continuacion, elija el
sistema de archivos ONTAP para el que desea crear un volumen.

3. Seleccione la pestafa Volumenes.
4. Seleccione la pestaia Crear volumen.
5. Aparece el cuadro de dialogo Crear volumen.
Para fines de demostracion, en esta seccion se crea un volumen NFS que se puede montar facilmente

en maquinas virtuales que se ejecutan en VMware Cloud en AWS. nfsdemovol01 se crea como se
muestra a continuacion:

Create volume *
File system
fs-0d0eacc500ac 31017 | wmickzoval2 v

Stodage virtual machine

wwm-095db0 76341561212 | vnefseval 2svm v

Wolume name

nlidemoeal 01

Masintuan of 213 siphanumeis charscier, ples

Junction path
[ntedemervaldl
Tha Ro ot s har your NS O sisied yous wiluirss sl De gl
Volume size
1024
WL D I M dvarmem TOEEY PEOD Ml
Sterage efficiency

Enabled (recommended]
O Disabled
Capacity pool tering policy
Vina Can sptesally enadiln mnoms

Aarta v


https://console.aws.amazon.com/fsx/

Montar el volumen FSx ONTAP en el cliente Linux

Para montar el volumen FSx ONTAP creado en el paso anterior desde las maquinas virtuales Linux
dentro de VMC en AWS SDDC, complete los siguientes pasos:
1. Conectarse a la instancia de Linux designada.

2. Abra una terminal en la instancia usando Secure Shell (SSH) e inicie sesion con las credenciales
adecuadas.

3. Cree un directorio para el punto de montaje del volumen con el siguiente comando:

$ sudo mkdir /fsx/nfsdemovol0l
Monte el volumen NFS de Amazon FSx ONTAP en el directorio que se

cred en el paso anterior.

sudo mount -t nfs nfsvers=4.1,198.19.254.239:/nfsdemovolll
/fsx/nfsdemovol0l

root@ubuntudl: /fsx/nfsdemovolold mount -t nfs 198.19.254.239:/nfsdemovolol /fsx/nfsdemovolc

1. Una vez ejecutado, ejecute el comando df para validar el montaje.

(=¥ wSphers - ubuntud! - Summany X il

= L VINAWEREVINIC.COM

ubuntudi Enforce US Keyboard Layout | View Fullscreen

Montar el volumen FSx ONTAP en el cliente Linux
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Adjuntar volumenes de FSx ONTAP a clientes de Microsoft Windows

Para administrar y mapear recursos compartidos de archivos en un sistema de archivos de Amazon FSx
, se debe utilizar la GUI de Carpetas compartidas.

1. Abra el menu Inicio y ejecute fsmgmt.msc usando Ejecutar como administrador. Al hacer esto se abre
la herramienta GUI de Carpetas compartidas.

2. Haga clic en Accion > Todas las tareas y elija Conectar a otra computadora.

3. Para otra computadora, ingrese el nombre DNS de la maquina virtual de almacenamiento (SVM). Por
ejemplo, en este ejemplo se utiliza FSXSMBTESTINGO01.FSXTESTING.LOCAL.

Para encontrar el nombre DNS de SVM en la consola de Amazon FSx , seleccione

@ Magquinas virtuales de almacenamiento, seleccione SVM y luego desplacese hacia abajo
hasta Puntos finales para encontrar el nombre DNS de SMB. Haga clic en Aceptar. El
sistema de archivos de Amazon FSx aparece en la lista de carpetas compartidas.

Endpoints
Management DNS name Management IP address
svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac31017 fsx.us- 198.19.254.9

west-2.amazonaws.com

MNFS IP address
MFS DNS name

svm-075dcfbe2cfa2ece9.fs-040eacc5d0ac3 1017 fox.us-

west-2.amazonaws.com @ SMB |P address

198.19.254.9

=
SMEBE DNS name 198.15.254.9

FSXSMBTESTINGO1.FSXTESTING.LOCAL <= iSCS| IP addresses

10.222.2.224, 10.222.1.94
iSCSI DNS name 24

iscsi.svm-075dcfbe2cfaeces.fs-040eacc5d0ac3 1017 fsx.us-

west-2.amazonaws.com

1. En la herramienta Carpetas compartidas, seleccione Recursos compartidos en el panel izquierdo
para ver los recursos compartidos activos para el sistema de archivos de Amazon FSx .

68



% Computer Management
File Action View Help

% am ez BN &

& Computer Management (FSXSMBTESTINGO!.FSXTESTING LOCAL)
v [l System Took
» () Task Scheduler
» Event Viewer
w il Shared Felders
s Shares
gt Seisions
a1l OpenFiles
» &% Local Users and Groups
» (K Peformance
M Device Manager
v 2 Storage
» b Windows Server Backup
% Dusk Management
» b Services and Apphications

ShareMame  Folder Path
Eacs A

Type
‘Windows
Windows

g smbdema... Cumbdemovolll  Windows
) testramwol  Cltestrirvel ‘Windows

# Chient Connections  Description

= o =

1. Ahora elija un nuevo recurso compartido y complete el asistente Crear una carpeta compartida.

Create A Shared Folder Wizard

Name, Description, and Settings

Type information about the share for users. To modify how people use the content whie

offine, chck Change.

X
71
7)o

Sharename: | LSRN

Share path: \\FSXSMETESTINGO 1. FSXTESTING.LOCAL \nimtestsmb0 1

Description:

Offine setting: Selected fies and programs available offiine

< Back
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|
| Create A Shared Folder Wizard »

Sharing was Successful

Status:
You have successfully completed the Share a Foider
27 [ Wizard,
!
Summary:

You have selected the folowang share settngs on |
FoXSMETESTINGD 1.FSXTESTING LOCAL:

Folder path: C:ynmtestembil

Share name: nimtestsmbd 1

Share path: \\FSSEMBTESTINGD LFSXTESTING.LOCAL
ynimtestembi 1

[ ]'When I dick Frssh, run the wizard again to share anather
folder

To dose this wazard, dick Fnish,

Para obtener mas informacién sobre cémo crear y administrar recursos compartidos SMB en un sistema
de archivos de Amazon FSx , consulte"Creacion de recursos compartidos SMB" .

1. Una vez establecida la conectividad, se puede conectar el recurso compartido SMB y usarlo para
datos de la aplicacion. Para lograr esto, copie la ruta compartida y use la opcion Asignar unidad de
red para montar el volumen en la VM que se ejecuta en VMware Cloud en AWS SDDC.
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https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/create-smb-shares.html

Conecte un LUN de FSx ONTAP a un host mediante iSCSI

Conecte un LUN de FSx ONTAP a un host mediante iSCSI
El trafico iISCSI para FSx atraviesa VMware Transit Connect/AWS Transit Gateway a través de las rutas
proporcionadas en la seccion anterior. Para configurar un LUN en Amazon FSx ONTAP, siga la

documentaciéon que se encuentra"aqui” .

En los clientes Linux, asegurese de que el demonio iISCSI se esté ejecutando. Una vez aprovisionados
los LUN, consulte la guia detallada sobre la configuracion de iSCSI con Ubuntu (como ejemplo)"aqui” .

En este articulo se describe la conexion del LUN iSCSI a un host Windows:
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=0d03e040-634f-4086-8cb5-b01200fb8515
https://docs.aws.amazon.com/fsx/latest/ONTAPGuide/supported-fsx-clients.html
https://ubuntu.com/server/docs/service-iscsi

Aprovisionar un LUN en FSx ONTAP:

1. Acceda a la CLI de NetApp ONTAP mediante el puerto de administracion de FSx para el sistema de
archivos ONTAP .

2. Cree los LUN con el tamafio requerido como lo indica la salida de tamanio.

FsxId040eacc5d0ac31017::> lun create -vserver vmcfsxval2svm -volume
nimfsxscsivol -lun nimofsxlun0l -size 5gb -ostype windows -space
-reserve enabled

En este ejemplo, creamos un LUN de tamario 5g (5368709120).

1. Cree los igroups necesarios para controlar qué hosts tienen acceso a LUN especificos.

FsxId040eacc5d0ac31017::> igroup create -vserver vmcfsxval2svm -igroup
winIG -protocol iscsi -ostype windows -—-initiator ign.1991-
05.com.microsoft:vmcdcOl.fsxtesting.local

FsxId040eacc5d0ac31017::> igroup show

Vserver Igroup Protocol OS Type Initiators
vmcfsxval2svm
ubuntul1l iscsi linux ign.2021-

10.com.ubuntu:01:initiator01
vmcfsxval2svm

winIG iscsi windows ign.1991-
05.com.microsoft:vmcdcO0l.fsxtesting.local

Se mostraron dos entradas.

1. Asigne los LUN a igroups mediante el siguiente comando:
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FsxId040eacc5d0ac31017::> lun map -vserver vmcfsxvalZ2svm -path
/vol/nimfsxscsivol/nimofsxlun0l -igroup winIG

FsxId040eacc5d0ac31017::> lun show

Vserver Path State Mapped Type
Size
vmcfsxval2svm

/vol/blocktest01/1un01 online mapped linux
5GB
vmcfsxval2svm

/vol/nimfsxscsivol/nimofsxlun0l online mapped windows
5GB

Se mostraron dos entradas.

1

. Conecte el LUN recién aprovisionado a una maquina virtual de Windows:

Para conectar el nuevo LUN a un host de Windows que reside en VMware Cloud en AWS SDDC,
complete los siguientes pasos:

1.
2.

RDP a la maquina virtual de Windows alojada en VMware Cloud en AWS SDDC.

Vaya a Administrador del servidor > Panel de control > Herramientas > Iniciador iSCSI para abrir el
cuadro de dialogo Propiedades del iniciador iSCSI.

Desde la pestana Descubrimiento, haga clic en Descubrir portal o Agregar portal y luego ingrese la
direccion IP del puerto de destino iSCSI.

Desde la pestafia Objetivos, seleccione el objetivo descubierto y luego haga clic en Iniciar sesion o
Conectar.

5. Seleccione Habilitar multiples rutas y luego seleccione "Restaurar esta conexion automaticamente

cuando se inicia la computadora” o "Agregar esta conexion a la lista de destinos favoritos". Haga clic
en Avanzado.

(D El host de Windows debe tener una conexiéon iSCSI a cada nodo del clister. El DSM nativo
selecciona las mejores rutas a utilizar.
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Targets Discovery Favorite Targets Volumes and Devices RADIUS Configuration

Quick Connect Status

To discover and log on to a target using a basic connection, type | Quick Connect
DNS name of the target and then dick Quick Connect.

) "10.222.2.221 Targets that are avalable for connection at the [P address or DS name that you
Target: | BuEEEE. provided are bsted below. If muitiple targets are avaliable, you need to connect
i to each target indvidualy,

Connections made here will be added to the list of Favorite Targets and an attempt
- — to restore them will be made every time this computer restarts,
Mame Sta

ian. 1992-08. com.netapp:en, 264efeB32009 1 1eca®51dsf.., Conf  Discovered targets

Hame Status

19 2-08. com. netappean. McO0SA8 2006 | latac ! Commécted

To connect using advanced opbions, select & target and then Progress report
chick Connect.

Logn Succeeded.
To completely deconnect a target, select the target and
then cick Discormect.

For tarpet properties, induding configuration of sessions,
select the target and cick Properies.

For configuration of devices assodated with a target, salect
the target and then dick Devices.

Los LUN en la maquina virtual de almacenamiento (SVM) aparecen como discos para el host de
Windows. El host no detecta automaticamente ningun disco nuevo que se agregue. Active un nuevo
escaneo manual para descubrir los discos completando los siguientes pasos:

1. Abra la utilidad de Administracion de equipos de Windows: Inicio > Herramientas administrativas >
Administracién de equipos.

2. Expanda el nodo Almacenamiento en el arbol de navegacion.
3. Haga clic en Administracion de discos.

4. Haga clic en Accién > Volver a escanear discos.



Ll niz|

Cuando el host de Windows accede por primera vez a un nuevo LUN, éste no tiene particion ni sistema
de archivos. Inicialice el LUN y, opcionalmente, formatee el LUN con un sistema de archivos completando

los siguientes pasos:

1. Inicie la Administracion de discos de Windows.
2. Haga clic con el boton derecho en el LUN y luego seleccione el tipo de disco o particion requerido.

3. Siga las instrucciones del asistente. En este ejemplo, la unidad F: esta montada.
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Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, es la solucion de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
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permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados
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Implemente una nueva instancia de Cloud Volumes ONTAP en AWS (hagalo usted mismo)

Los recursos compartidos y LUN de Cloud Volumes ONTAP se pueden montar desde maquinas virtuales
creadas en el entorno SDDC de VMware Cloud on AWS. Los volumenes también se pueden montar en
clientes Windows de AWS VM Linux nativos, y se puede acceder a los LUN en clientes Linux o Windows
como dispositivos de bloque cuando se montan sobre iISCSI porque Cloud Volumes ONTAP admite los
protocolos iISCSI, SMB y NFS. Los volumenes de Cloud Volumes ONTAP se pueden configurar en unos
pocos y sencillos pasos.

Para replicar volumenes de un entorno local a la nube con fines de recuperacion ante desastres o
migracion, establezca conectividad de red a AWS, ya sea mediante una VPN de sitio a sitio o
DirectConnect. La replicacion de datos desde las instalaciones locales a Cloud Volumes ONTAP esta
fuera del alcance de este documento. Para replicar datos entre sistemas locales y Cloud Volumes
ONTAP , consulte"Configuracion de la replicacion de datos entre sistemas" .

Utilice el"Dimensionador de Cloud Volumes ONTAP" para dimensionar con precision las
instancias de Cloud Volumes ONTAP . Ademas, supervise el rendimiento local para usarlo
como entrada en el dimensionador de Cloud Volumes ONTAP .

1. Inicie sesion en NetApp Cloud Central; se muestra la pantalla Vista de Fabric. Localice la pestana
Cloud Volumes ONTAP y seleccione Ir a Cloud Manager. Después de iniciar sesion, se mostrara la
pantalla Canvas.

C I o ud pu|1 an ager ACCTunt " \'ﬂ)fk!-pﬂ{f b Connector b E_]l

Netapp POC tlouel hedoes wsconneci,

Replication Backup & Restore KBS Data Sense File Cache Compute Sync All Senvices (+8) ~

&) Canvas €2 Go to Canvas View

€ Add Working Environment

1. En la pagina de inicio de Cloud Manager, haga clic en Agregar un entorno de trabajo y luego
seleccione AWS como la nube y el tipo de configuracion del sistema.

Bt Cloud Manages

Add Working Environment x

= e S

s - =i
Wicromals Aaute Amazon Wl Seevioos naghe Cload Harfom Qin Premisey

Choose Type
=}
Clowd volummes ONTAP Clnid volumes ONTAP kA Amaran Fix for ONTAR
o
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer
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1. Proporcione los detalles del entorno que se creara, incluido el nombre del entorno y las credenciales
de administrador. Haga clic en Continuar.

Create a New Warking Environment Details and Cr{‘d@ﬂ[_i-:_ilS

T PreviousStep Instance Profile 139763910815 netapp.com-cloud-volumes-... -79:_" PETIRT,

Credential Name Account 1D Marketplace Subscrption
Dataiks Credentials
Warking Emaronment Mame [Cluster Name) User Name
fsxovetestingOl admin
Paszword

Q addraps

Confirm Password

1. Seleccione los servicios complementarios para la implementacion de Cloud Volumes ONTAP
incluidos BlueXP Classification, BlueXP backup and recovery y Cloud Insights. Haga clic en
Continuar.

Create a New Working Environment Services
\ {3’ | DataSense & Compliance E‘ “
( :‘,'E Backup to Cloud @ v
rIlI.! Monitoring @ 2'd

1. En la pagina Modelos de implementacion de HA, elija la configuracion Zonas de disponibilidad
multiples.



Creale a New Werking Environment HA Deployrment Models

T Previous Step

Multiple Availability Zones single Avallability Zone
o Provides maximum protection against AZ failures. o Protects against failures within a single AZ
Single availability zone. HA nodes are in a placement
@ Enables selection of 3 availability zones. e s S ) P
group, spread across distinet underlying hardware.
@ An HA node serves data if its partner goes offline. 6 An HA node serves data if its partner goes affline,
I Extended Info I Extended Info

1. En la pagina Regién y VPC, ingrese la informacioén de la red y luego haga clic en Continuar.

Create a New Working Environment Reg[[}n & \VPC
‘T Previous Step AWS Ragion VPC Sacurity group
US West | Oregon b vpe-0d1cTedbocd 95805 - ™ Use a generated security group
10.222.0.016
e Mode 1: Fomn Node Z: = == Mediator:
== (== o} =
Availability Zone Availability Zone Avaitability Tone
WS West-23 - us-west-2b - us-west-2c -
Submnet Subriet Subiret
10,222.0.0424 - 102222 0024 - 10.222.3.0/24 =

1. En la pagina Conectividad y autenticacion SSH, elija los métodos de conexion para el par HA 'y el
mediador.
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Create a New Working Envirenment COI"IF!E'CUVH"):’ & SSH Authentication

T Previous Step

1]
i

T -
et =]
e Modes = Mediator

55H Authentication Method | Security Group

Passward = Use a generated security group .

Key Pair Name i
nimokey .
Internet Connection Methad I

Public P address x

1. Especifique las direcciones IP flotantes y luego haga clic en Continuar.

Create a New Working Environment F:Da(iﬂg IPs

T Previous Step Flzating |P addresses are requined for cluster and SvM access and for NFS and CF5 data access. These floating IPs can migrate between

HA nodes if failures occur. To access the data from outside the VPC, you can set up an AWS fransit gateway.
You must specify IP addresses that are outside of the CIDR blocks for all VPCs in the salected AWS region,

Flnating IP address for cluster management

172.16.0.1

Floating 1P address 1 for NFS and CIFS data

1721602

Fieating IP address 2 for NFS and CIF5 data

172.16.0.3

Fipating IP address for SVM management (Optional)

1. Seleccione las tablas de rutas adecuadas para incluir rutas a las direcciones IP flotantes y luego
haga clic en Continuar.

172.16.0.4



Create a New Working Environment Route Tables

T Previous Step Select the route tables that should include routes to the floating I addresses. This enables client a0cess 1o the Cloud Volumes ONTAP HA
pair. If you leave a route table unselected, cients that are associated with the route table cannot access the HA pair.

Additional information

Name Main D Associate with Subnet  Tags

A Yes nh-00b2d30c3f6aidhdd 0 Subnets 1 Tags

1 Rowte Tables | The main route table s the default for the VPC

Continuwe

1. En la pagina Cifrado de datos, elija cifrado administrado por AWS.

Create a New Working Environment Data Er](_'rypti(}ﬂ

T Previous Step
& AWS Managed Encryption

AWS is responsible for data encryption and decryptien cperations. Key management
is handled by AWS key management services,

Default Master Key: aws/ebs # Change Key

1. Seleccione la opcion de licencia: Pago por uso o BYOL para utilizar una licencia existente. En este
ejemplo se utiliza la opcién de pago por uso.
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Create a New Working EnvirenmentCloud Volumes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NS5) accounts

) To reglster this Cloud Volumes ONTAP to suppart,you
% © Pay-As-You-Go by the hour should add NetApp Support Site Account,

Don't have a NetApp Support Site account?Select go to

finish deploying this system.After its created,use the
Bring your own license A ¥

Sunnart Bagictratinn antinn o rroata an MES arrniint

1. Seleccione entre varios paquetes preconfigurados disponibles segun el tipo de carga de trabajo que
se implementara en las maquinas virtuales que se ejecutan en VMware Cloud en AWS SDDC.

Create a New Working Environment Precnnﬁgured Paf_kage:'-.

Select a preconfigured Cloud Violumes ONTAP systemn thet best matches your neads, or create your own configuration
Preconfigured sattings can ba modified st a later ime

(L1
T -o o ¥
POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up 1o 500GE of storage Up to S00GB of storage

f©

1. En la pagina Revisar y aprobar, revise y confirme las selecciones. Para crear la instancia de Cloud
Volumes ONTAP , haga clicen Ir.

[

Create 3 New Working Emironment Review & Approve

3

T PreveuidifBiotesting Show AP Fequest
Bl swest2 | HA

This Clowd Violemes ONTAP instance will be registensd with NetApp support under the N5S Account mchad.

@[] 1 unstorstand that Clowd Manager will allecate the appropriate AWS renources 1o comply welh my abowe regquiramsms, kors inbormation =
Owerview Metworklng Storage
v
SIM}‘I Symtem Cloud Volurres ONTAP HA Hi Deployment Model: Muiltiple dusilability Joney
License Type: Cloud Vioherirs GNTAP Explor Encryption; AWS Managed
Capacity Limitc: i) | Customer Master Key: aws'els

1. Una vez aprovisionado Cloud Volumes ONTAP , aparece en los entornos de trabajo en la pagina
Canvas.



Canvas

Adksl Working £r

A5 ol

WS

l.l fsngvotestingo?
1.

DETAILE

Gt Vikirmas ONTAD | AAS | ¢

SERVCES

G 1o Tabular Wiew
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Configuraciones adicionales para volimenes SMB

1. Una vez que el entorno de trabajo esté listo, asegurese de que el servidor CIFS esté configurado con
los parametros de configuracion de DNS y Active Directory adecuados. Este paso es necesario antes
de poder crear el volumen SMB.

i, 3

F i 3
T fsxcvotesting01 muspe azs) Em o

volumes HASIEtUS Cost Feplicatons i @ 4 =

o+ .
— Create a CIFS server + Advanced
DNS Pr imany IP Apdeass Active Dérectory Damain 1o jain

(CHATARE | tutesting ncal
ONS Secendary [P Address (Optonal) Credentials duthorized 10 p2in [he Gomar

wrd

1. Seleccione la instancia CVO para crear el volumen y haga clic en la opcién Crear volumen. Elija el
tamafio apropiado y el administrador de la nube elige el agregado contenedor o utiliza un mecanismo
de asignaciéon avanzado para colocarlo en un agregado especifico. Para esta demostracion, se
selecciona SMB como protocolo.

Create new volume in fsxcvotestingdl Volume Details, Protection & Protocol

Details & Protection Protocol

Valume Name Size (G} NFS CIFS i5CSl
smbdemaovoldl ' |

Hare Rame 5 - NS 1O0NMS

Snapshot Policy smbdemoval0l share Full Contral -

default -
Drefaud Policy Jeers f Groups

Continue

1. Una vez aprovisionado el volumen, estara disponible en el panel Volimenes. Dado que se
aprovisiona un recurso compartido CIFS, debe otorgar a sus usuarios o grupos permiso para acceder
a los archivos y carpetas, y verificar que esos usuarios puedan acceder al recurso compartido y crear
un archivo.
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T
e
E@ smbdemovol01 m ONLIN

INFO CAPACITY
'I:'l"_-;‘ T']_I'I:-I'ff sz - 1_5? MB
Tiering Policy None 10 GB EBS Used

Allocated

Backup OFF

1. Una vez creado el volumen, use el comando mount para conectarse al recurso compartido desde la
maquina virtual que se ejecuta en los hosts VMware Cloud en AWS SDDC.

2. Copie la siguiente ruta y use la opcion Asignar unidad de red para montar el volumen en la maquina
virtual que se ejecuta en VMware Cloud en AWS SDDC.

Jw) fsxcvotesting01 muipieazs) B s
Valumes Ha Stams Cost Replications (D G

*D  Mount Velume smbdemeval0l

@ Access from inside the WPC using Floating 1P 6 Access from outside the VPC using AWS Private [P

I Auto failover between nodes

Mo auto failover batween nodss

The IP address autormaticaly migrates between nodes if failures occur The IP address does not migrate between nodes if failures oceur

Go o your maching and emter this command To avold traffic between nodes, mount the valums hy usng the primary node's IF address;

WWITZ.16. 0.3 \ssbhdenovo il share AT 22,1188 smbdemoval0l_share

If the primary nade goes affling, mount the velurme by using the HA partner's 1P address
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Conectar el LUN a un host

Para conectar el LUN de Cloud Volumes ONTAP a un host, complete los siguientes pasos:
1. En la pagina Canvas de Cloud Manager, haga doble clic en el entorno de trabajo de Cloud Volumes
ONTAP para crear y administrar volimenes.

2. Haga clic en Agregar volumen > Nuevo volumen, seleccione iSCSI y haga clic en Crear grupo de
iniciadores. Haga clic en Continuar.

Details & Protection Protocol
. CiEs
I L ip
.
defaull
Default Po
Windows
o Viiware Cloud - ntagr Fo-derno: vEpheee - wnodcll - Summiry X wmedell X Y HetApp Cloud Manager * t @ (= b4

O & = WITIWANEATIC.COMm L >

& Getting Saited EC2 Management To

vmicdoll

1. Una vez aprovisionado el volumen, seleccione el volumen y haga clic en IQN de destino. Para copiar
el nombre calificado iISCSI (IQN), haga clic en Copiar. Configure una conexion iSCSI desde el host al
LUN.

Para lograr lo mismo para el host que reside en VMware Cloud on AWS SDDC, complete los siguientes
pasos:



88

1. RDP a la maquina virtual alojada en VMware Cloud en AWS.

2. Abra el cuadro de dialogo Propiedades del iniciador iISCSI: Administrador del servidor > Panel de
control > Herramientas > Iniciador iSCSI.

3. Desde la pestafna Descubrimiento, haga clic en Descubrir portal o Agregar portal y luego ingrese la
direccion IP del puerto de destino iSCSI.

4. Desde la pestafia Objetivos, seleccione el objetivo descubierto y luego haga clic en Iniciar sesion o
Conectar.

5. Seleccione Habilitar multiples rutas y, a continuacion, seleccione Restaurar automaticamente esta
conexion cuando se inicie la computadora o Agregar esta conexion a la lista de destinos favoritos.
Haga clic en Avanzado.

@ El host de Windows debe tener una conexién iSCSI a cada nodo del clister. EIl DSM nativo
selecciona las mejores rutas a utilizar.

1SCE Irstiston Piopereis =

Targets  Dsrovery Eavneite Targets  Volumes and Devices. - SADILS  Confipuraton
Gk Corrmect

To desoover andiog on to 3 target usng & baec connechon, Type the [P address or
DS naaree o e v ged ol Then ceck Quich Cormel.

toget | 172.94.29 Quick Connest. ..

Desaeropreed target:
itefresh

T connact uing advanced oohans, select & tanget and fhen
chek Connect,

To completely dsconnect & tangel, select the target and
then ik Discornect.

Corect
Ccarrt

Fod tan0el proger e, Rclidng oo aton of sesdisns,
select the bwget and dick Properties,

Pragerites

Foi configur abion of devwoes assacabed with & larget, sslacl
the barget and B dick Desaces.

Los LUN de la SVM aparecen como discos para el host de Windows. El host no detecta automaticamente
ningun disco nuevo que se agregue. Active un nuevo escaneo manual para descubrir los discos
completando los siguientes pasos:

1. Abra la utilidad de Administracién de equipos de Windows: Inicio > Herramientas administrativas >
Administracién de equipos.

2. Expanda el nodo Almacenamiento en el arbol de navegacion.

3. Haga clic en Administracion de discos.

4. Haga clic en Accién > Volver a escanear discos.



Cuando el host de Windows accede por primera vez a un nuevo LUN, éste no tiene particion ni sistema
de archivos. Inicialice el LUN y, opcionalmente, formatee el LUN con un sistema de archivos completando
los siguientes pasos:

1. Inicie la Administracion de discos de Windows.
2. Haga clic con el boton derecho en el LUN y luego seleccione el tipo de disco o particion requerido.

3. Siga las instrucciones del asistente. En este ejemplo, la unidad F: esta montada.

VTP BV TTIL £ O

En los clientes Linux, asegurese de que el demonio iSCSI esté ejecutandose. Una vez aprovisionados
los LUN, consulte la guia detallada sobre la configuracién de iSCSI para su distribucién de Linux. Por
ejemplo, la configuracion iISCSI de Ubuntu se puede encontrar'aqui” . Para verificar, ejecute Isblk cmd
desde el shell.


https://ubuntu.com/server/docs/service-iscsi

Montar un volumen NFS de Cloud Volumes ONTAP en un cliente Linux

Para montar el sistema de archivos Cloud Volumes ONTAP (DIY) desde las maquinas virtuales dentro de
VMC en AWS SDDC, complete los siguientes pasos:
1. Conectarse a la instancia de Linux designada.

2. Abra una terminal en la instancia usando shell seguro (SSH) e inicie sesion con las credenciales
adecuadas.

3. Cree un directorio para el punto de montaje del volumen con el siguiente comando.

$ sudo mkdir /fsxcvotesting0l/nfsdemovolOl
Monte el volumen NFS de Amazon FSx ONTAP en el directorio que se
cred en el paso anterior.

sudo mount -t nfs nfsvers=4.1,172.16.0.2:/nfsdemovol01l
/fsxcvotesting0l/nfsdemovol0l

8 &= n 1 WITTWArEVITIC. Lo ! lo it : t i

ubuntud Enforce US Keyboard Layout

Servicio de virtualizacion de Azure: opciones para usar el almacenamiento de
NetApp

El almacenamiento de NetApp se puede conectar al servicio VMware de Azure como
almacenamiento complementario o conectado como invitado.

Azure NetApp Files (ANF) como almacén de datos NFS complementario

La compatibilidad con almacenes de datos NFS se introdujo con la version 3 de ESXi en implementaciones
locales, lo que amplid enormemente las capacidades de almacenamiento de vSphere.

Ejecutar vSphere en NFS es una opcion ampliamente adoptada para implementaciones de virtualizacion
locales porque ofrece un gran rendimiento y estabilidad. Si tiene una cantidad significativa de almacenamiento
conectado a red (NAS) en un centro de datos local, deberia considerar implementar un SDDC de solucion
VMware de Azure en Azure con almacenes de datos de Azure NetApp File para superar los desafios de
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capacidad y rendimiento.

Azure NetApp Files esta basado en el software de gestion de datos NetApp ONTAP de alta disponibilidad y
lider en la industria. Los servicios de Microsoft Azure se agrupan en tres categorias: basicos, generales y
especializados. Azure NetApp Files pertenece a la categoria especializada y esta respaldado por hardware ya
implementado en muchas regiones. Con alta disponibilidad (HA) incorporada, Azure NetApp Files protege sus
datos de la mayoria de las interrupciones y le ofrece un SLA lider en la industria del 99,99 %" de tiempo de
actividad.

Para obtener mas informacién sobre ANF como almacén de datos NFS complementario, visite:

* "ANF como almacén de datos NFS complementario: descripcion general”

* "Opciodn de almacén de datos NFS complementario en Azure"

Azure NetApp Files (ANF) como almacenamiento conectado invitado

Azure NetApp Files lleva la administracion y el almacenamiento de datos de nivel empresarial a Azure para
que pueda administrar sus cargas de trabajo y aplicaciones con facilidad. Migre sus cargas de trabajo a la
nube y ejecutelas sin sacrificar el rendimiento.

Azure NetApp Files elimina los obstaculos para que puedas trasladar todas tus aplicaciones basadas en
archivos a la nube. Por primera vez, no tiene que redisefar sus aplicaciones y obtiene almacenamiento
persistente para sus aplicaciones sin complejidad.

Debido a que el servicio se brinda a través del Portal de Microsoft Azure, los usuarios experimentan un
servicio completamente administrado como parte de su Acuerdo empresarial de Microsoft. El soporte de
primer nivel, administrado por Microsoft, le brinda total tranquilidad. Esta Unica solucion le permite agregar
cargas de trabajo multiprotocolo de manera rapida y sencilla. Puede crear e implementar aplicaciones
basadas en archivos de Windows y Linux, incluso para entornos heredados.

Para obtener mas informacion, visite"ANF como almacenamiento conectado para invitados" .

Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados

Cloud Volumes ONTAP (CVO) es la solucién de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Para obtener mas informacion, visite"CVO como almacenamiento conectado para invitados" .
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Descripcidon general de las soluciones de almacenamiento de datos de ANF

Toda organizacion exitosa esta en un camino de transformacién y modernizacién. Como
parte de este proceso, las empresas generalmente utilizan sus inversiones existentes en
VMware mientras aprovechan los beneficios de la nube y exploran como hacer que los
procesos de migracion, expansion, extension y recuperacion ante desastres sean lo mas
fluidos posible. Los clientes que migran a la nube deben evaluar las cuestiones de
elasticidad y explosion, salida del centro de datos, consolidacidén del centro de datos,
escenarios de fin de vida util, fusiones, adquisiciones, etc. El enfoque adoptado por cada
organizacion puede variar en funcidn de sus respectivas prioridades comerciales. A la
hora de elegir operaciones basadas en la nube, un objetivo fundamental es seleccionar
un modelo de bajo coste con un rendimiento adecuado y unos obstaculos minimos.
Ademas de elegir la plataforma adecuada, la orquestacion del almacenamiento y el flujo
de trabajo es particularmente importante para liberar el poder de la implementacion y la
elasticidad de la nube.

Casos de uso

Si bien la solucién Azure VMware ofrece capacidades hibridas Unicas para el cliente, las opciones de
almacenamiento nativo limitadas han restringido su utilidad para las organizaciones con cargas de trabajo con
gran capacidad de almacenamiento. Debido a que el almacenamiento esta directamente vinculado a los hosts,
la Unica forma de escalar el almacenamiento es agregar mas hosts, lo que puede aumentar los costos entre
un 35 % y un 40 % o mas para cargas de trabajo con uso intensivo de almacenamiento. Estas cargas de
trabajo necesitan almacenamiento adicional, no potencia adicional, pero eso significa pagar por hosts
adicionales.

Consideremos el siguiente escenario: un cliente requiere seis hosts en términos de potencia (vCPU/vMem),
pero también tiene un requisito sustancial de almacenamiento. Segun su evaluacion, necesitan 12 hosts para
cumplir con los requisitos de almacenamiento. Esto aumenta el TCO general porque deben comprar toda esa
potencia adicional cuando lo que realmente necesitan es mas almacenamiento. Esto es aplicable a cualquier
caso de uso, incluida migracion, recuperacion ante desastres, rafagas, desarrollo/prueba, etc.

Otro caso de uso comun de Azure VMware Solution es la recuperacion ante desastres (DR). La mayoria de
las organizaciones no cuentan con una estrategia de recuperacién ante desastres infalible, o pueden tener
dificultades para justificar la operacion de un centro de datos fantasma solo para recuperacién ante desastres.
Los administradores pueden explorar opciones de recuperacidon ante desastres sin huella con un cluster piloto
o un cluster a pedido. Luego podrian escalar el almacenamiento sin agregar hosts adicionales, una opcion
potencialmente atractiva.

Asi pues, para resumir, los casos de uso se pueden clasificar de dos maneras:

» Escalar la capacidad de almacenamiento mediante almacenes de datos ANF

* Uso de almacenes de datos ANF como destino de recuperacion ante desastres para un flujo de trabajo de
recuperacion rentable desde las instalaciones locales o dentro de regiones de Azure entre los centros de
datos definidos por software (SDDC). Esta guia proporciona informacion sobre el uso de Azure NetApp
Files para proporcionar almacenamiento optimizado para almacenes de datos (actualmente en versidon
preliminar publica) junto con las mejores capacidades de proteccion de datos y recuperacion ante
desastres en una solucidon de Azure VMware, que le permite descargar la capacidad de almacenamiento
del almacenamiento de vSAN.
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@ Comuniquese con los arquitectos de soluciones de NetApp o Microsoft en su region para
obtener informacion adicional sobre el uso de almacenes de datos ANF.

Opciones de VMware Cloud en Azure

Solucion VMware de Azure

Azure VMware Solution (AVS) es un servicio de nube hibrida que proporciona SDDC de VMware totalmente
funcionales dentro de una nube publica de Microsoft Azure. AVS es una solucién propia totalmente
administrada y respaldada por Microsoft y verificada por VMware que utiliza la infraestructura de Azure. Por lo
tanto, los clientes obtienen VMware ESXi para la virtualizacion informatica, vSAN para el almacenamiento
hiperconvergente y NSX para redes y seguridad, todo ello mientras aprovechan la presencia global de
Microsoft Azure, las instalaciones de centros de datos lideres en su clase y la proximidad al rico ecosistema
de servicios y soluciones nativos de Azure. Una combinacion de Azure VMware Solution SDDC y Azure
NetApp Files proporciona el mejor rendimiento con una latencia de red minima.

Independientemente de la nube utilizada, cuando se implementa un VMware SDDC, el cluster inicial incluye
los siguientes componentes:

* Hosts VMware ESXi para virtualizacién informatica con un dispositivo de servidor vCenter para
administracion.

* Almacenamiento hiperconvergente VMware vSAN que incorpora los activos de almacenamiento fisico de
cada host ESXi.

* VMware NSX para redes virtuales y seguridad con un clister NSX Manager para administracion.

Conclusion

Ya sea que su objetivo sea una nube completa o una nube hibrida, los archivos de Azure NetApp brindan
excelentes opciones para implementar y administrar las cargas de trabajo de las aplicaciones junto con los
servicios de archivos, al tiempo que reducen el TCO al hacer que los requisitos de datos se integren
perfectamente con la capa de aplicacion. Cualquiera que sea el caso de uso, elija Azure VMware Solution
junto con Azure NetApp Files para obtener rapidamente beneficios de la nube, infraestructura y operaciones
consistentes en las instalaciones y en multiples nubes, portabilidad bidireccional de cargas de trabajo y
capacidad y rendimiento de nivel empresarial. Es el mismo proceso y procedimientos familiares utilizados para
conectar el almacenamiento. Recuerde que lo Unico que cambid fue la posicion de los datos junto con los
nuevos nombres; las herramientas y los procesos siguen siendo los mismos, y Azure NetApp Files ayuda a
optimizar la implementacion general.

Comida para llevar

Los puntos clave de este documento incluyen:

* Ahora puede usar Azure NetApp Files como almacén de datos en AVS SDDC.

* Aumente los tiempos de respuesta de las aplicaciones y ofrezca una mayor disponibilidad para
proporcionar acceso a los datos de la carga de trabajo cuando y donde se necesiten.

» Simplifique la complejidad general del almacenamiento vSAN con capacidades de cambio de tamafo
simples e instantaneas.

* Rendimiento garantizado para cargas de trabajo de mision critica mediante capacidades de remodelacién
dinamica.

» Si Azure VMware Solution Cloud es el destino, Azure NetApp Files es la solucion de almacenamiento
adecuada para una implementacion optimizada.
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Donde encontrar informacion adicional

Para obtener mas informacion sobre la informacion descrita en este documento, consulte los siguientes
enlaces de sitios web:

* Documentacion de Azure VMware Solution
"https://docs.microsoft.com/en-us/azure/azure-vmware/"

* Documentacion de Azure NetApp Files
"https://docs.microsoft.com/en-us/azure/azure-netapp-files/"

» Adjuntar almacenes de datos de Azure NetApp Files a hosts de Azure VMware Solution (version
preliminar)

https://docs.microsoft.com/en-us/azure/azure-vmware/attach-azure-netapp-files-to-azure-vmware-solution-
hosts?tabs=azure-portal/

Creacién de un almacén de datos NFS complementario en Azure

La compatibilidad con almacenes de datos NFS se introdujo con la version 3 de ESXi en
implementaciones locales, o que amplié enormemente las capacidades de
almacenamiento de vSphere.

Ejecutar vSphere en NFS es una opcion ampliamente adoptada para implementaciones de virtualizacién
locales porque ofrece un gran rendimiento y estabilidad. Si tiene una cantidad significativa de almacenamiento
conectado a red (NAS) en un centro de datos local, deberia considerar implementar un SDDC de solucion
VMware de Azure en Azure con almacenes de datos de Azure NetApp File para superar los desafios de
capacidad y rendimiento.

Azure NetApp Files esta basado en el software de administracion de datos NetApp ONTAP de alta
disponibilidad y lider en la industria. Los servicios de Microsoft Azure se agrupan en tres categorias: basicos,
generales y especializados. Azure NetApp Files pertenece a la categoria especializada y esta respaldado por
hardware ya implementado en muchas regiones. Con alta disponibilidad (HA) incorporada, Azure NetApp Files
protege sus datos de la mayoria de las interrupciones y le ofrece un SLA lider en la industria de "99.99%"
tiempo de actividad.

Antes de la introduccion de la capacidad de almacenamiento de datos de Azure NetApp Files , la operacion de
escalamiento horizontal para los clientes que planeaban alojar cargas de trabajo intensivas en rendimiento y
almacenamiento requeria la expansién tanto del computo como del almacenamiento.

Tenga en cuenta las siguientes cuestiones:
* No se recomiendan configuraciones de cluster desequilibradas en un cluster SDDC. Por lo tanto, ampliar

el almacenamiento significa agregar mas hosts, lo que implica mayor TCO.

» Solo es posible un entorno vSAN. Por lo tanto, todo el trafico de almacenamiento compite directamente
con las cargas de trabajo de produccion.

* No existe la opcion de proporcionar multiples niveles de rendimiento para alinear los requisitos de la
aplicacion, el rendimiento y el costo.

 Es facil alcanzar los limites de la capacidad de almacenamiento de vSAN construida sobre hosts de
cluster. Al integrar ofertas de plataforma como servicio (PaaS) nativas de Azure, como Azure NetApp Files
, como almacén de datos, los clientes tienen la opcidn de escalar independientemente su almacenamiento
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por separado y solo agregar nodos de computo al cluster SDDC segun sea necesario. Esta capacidad

supera los desafios mencionados anteriormente.

Azure NetApp Files también le permite implementar multiples almacenes de datos, lo que ayuda a imitar un

modelo de implementacion local al colocar maquinas virtuales en el almacén de datos adecuado y asignar el
nivel de servicio requerido para cumplir con los requisitos de rendimiento de la carga de trabajo. Con la
capacidad unica de soporte de multiples protocolos, el almacenamiento invitado es una opcion adicional para
cargas de trabajo de bases de datos como SQL y Oracle mientras que también utiliza la capacidad de
almacenamiento de datos NFS complementaria para alojar los VMDK restantes. Aparte de esto, la capacidad
de instantaneas nativas le permite realizar copias de seguridad rapidas y restauraciones granulares.

®

Comuniquese con los arquitectos de soluciones de Azure y NetApp para planificar y
dimensionar el almacenamiento y determinar la cantidad de hosts necesarios. NetApp
recomienda identificar los requisitos de rendimiento del almacenamiento antes de finalizar el
diseno del almacén de datos para las implementaciones de prueba, POC y produccion.

Arquitectura detallada

Desde una perspectiva de alto nivel, esta arquitectura describe como lograr la conectividad de la nube hibrida
y la portabilidad de aplicaciones en entornos locales y Azure. También describe el uso de Azure NetApp Files
como un almacén de datos NFS complementario y como una opcion de almacenamiento interno para
maquinas virtuales invitadas alojadas en la solucion Azure VMware.
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para el entorno de destino. Es muy importante comprender cuantos nodos se requieren para realizar un
ejercicio de elevacion y traslado desde las instalaciones locales a la soluciéon VMware de Azure.

Para dimensionar, utilice datos historicos del entorno local mediante RVTools (preferido) u otras herramientas
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como Live Optics o Azure Migrate. RVTools es una herramienta ideal para capturar vCPU, vMem, vDisk y toda
la informacion necesaria, incluidas las maquinas virtuales encendidas o apagadas, para caracterizar el
entorno de destino.

Para ejecutar RVtools, complete los siguientes pasos:

1. Descargue e instale RVTools.

2. Ejecute RVTools, ingrese la informacion requerida para conectarse a su servidor vCenter local y presione
Iniciar sesion.

3. Exportar el inventario a una hoja de calculo de Excel.

4. Edite la hoja de calculo y elimine cualquier maquina virtual que no sea candidata ideal de la pestafa vinfo.
Este enfoque proporciona un resultado claro acerca de los requisitos de almacenamiento que se pueden
usar para dimensionar correctamente el cluster de Azure VMware SDDC con la cantidad de hosts
requerida.

Las maquinas virtuales invitadas utilizadas con almacenamiento interno se deben calcular por
separado; sin embargo, Azure NetApp Files puede cubrir facilmente la capacidad de
almacenamiento adicional, lo que mantiene bajo el costo total de propiedad general.

Implementacién y configuraciéon de Azure VMware Solution

Al igual que en las instalaciones locales, la planificacion de una soluciéon VMware de Azure es fundamental
para lograr un entorno exitoso listo para produccion para la creacion de maquinas virtuales y la migracion.

En esta seccidn se describe codmo configurar y administrar AVS para su uso en combinacion con Azure
NetApp Files como un almacén de datos con almacenamiento invitado también.

El proceso de configuracion se puede dividir en tres partes:

» Registre el proveedor de recursos y cree una nube privada.
» Conéctese a una puerta de enlace de red virtual ExpressRoute nueva o existente.

« Validar la conectividad de la red y acceder a la nube privada. Consulte esto"enlace" para una guia paso a
paso del proceso de aprovisionamiento de SDDC de la solucion VMware de Azure.

Configurar Azure NetApp Files con Azure VMware Solution

La nueva integracion entre Azure NetApp Files le permite crear almacenes de datos NFS a través de las
API/CLI del proveedor de recursos de Azure VMware Solution con volumenes de Azure NetApp Files y montar
los almacenes de datos en los clusteres de su eleccion en una nube privada. Ademas de alojar los VMDK de
maquinas virtuales y aplicaciones, los volumenes de archivos de Azure NetApp también se pueden montar
desde maquinas virtuales creadas en el entorno SDDC de Azure VMware Solution. Los volumenes se pueden
montar en el cliente Linux y asignarse en un cliente Windows, porque Azure NetApp Files admite los
protocolos Bloque de mensajes de servidor (SMB) y Sistema de archivos de red (NFS).

Para obtener un rendimiento éptimo, implemente Azure NetApp Files en la misma zona de
disponibilidad que la nube privada. La coubicacion con la ruta rapida Express Route
proporciona el mejor rendimiento, con una latencia de red minima.

Para adjuntar un volumen de archivos de Azure NetApp como almacén de datos de VMware de una nube
privada de Azure VMware Solution, asegurese de que se cumplan los siguientes requisitos previos.
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Prerrequisitos

1. Utilice az login y valide que la suscripcion esté registrada en la funcién CloudSanExperience en el
espacio de nombres Microsoft.AVS.

az login —-tenant XCVXCVXC— VXCV— XCVX— CVXC— VXCVXCVXCV

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
1. Si no esta registrado, registrelo.

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

(D El registro puede tardar aproximadamente 15 minutos en completarse.

1. Para comprobar el estado del registro, ejecute el siguiente comando.

az feature show --name "CloudSanExperience" --namespace "Microsoft.AVS"
-—query properties.state

1. Si el registro queda estancado en un estado intermedio durante mas de 15 minutos, cancele el
registro y vuelva a registrar la bandera.

az feature unregister --name "CloudSanExperience" --namespace
"Microsoft.AVS"

az feature register --name "CloudSanExperience" --namespace
"Microsoft.AVS"

1. Verifique que la suscripcion esté registrada en la funcién AnfDatastoreExperience en el espacio de
nombres Microsoft. AVS.

az feature show --name "AnfDatastoreExperience" --namespace
"Microsoft.AVS" --query properties.state

1. Verifique que la extension VMware esté instalada.

az extension show —--name vmware

1. Sila extension ya estd instalada, verifique que la version sea 3.0.0. Si esta instalada una versién
anterior, actualice la extension.
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az extension update --name vmware

1. Si la extensiéon aun no esta instalada, instalela.

az extension add —--name vmware



Crear y montar volumenes de Azure NetApp Files

1. Inicie sesioén en el Portal de Azure y acceda a Azure NetApp Files. Verifique el acceso al servicio
Azure NetApp Files y registre el proveedor de recursos de Azure NetApp Files mediante el az
provider register --namespace Microsoft.NetApp -wait dominio. Después de
registrarse, cree una cuenta de NetApp . Consulte esto "enlace" para conocer los pasos detallados.

Home > Azure NetApp Files >

Azure NetApp Files « New NetApp account

Hybrid Cloud TME

- Create @ Manage view
Name *

- : | Enter the name |
Filter for any field...

Name T Subscription

| Hybrid Cloud TME Onprem v |

W ANFAVSAcct
Resource group *

| ANFAVSVai2 v
Create new

B ANFDatastoreacct i

Location *

| West Europe s |

1. Después de crear una cuenta de NetApp , configure grupos de capacidad con el tamafo y el nivel de
servicio requeridos. Para obtener informacion detallada, consulte este "enlace™ .

Home > Azure NetApp Files > ANFDatas!

Azure NetApp Files = ANFDatastoreacct | Capacity pools

New capacity pool  x

Name *
Manags view

{ Addpool ) Refresh

[Enter the name
Filter for any field o DBt ks Senvice level * (D
A Premium v
Name T Name T4 Capacity Ty Service level Ty QoS ‘
B Acce e
- - =1 Size (TiB) = C
%, ANFRecoDS 4TE Premium Aute Vi
@ Tags = A
& ANFDatastoreacct S ANFRecaDSU ATiB Ultra Autc iTE
Settin
gs QoS type
D Quota O manual

1l Properties 18 Auto

B Locks

Puntos para recordar

* NFSv3 es compatible con almacenes de datos en Azure NetApp Files.

« Utilice el nivel Premium o estandar para cargas de trabajo con limite de capacidad y el nivel Ultra
para cargas de trabajo con limite de rendimiento cuando sea necesario y al mismo tiempo
complemente el almacenamiento vSAN predeterminado.

1. Configure una subred delegada para Azure NetApp Files y especifique esta subred al crear
volumenes. Para conocer los pasos detallados para crear una subred delegada, consulte este
"enlace" .

2. Agregue un volumen NFS para el almacén de datos mediante la hoja Volimenes debajo de la hoja
Grupos de capacidad.
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= ANFDatastoreacct | Volumes

NetApp account

[2 search (curt+n | « + Addvolume - Add data replication () Refresh
W Overview =
3 |p5ean:h volumes |
B Activity log

Name T4 | Quota ™ ‘ Throughput T4 | Protocol type T4 | Mount path Ty | Service level T4 | Network features Ty | Capacity p
Aa, Access control (IAM)

i anfrecods001 4T 262.144 Mis/s NFSv3 172.30.153.132:/ANFRe  Premium Standard anfrecods
@ Tags

i anfrecodsu002 4 TiB 524.288 MiB/s NFSv3 17230.153.132/anfrec. Ultra Standard anfrecodsu
Settings < — 4

Para obtener mas informacion sobre el rendimiento del volumen de Azure NetApp Files por tamafio o
cuota, consulte"Consideraciones de rendimiento para Azure NetApp Files" .
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Agregar un almacén de datos de archivos de Azure NetApp a la nube privada

El volumen de Azure NetApp Files se puede conectar a su nube privada mediante el Portal
@ de Azure. Sigue esto"enlace de Microsoft" para un enfoque paso a paso sobre el uso del
portal de Azure para montar un almacén de datos de archivos de Azure NetApp .

Para agregar un almacén de datos de archivos de Azure NetApp a una nube privada, complete los
siguientes pasos:

1. Una vez registradas las caracteristicas necesarias, adjunte un almacén de datos NFS al cluster de
nube privada de Azure VMware Solution ejecutando el comando apropiado.

2. Cree un almacén de datos utilizando un volumen ANF existente en el cluster de nube privada de
Azure VMware Solution.

C:\Users\niyaz>az vmware datastore netapp-volume create —--name
ANFRecoDSU002 --resource-group anfavsval2 --cluster Cluster-1 --private
-cloud ANFDataClus --volume-id /subscriptions/Oefa2dfb-917c-4497-b56a-
b3fdeadb8111l/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
02

{

"diskPoolVolume": null,

"id": "/subscriptions/0efa2dfb-917c-4497-b56a-
b3fdeadb8111/resourceGroups/anfavsval2/providers/Microsoft.AVS/privateC
louds/ANFDataClus/clusters/Cluster-1/datastores/ANFRecoDSU002",

"name": "ANFRecoDSU0O02",

"netAppVolume": {

"id": "/subscriptions/0Oefa2dfb-917c-4497-b56a-
b3fdeadb811ll/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAp
pAccounts/anfdatastoreacct/capacityPools/anfrecodsu/volumes/anfrecodsU0
oz",

"resourceGroup": "anfavsval2"

by

"provisioningState": "Succeeded",

"resourceGroup": "anfavsval2",

"type": "Microsoft.AVS/privateClouds/clusters/datastores"

List all the datastores in a private cloud cluster.

C:\Usuarios\niyaz>az vmware datastore list --resource-group anfavsval2 --cluster Cluster-1 --private
-cloud ANFDataClus [ { "diskPoolVolume": null, "id": "/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDS001", "name": " ANFRecoDS001", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp
/netAppAccounts/anfdatastoreacct/capacityPools/anfrecods/volumes/ANFRecoDS001", "resourceGroup™:
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"anfavsval2" }, "provisioningState": "Correcto", "resourceGroup": "anfavsval2", "type":
"Microsoft.AVS/privateClouds/clusters/datastores" }, { "diskPoolVolume": null, "id":
"/subscriptions/Oefa2dfb-917¢-4497-b56a-

b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft. AVS/privateClouds/ANFDataClus/clusters/
Cluster-1/datastores/ANFRecoDSU002", "name": "ANFRecoDSU002", "netAppVolume": { "id":
"/subscriptions/Oefa2dfb-917¢c-4497-b56a-
b3f4eadb8111/resourceGroups/anfavsval2/providers/Microsoft.NetApp/netAppAccounts/anfdatastoreacct/
capacityPools/anfrecodsu/volumes/anfrecodsU002", "resourceGroup": "anfavsval2" }, "provisioningState":

" Correcto”, "resourceGroup": "anfavsval2", "type": "Microsoft.AVS/privateClouds/clusters/datastores” } ]

1. Una vez establecida la conectividad necesaria, los volumenes se montan como un almacén de datos.

W @ # anf-21-stddsO

-

Optimizacién del tamafio y el rendimiento

Azure NetApp Files admite tres niveles de servicio: Estandar (16 MBps por terabyte), Premium (64 MBps por
terabyte) y Ultra (128 MBps por terabyte). Aprovisionar el tamafo de volumen correcto es importante para un
rendimiento optimo de la carga de trabajo de la base de datos. Con Azure NetApp Files, el rendimiento del
volumen y el limite de rendimiento se determinan en funcién de los siguientes factores:

 El nivel de servicio del grupo de capacidad al que pertenece el volumen

* La cuota asignada al volumen

+ El tipo de calidad de servicio (QoS) (automatico o manual) del grupo de capacidad
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Service Throughput

Level

Ultra 128MiB/s per 1TiB quota X
Premium 64MiB/s per 1TiB quota

Standard 16MiB/s per 1TiB quota

Eg.1 Premium Tier chlzirie Up to 128MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Eg.2 Premium Tier :,%?ugg Up to 6.25MiB/s gross
(64MiB/s per 1TiB quota) Quota throughput

Para obtener mas informacion, consulte "Niveles de servicio para Azure NetApp Files" .

Consulte esto"enlace de Microsoft" para obtener puntos de referencia de rendimiento detallados que se
pueden utilizar durante un ejercicio de dimensionamiento.

Puntos para recordar

+ Utilice el nivel Premium o Estandar para los volumenes de almacén de datos para lograr una capacidad y
un rendimiento éptimos. Si se requiere rendimiento, se puede utilizar el nivel Ultra.

+ Para los requisitos de montaje de invitados, utilice el nivel Premium o Ultra y, para los requisitos de uso
compartido de archivos para las maquinas virtuales invitadas, utilice volumenes de nivel Estandar o
Premium.

Consideraciones de rendimiento

Es importante comprender que con la version 3 de NFS solo hay una tuberia activa para la conexion entre el
host ESXi y un unico destino de almacenamiento. Esto significa que, si bien puede haber conexiones
alternativas disponibles para la conmutacion por error, el ancho de banda para un solo almacén de datos y el
almacenamiento subyacente estan limitados a lo que una sola conexién puede proporcionar.

Para aprovechar mas ancho de banda disponible con los volumenes de Azure NetApp Files , un host ESXi
debe tener multiples conexiones a los destinos de almacenamiento. Para solucionar este problema, puede
configurar varios almacenes de datos, y cada uno de ellos utilizara conexiones independientes entre el host
ESXi y el almacenamiento.

Para lograr un mayor ancho de banda, como practica recomendada se recomienda crear multiples almacenes
de datos utilizando multiples volimenes ANF, crear VMDK y distribuir los volumenes logicos entre los VMDK.

Consulte esto"enlace de Microsoft" para obtener puntos de referencia de rendimiento detallados que se
pueden utilizar durante un ejercicio de dimensionamiento.
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Puntos para recordar

* La solucion VMware de Azure permite ocho almacenes de datos NFS de forma predeterminada. Esto se
puede aumentar mediante una solicitud de soporte.

» Aproveche ER Fastpath junto con Ultra SKU para obtener mayor ancho de banda y menor latencia. Mas
informacion

» Con las caracteristicas de red "Basicas" en los archivos de Azure NetApp , la conectividad de Azure
VMware Solution esta limitada por el ancho de banda del circuito ExpressRoute y la puerta de enlace
ExpressRoute.

 Para los volumenes de Azure NetApp Files con caracteristicas de red "Estandar", se admite
ExpressRoute FastPath. Cuando esta habilitado, FastPath envia trafico de red directamente a los
volumenes de Azure NetApp Files , sin pasar por la puerta de enlace, lo que proporciona mayor ancho de
banda y menor latencia.

Aumentar el tamano del almacén de datos

La remodelacién del volumen y los cambios dinamicos del nivel de servicio son completamente transparentes
para el SDDC. En Azure NetApp Files, estas capacidades proporcionan optimizaciones continuas de
rendimiento, capacidad y costos. Aumente el tamafio de los almacenes de datos NFS modificando el tamafio
del volumen desde el Portal de Azure o mediante la CLI. Una vez que haya terminado, acceda a vCenter, vaya
a la pestafa del almacén de datos, haga clic con el boton derecho en el almacén de datos apropiado y
seleccione Actualizar informacion de capacidad. Este enfoque se puede utilizar para aumentar la capacidad
del almacén de datos y aumentar el rendimiento del mismo de manera dinamica y sin tiempo de inactividad.
Este proceso también es completamente transparente para las aplicaciones.

Puntos para recordar

* La reestructuracion del volumen y la capacidad de nivel de servicio dinamico le permiten optimizar los
costos mediante el dimensionamiento para cargas de trabajo en estado estable y asi evitar el
sobreaprovisionamiento.

* VAAI no esta habilitado.

Cargas de trabajo
Migracion
Uno de los casos de uso mas comunes es la migracion. Utilice VMware HCX o vMotion para mover

maquinas virtuales locales. Como alternativa, puede usar Rivermeadow para migrar maquinas virtuales a
almacenes de datos de Azure NetApp Files .
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Proteccion de datos

La realizacion de copias de seguridad de maquinas virtuales y su rapida recuperacion son dos de las
grandes fortalezas de los almacenes de datos ANF. Utilice copias instantaneas para realizar copias
rapidas de su maquina virtual o almacén de datos sin afectar el rendimiento y luego envielas al
almacenamiento de Azure para una proteccion de datos a largo plazo o a una regidn secundaria
mediante la replicacidon entre regiones para fines de recuperacion ante desastres. Este enfoque minimiza
el espacio de almacenamiento y el ancho de banda de la red almacenando Unicamente la informacion
modificada.

Utilice copias instantaneas de Azure NetApp Files para proteccion general y use herramientas de
aplicacion para proteger datos transaccionales como SQL Server u Oracle que residen en las maquinas
virtuales invitadas. Estas copias instantaneas son diferentes de las instantaneas de VMware
(consistencia) y son adecuadas para una proteccion a largo plazo.

Con los almacenes de datos ANF, la opcion Restaurar a nuevo volumen se puede usar
para clonar un volumen de almacén de datos completo, y el volumen restaurado se puede

@ montar como otro almacén de datos en los hosts dentro de AVS SDDC. Una vez montado
un almacén de datos, las maquinas virtuales dentro de él se pueden registrar, reconfigurar
y personalizar como si fueran maquinas virtuales clonadas individualmente.
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BlueXP backup and recovery para maquinas virtuales

La BlueXP backup and recovery para maquinas virtuales proporciona una GUI de cliente web
vSphere en vCenter para proteger las maquinas virtuales de Azure VMware Solution y los
almacenes de datos de archivos de Azure NetApp a través de politicas de copia de seguridad.
Estas politicas pueden definir la programacion, la retencion y otras capacidades. La funcionalidad
de BlueXP backup and recovery para maquinas virtuales se puede implementar mediante el
comando Ejecutar.

Las politicas de configuracion y proteccion se pueden instalar completando los siguientes pasos:
1. Instale la BlueXP backup and recovery para la maquina virtual en la nube privada de Azure

VMware Solution mediante el comando Ejecutar.

2. Agregue las credenciales de suscripcion a la nube (valor de cliente y secreto) y luego agregue
una cuenta de suscripcion a la nube (cuenta de NetApp y grupo de recursos asociado) que
contenga los recursos que desea proteger.

3. Cree una o0 mas politicas de respaldo que administren la retencion, la frecuencia y otras
configuraciones para las copias de seguridad del grupo de recursos.

4. Cree un contenedor para agregar uno 0 mas recursos que necesiten protegerse con politicas de
respaldo.

5. En caso de falla, restaure toda la VM o VMDK individuales especificos en la misma ubicacion.

@ Con la tecnologia Snapshot de Azure NetApp Files , las copias de seguridad y las
restauraciones son muy rapidas.

Cloud Backup for Virtual Machne:
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Recuperacion ante desastres con Azure NetApp Files, JetStream DR y Azure VMware Solution

La recuperacion ante desastres en la nube es una forma resiliente y rentable de proteger las cargas
de trabajo contra interrupciones del sitio y eventos de corrupcion de datos (por ejemplo,
ransomware). Con el marco VMware VAIO, las cargas de trabajo locales de VMware se pueden
replicar en el almacenamiento de Azure Blob y recuperar, lo que permite una pérdida de datos
minima o casi nula y un RTO cercano a cero. JetStream DR se puede utilizar para recuperar sin
problemas las cargas de trabajo replicadas desde las instalaciones locales a AVS y,
especificamente, a Azure NetApp Files. Permite una recuperacion ante desastres rentable mediante
el uso de recursos minimos en el sitio de recuperacion ante desastres y un almacenamiento en la
nube rentable. JetStream DR automatiza la recuperacion a almacenes de datos ANF a través de
Azure Blob Storage. JetStream DR recupera maquinas virtuales independientes o grupos de
magquinas virtuales relacionadas en la infraestructura del sitio de recuperacién de acuerdo con el
mapeo de la red y proporciona recuperacion en un punto en el tiempo para la proteccidén contra
ransomware.

"Solucion DR con ANF, JetStream y AVS" .

Opciones de almacenamiento conectado para invitados de NetApp para Azure

Azure admite el almacenamiento NetApp conectado a invitados con el servicio nativo
Azure NetApp Files (ANF) o con Cloud Volumes ONTAP (CVO).

Azure NetApp Files (ANF)

Azure netApp Files lleva la administracién y el almacenamiento de datos de nivel empresarial a Azure para
que pueda administrar sus cargas de trabajo y aplicaciones con facilidad. Migre sus cargas de trabajo a la
nube y ejecutelas sin sacrificar el rendimiento.

Azure netApp Files elimina los obstaculos para que puedas trasladar todas tus aplicaciones basadas en
archivos a la nube. Por primera vez, no tiene que redisefar sus aplicaciones y obtiene almacenamiento
persistente para sus aplicaciones sin complejidad.

Debido a que el servicio se brinda a través del Portal de Microsoft Azure, los usuarios experimentan un
servicio completamente administrado como parte de su Acuerdo empresarial de Microsoft. El soporte de
primer nivel, administrado por Microsoft, le brinda total tranquilidad. Esta unica solucion le permite agregar
cargas de trabajo multiprotocolo de manera rapida y sencilla. Puede crear e implementar aplicaciones
basadas en archivos de Windows y Linux, incluso para entornos heredados.

Azure NetApp Files (ANF) como almacenamiento conectado invitado

Configurar Azure NetApp Files con Azure VMware Solution (AVS)

Los recursos compartidos de Azure NetApp Files se pueden montar desde maquinas virtuales creadas
en el entorno SDDC de Azure VMware Solution. Los volumenes también se pueden montar en el cliente
Linux y asignar en el cliente Windows porque Azure NetApp Files admite los protocolos SMB y NFS. Los
volumenes de Azure NetApp Files se pueden configurar en cinco sencillos pasos.

Azure NetApp Files y Azure VMware Solution deben estar en la misma regién de Azure.
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Crear y montar volumenes de Azure NetApp Files

Para crear y montar volumenes de Azure NetApp Files , complete los siguientes pasos:
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1. Inicie sesion en el Portal de Azure y acceda a Azure NetApp Files. Verifique el acceso al servicio
Azure NetApp Files y registre el proveedor de recursos de Azure NetApp Files mediante el comando
az provider register --namespace Microsoft. NetApp —wait. Una vez completado el registro, cree una

cuenta de NetApp .

Para conocer los pasos detallados, consulte"Recursos compartidos de Azure NetApp Files" . Esta
pagina le guiara a través del proceso paso a paso.

i Microsoft Azure
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2. Una vez creada la cuenta de NetApp , configure los grupos de capacidad con el tamafio y el nivel de

servicio necesarios.

Para obtener mas informacion, consulte "Crear un fondo de capacidad"” .
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3. Configure la subred delegada para Azure NetApp Files y especifique esta subred al crear los
volumenes. Para conocer los pasos detallados para crear una subred delegada, consulte"Delegar

una subred a Azure NetApp Files" .
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4. Agregue un volumen SMB utilizando la hoja Volumenes debajo de la hoja Grupos de capacidad.
Asegurese de que el conector de Active Directory esté configurado antes de crear el volumen SMB.
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5. Haga clic en Revisar + Crear para crear el volumen SMB.

Si la aplicacion es SQL Server, habilite la disponibilidad continua de SMB.
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Para obtener mas informacion sobre el rendimiento del volumen de Azure NetApp Files por tamafio o
cuota, consulte"Consideraciones de rendimiento para Azure NetApp Files" .

. Una vez establecida la conectividad, se puede montar el volumen y usarlo para datos de la
aplicacion.

Para lograr esto, desde el portal de Azure, haga clic en la hoja Volumenes y luego seleccione el
volumen que desea montar y acceda a las instrucciones de montaje. Copie la ruta y use la opcion

Asignar unidad de red para montar el volumen en la maquina virtual que se ejecuta en Azure VMware

Solution SDDC.
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7. Para montar volumenes NFS en maquinas virtuales Linux que se ejecutan en Azure VMware Solution
SDDC, utilice este mismo proceso. Utilice la remodelacion de volumen o la capacidad de nivel de
servicio dinamico para satisfacer las demandas de carga de trabajo.

:-% zudo mount -t nfs -o rw hard, tep 172.24.
3.4: /nimcdemonfsvl Jfhome/nimoadal odemol 1
-5 df
1K-blocks Used Available UseX Mounted on
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1639548 1488 16386608 1% Jfrun
50824704 THOZTSZ 48310456 17% [
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0% Sfsys[ffsfcgroup
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dev/Loop2 SGGES GEGEE B 166% Jfsnap/fgtk-common-the
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8 188X /znap/snap-5
2 108% fsnap/snapd/
523248 L 3244 1% /bootfefi
1639544 g 53945 1% frunfuser /1808
54738 54738 8 188X /media/nimoadmin/VMw

3.4: fnimodemonfsvl 104857608 8 184857688 8% [home nimcadmin/nimo

Para obtener mas informacion, consulte "Cambiar dinamicamente el nivel de servicio de un volumen"

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, es la solucion de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
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permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados

113



Implementar nuevos Cloud Volumes ONTAP en Azure

Los recursos compartidos y LUN de Cloud Volumes ONTAP se pueden montar desde maquinas virtuales
creadas en el entorno SDDC de Azure VMware Solution. Los volumenes también se pueden montar en el
cliente Linux y en el cliente Windows porque Cloud Volumes ONTAP admite los protocolos iSCSI, SMB y
NFS. Los volumenes Cloud Volumes ONTAP se pueden configurar en unos pocos y sencillos pasos.

Para replicar volumenes de un entorno local a la nube con fines de recuperacion ante desastres o
migracion, establezca conectividad de red a Azure, ya sea mediante una VPN de sitio a sitio o
ExpressRoute. La replicacion de datos desde las instalaciones locales a Cloud Volumes ONTAP esta
fuera del alcance de este documento. Para replicar datos entre sistemas locales y Cloud Volumes
ONTAP , consulte"Configuracion de la replicacion de datos entre sistemas" .

Usar"Dimensionador de Cloud Volumes ONTAP" para dimensionar con precision las
instancias de Cloud Volumes ONTAP . También supervisa el rendimiento local para usarlo
como entrada en el dimensionador de Cloud Volumes ONTAP .

1. Inicie sesién en NetApp Cloud Central: se mostrara la pantalla Vista de Fabric. Localice la pestafia
Cloud Volumes ONTAP y seleccione Ir a Cloud Manager. Después de iniciar sesion, se mostrara la
pantalla Canvas.

Account s o Connector -
CHOAVIDEmS W cae-1 THIA

Cloud Manager

Replication Backup & Restora (Bs Data Sense File Cache Sy Al Services (+8) -

S

Let's Add Your First Working Environment

oy
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This is how you deploy, allocate or diScover Your cloud storage
[Croud Vielurmes ONTAP, Cloud Vialumes Senvice, on-prem ONTAP or 53 buckets)

Add Working Environmaent

2. Enla pagina de inicio de Cloud Manager, haga clic en Agregar un entorno de trabajo y luego
seleccione Microsoft Azure como la nube y el tipo de configuracion del sistema.
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https://docs.netapp.com/us-en/occm/task_replicating_data.html#setting-up-data-replication-between-systems
https://cloud.netapp.com/cvo-sizer

n Cloud Manager Account

CMOAVSDema

Connetior
LY

Compute

w

Replication Backup & Restore s Data Sense File Cache

Add New Working Enviranment

©
- aus a)

Migrosft Aruns Armagmn Wl Serdices Google Clotwd Pistfarm

Choose Type

[ )
L L

On-Pramises

(@)

Cloud Volumes ONTAP Cloud Volumes ONTAP HA Azure MetApp Flles

Next

3. Al crear el primer entorno de trabajo de Cloud Volumes ONTAP , Cloud Manager le solicita que

implemente un conector.

Add Connector

Create Connector
A Connectar ks required 1o use most of Cloud Managers features

The Connector allows Cloud Manager to manage resources and
processes within your public choud emaronment. It i important for

the continued hezslth and operation of the services that you enable.

Let's Start

4. Después de crear el conector, actualice los campos Detalles y Credenciales.

Al Senices (+8) ~

Need Help?

.

x
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Create a New Working Ervironment Details and Credentials

Managed Service ide... Saas Backup Prod.., CMCVOSub I
Edil Credentials
Credential Mame Azure Subscription Markatplace Subscription I
Datalls Credentials
Waorking Environment Mame (Cluster Name) User Name
nimavsCvo admin
Password

::f..s:.w-rx.'ﬁ:-'
s iinie
ot it ozl

5. Proporcione los detalles del entorno que se creard, incluido el nombre del entorno y las credenciales
de administrador. Agregue etiquetas de grupo de recursos para el entorno de Azure como un
parametro opcional. Cuando haya terminado, haga clic en Continuar.

Create a New Working Environment Details and Credentials

Diatails Credentials

Working Environment Name (Cluster NMame)

User Name
nimavsCvo admin
Passward
o Add Resource Group Tags Opticral Feld sesscescsene

Confirm Password

6. Seleccione los servicios complementarios para la implementacion de Cloud Volumes ONTAP ,
incluidos BlueXP Classification, BlueXP backup and recovery y Cloud Insights. Seleccione los
servicios y luego haga clic en Continuar.

]

Create a New Working Environment

arvices
C"J Data Sense & Compliance ] v
l:.}} | Backup to Cloud -'—" s
il ) Monitoring - -

7. Configurar la ubicacion y la conectividad de Azure. Seleccione la region de Azure, el grupo de
recursos, la red virtual y la subred que se utilizaran.
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Create a New Working Emvironment _ocation & Connectivity

SLiE R Fozoveroe Gnoog

East LS 3 5

+ Croate a new group LUy @ awinting group

Availatiinty’ Lons {Chpional) Resguree Growup Narmw

Seden in Availabiling Zone - RSV
NN

. Secuily Creaie
nimoavsprivanet | NimoAVEdema - s, Pocriabii

v Generaied security proug e sty srturity group

172,242,024 -

Ief 1 have ekl matwnn ks cormectiviny bobwesn the Clogd

8. Seleccione la opciodn de licencia: Pago por uso o BYOL para utilizar una licencia existente. En este
ejemplo se utiliza la opcidn de pago por uso.

Create a New Working EnvironmentCloud Volurnes ONTAP Charging Methods & NSS Account

Cloud Volumes ONTAP Charging Methods NetApp Support Site Account (Optional)

Learn more about our charging methods Learn more about NetApp Support Site (NSS) accounts

To register this Cloud Volumes ONTAP 1o support,you
% (&) Pay-As-You-Go by the hour should add NetApp Support Site Account,

Dan't have a MetApp Support Sile account?Select go to

=_{ Bring your awn license finish deploying this system.After its created,use the

= Lunnnrt Bagichratinn nntinn tn rreata an KMSS aroniing

Continue

9. Seleccione entre varios paquetes preconfigurados disponibles para los distintos tipos de cargas de
trabajo.

Create a New Working Environment I:]I'LECDHﬁgLJI'EG pa[kﬂg&?‘:’;

Select a preconfigured Cloud Volumes ONTAP system that besl matches your neads, or create your own configuration
Praconfigured settings can be modified at & ister tima

L1

= -0 (4] -

POC and small workioads Database and application data Cost effective DR Highest performance production
production workloads workloads

Up to 500GE of storage

Continue r

10. Acepte los dos acuerdos relacionados con la activacion del soporte y la asignacion de recursos de
Azure. Para crear la instancia de Cloud Volumes ONTAP , haga clic en Ir.

Up to 500GB of storage
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Create a New Working Environment Review & Appl'(}\-"f_‘

nimavsCy Qo
Eastus 2

q,‘_ | understand that in order to activate support, | must first reglster Cloud Volumes ONTAP with NetApp. More information >

&l

| understand that Cloud Manager will allocate the appropriate Arure resources 1o comply with my above requiremenis. More information >
Overview MNetworking Storage

11. Una vez aprovisionado Cloud Volumes ONTAP , aparece en los entornos de trabajo en la pagina
Canvas.

Compute All Services (+8)
@ Canvas  Go to Tabular View
r_'f;:-. Add Working Environment Q\ nimavsCVO0 4 ]
= = 0n
/ : %
A Cloud Volames ONT2 \ DETAILS
( [ Freembim Cloud Volumes ONTAP | Azure  Single
e
N, H
SERVICES

Renllcatinm

- + Enter Working Environment
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Configuraciones adicionales para volimenes SMB

1. Una vez que el entorno de trabajo esté listo, asegurese de que el servidor CIFS esté configurado con
los parametros de configuracion de DNS y Active Directory adecuados. Este paso es necesario antes

de poder crear el volumen SMB.

{m nimavsCVO BN £ e
Volumes Replications. ( '_]. G ,:9 A
*> Create a CIFS server + Advanced
DNS Primary |P Address Active Directory Domain to jain
172.24.1.5 nimadema. cam
DNS Secandary P Address [Optional) Credentials authorized to join the domain
ke 12700 nimaadmin m

2. Crear el volumen SMB es un proceso sencillo. Seleccione la instancia CVO para crear el volumen y
haga clic en la opcion Crear volumen. Elija el tamafio apropiado y el administrador de la nube elige el
agregado que lo contiene o utiliza un mecanismo de asignacion avanzado para colocarlo en un

agregado especifico. Para esta demostracion, se selecciona SMB como protocolo.

Create new volume in nimavsCvo Volume Details, Protection & Protocol
Details & Protection Protocol
Volume Mame:; Slze (GBY; J MNFS CIFS iSCS
e —————————
nimavssmbyol 50
Share narme: Permissions:

Snapshot Policy: nimavssmbvoll_share Full Contral
default ¥

I Default Policy Users { Groups:

Everyone;

3. Una vez aprovisionado el volumen, estara disponible en el panel Volimenes. Debido a que se
aprovisiona un recurso compartido CIFS, otorgue a sus usuarios o grupos permiso para acceder a los
archivos y carpetas y verifique que esos usuarios puedan acceder al recurso compartido y crear un
archivo. Este paso no es necesario si el volumen se replica desde un entorno local porque los
permisos de archivos y carpetas se conservan como parte de la replicacion de SnapMirror .
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Volumes Replications

ereTT——
volumes

1 Valume 50 GB Allocated 1.74 MB Total Used (1.74 MB in Disk, 0 KB in Blob)

i

[ 7] .

-@ nimavssmbvol1 = ONLINE
INFO CAPACITY

lisk Typ PREMIUM_LRS Ro—
lering Folicy Auto 50 GB ek Used
SECEUD GFF Cated

4. Una vez creado el volumen, use el comando mount para conectarse al recurso compartido desde la
maquina virtual que se ejecuta en los hosts SDDC de Azure VMware Solution.

5. Copie la siguiente ruta y use la opcién Asignar unidad de red para montar el volumen en la maquina
virtual que se ejecuta en Azure VMware Solution SDDC.

Volumes Replications

‘:) Mount Volume nimavssmbvoli

Go 1o your machine and enter this command

\\172.24. 2. 8\nimavssmbvoll_share ﬁj Copy

g _._- = | nimasssmibol]_share

- o b4
n Home Share Wiew

« « 4 [B]

LI T224.2 Bvnimevismibeed ] shan

Mgz Date rodidfed Type Sare
# Quick access

8 Desktop
& Downloads
= Docurmarts
= Pctwres

Tihes: fodder i smpty

L T T

= This BC

o Metwark
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Conectar el LUN a un host

Para conectar el LUN a un host, complete los siguientes pasos:

1. En la pagina Lienzo, haga doble clic en el entorno de trabajo de Cloud Volumes ONTAP para crear y
administrar volumenes.

2. Haga clic en Agregar volumen > Nuevo volumen y seleccione iSCSI y haga clic en Crear grupo de
iniciadores. Haga clic en Continuar.

Details & Protection Protocol
Valurne Name: Sire (GB) NFS CIFS 15C31
nimavsscsi] e What about LUNs?

Initiator Group

Snapshot Policy

= Create Initiatar Group

default -

Default Policy

Initiatar Group

avsymlG

Continue

3. Una vez aprovisionado el volumen, seleccione el volumen y haga clic en IQN de destino. Para copiar
el nombre calificado iISCSI (IQN), haga clic en Copiar. Configure una conexion iSCSI desde el host al
LUN.

Para lograr lo mismo para el host que reside en Azure VMware Solution SDDC:

a.
b.

RDP a la maquina virtual alojada en Azure VMware Solution SDDC.

Abra el cuadro de didlogo Propiedades del iniciador iSCSI: Administrador del servidor > Panel de
control > Herramientas > Iniciador iSCSI.

Desde la pestafia Descubrimiento, haga clic en Descubrir portal o Agregar portal y luego ingrese
la direccion IP del puerto de destino iSCSI.

Desde la pestafia Objetivos, seleccione el objetivo descubierto y luego haga clic en Iniciar sesion
o Conectar.

Seleccione Habilitar multiples rutas y, a continuacion, seleccione Restaurar esta conexion
automaticamente cuando se inicie el equipo o Agregar esta conexién a la lista de destinos
favoritos. Haga clic en Avanzado.

Nota: El host de Windows debe tener una conexiéon iSCSI a cada nodo del cluster. EI DSM nativo
selecciona las mejores rutas a utilizar.
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Los LUN en una maquina virtual de almacenamiento (SVM) aparecen como discos para el host de
Windows. El host no detecta automaticamente ningun disco nuevo que se agregue. Active un nuevo
escaneo manual para descubrir los discos completando los siguientes pasos:

1. Abra la utilidad de Administracion de equipos de Windows: Inicio > Herramientas administrativas >
Administracién de equipos.

2. Expanda el nodo Almacenamiento en el arbol de navegacion.

3. Haga clic en Administracion de discos.

4. Haga clic en Accién > Volver a escanear discos.

& Compute Management (oce| | Vokene | Laymat | Ty | Pl Smtomn | St [ Capacity | Froa Spase] & From |
w | Syoen Toak = |G} Lmpls  Bamc  HTFS Haalthey (Bost. Page P, Crash Cump, Fromary Parttion) BLS1GE MWGE S1%
) Tark Sebonbale o 55 NSSFREE EN-AS DVIDY) Sevple - Ban UDF Heaitey Pty Pt AEiGE ouE 1
[ e = Gyvtem Petoreed foeple  Rmic NTFS esitivy Syvtem, Active, Prvasy Pastitagn) HOME S H %

W S Friders
B Lol Uvers and Growga
Ei) Pertprrridedy
8 Dwvice Mansges
18 Yoo
H Wndoay Tarvar Beckup
Dk
Sy Serere o bpphumon

= Dbk @ .

Raic Spsteen Reesived L]

0 o8 HOME NTFS By GENTFS

Cirshras Heativy Chystom, Actve, Brmary Partitioad ety (oot Page Fie, Ciath Dump, Primary Pariisen)

0Dk 1 L ______________________________________________________________________________________________]
Unbniwin

50000 68 006

Hod wabialiced Unallo s

Cuando el host de Windows accede por primera vez a un nuevo LUN, éste no tiene particion ni sistema
de archivos. Inicialice el LUN y, opcionalmente, formatee el LUN con un sistema de archivos completando
los siguientes pasos:
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1. Inicie la Administracion de discos de Windows.
2. Haga clic con el boton derecho en el LUN y luego seleccione el tipo de disco o particion requerido.

3. Siga las instrucciones del asistente. En este ejemplo, la unidad E: esta montada
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Google Cloud VMware Engine: opciones para usar el almacenamiento de NetApp

El almacenamiento de NetApp se puede conectar a Google Cloud Virtualization Engine
como almacenamiento complementario o conectado a invitado.

Google Cloud NetApp Volumes (NetApp Volumes) como almacén de datos NFS complementario

Los clientes que requieren capacidad de almacenamiento adicional en su entorno de Google Cloud VMware
Engine (GCVE) pueden utilizar Google Cloud NetApp Volumes para montarlo como almacén de datos NFS
complementario. El almacenamiento de datos en Google Cloud NetApp Volumes permite a los clientes replicar
entre regiones para protegerse contra desastres.

Para obtener mas informacion, visite"Google Cloud NetApp Volumes (NetApp Volumes) como almacén de
datos NFS complementario”
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vmw-gcp-gcve-nfs-ds-overview.html
vmw-gcp-gcve-nfs-ds-overview.html

NetApp CVO como almacenamiento conectado para invitados

Cloud Volumes ONTAP, o CVO, es la solucion de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Para obtener mas informacion, visite"NetApp CVO como almacenamiento conectado para invitados"

Google Cloud NetApp Volumes (NetApp Volumes) como almacenamiento conectado para invitados

Los recursos compartidos de Google Cloud NetApp Volumes se pueden montar desde maquinas virtuales
creadas en el entorno de VMware Engine. Los volumenes también se pueden montar en el cliente Linux y
mapear en el cliente Windows porque Google Cloud NetApp Volumes admite los protocolos SMB y NFS. Los
volumenes de Google Cloud NetApp Volumes se pueden configurar en pasos sencillos.

Los Google Cloud NetApp Volumes y la nube privada de Google Cloud VMware Engine deben estar en la
misma region.

Para obtener mas informacion, visite"Google Cloud NetApp Volumes (NetApp Volumes) como
almacenamiento conectado para invitados"

Almacén de datos NFS complementario de VMware Engine de Google Cloud con
Google Cloud NetApp Volumes

Los clientes pueden ampliar la capacidad de almacenamiento en Google Cloud VMware
Engine mediante el almacén de datos complementario NFS con Google Cloud NetApp
Volumes.

Descripcién general

Los clientes que requieren capacidad de almacenamiento adicional en su entorno de Google Cloud VMware
Engine (GCVE) pueden utilizar Netapp Cloud Volume Service para montarlo como almacén de datos NFS
complementario. El almacenamiento de datos en Google Cloud NetApp Volumes permite a los clientes replicar
entre regiones para protegerse contra desastres.
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GCVE Private Cloud Google Cloud NetApp Volumes tenant project
e VPC Peering 9
El;ls EI;lE E”“E s”“e i .' @ @ ﬁ
vSphere VMs \ 7
MY A Datastores
b - Storage-intensive apps
vmware vmware / o icati
bl ‘ vmw DR replication
\ /
-.‘,/
Replication
Customer Project, Google Services
g e A8 erre Region 2
Applicaton Network
A Onpremises Cloud
";" Routet | ‘B‘ IyeLConRaG
Datastores

Pasos de implementacién para montar un almacén de datos NFS desde Google Cloud NetApp Volumes
(NetApp Volumes) en GCVE

Aprovisionamiento de volimenes NetApp : volumen de rendimiento

El volumen Google Cloud NetApp Volumes se puede aprovisionar mediante"Uso de Google Cloud
Console" "Uso del portal o API de NetApp BlueXP"
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/workflow
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Marcar ese volumen de NetApp Volumes como no eliminable

Para evitar la eliminacion accidental de un volumen mientras la maquina virtual esta en ejecucion,
asegurese de que el volumen esté marcado como no eliminable como se muestra en la captura de
pantalla a continuacion.

e Cloud Volumes & Edit File System
SO IR s el e
B8 Storage Pools Extreme
Up to 128 MiB/s per TIB
| a Volumes
O Backups Volume Details
Allocated Capacity *
Snapshots | 1024 aie |

Alocated size must be between 1 TiB (1024 GiB) and 100 Ti8 (102400 GiB)
Active Directaries
Managing your volumes for growth. Learn more [4
Volume Replication Protocol Type
NFSv3 bt

# O @

Project Settings

Active Directory must be setup to provision an SMB or dual-protocel volume. The Allow
local NFS users with LDAP option in Active Directary connections enables local NFS
client users not present on the Windows LDAP server to access a dual-protocol valume
that has LDAP with extended groups enabled. Learn more [

[[] Make snapshot directory (.snapshot) visible
Makes .snapshet directory visible to clients. For NFSv4.1 volumes (CVS-Performance only),
the directary itself will not be listed but can be accessed 1o list contents, ete.

[] Enable LDAP
Enables user look up from AD LDAP server for your NFS volumes

Block volume from deletion when clients are connected

Required for volumes used as GCVE datastores

Export Policy v

Para obtener mas informacion, consulte"Creacion de un volumen NFS" documentacion.

Asegurese de que exista una conexién privada en GCVE para la VPC de inquilino de NetApp Volumes.

Para montar un almacén de datos NFS, debe existir una conexion privada entre GCVE vy el proyecto
NetApp Volumes. Para obtener mas informacion, consulte"Como configurar el acceso al servicio privado”
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Montar almacén de datos NFS

Para obtener instrucciones sobre cdmo montar el almacén de datos NFS en GCVE, consulte"Como crear
un almacén de datos NFS con NetApp Volumes"

Como los hosts de vSphere estan administrados por Google, no tienes acceso para

@ instalar NFS vSphere API for Array Integration (VAAI) vSphere Installation Bundle (VIB). Si
necesita ayuda con volumenes virtuales (vVol), inférmenos. Si desea utilizar Jumbo
Frames, consulte"Tamanos maximos de MTU admitidos en GCP"

Ahorros con Google Cloud NetApp Volumes

Para obtener mas informacién sobre su potencial ahorro con Google Cloud NetApp Volumes para sus
demandas de almacenamiento en GCVE, consulte"Calculadora de ROl de NetApp"

Enlaces de referencia

* "Blog de Google: Como usar NetApp Volumes como almacenes de datos para Google Cloud VMware
Engine"

* "Blog de NetApp : Una mejor manera de migrar sus aplicaciones con gran capacidad de almacenamiento
a Google Cloud"

Opciones de almacenamiento de NetApp para GCP

GCP admite el almacenamiento NetApp conectado a invitados con Cloud Volumes
ONTAP (CVO) o Google Cloud NetApp Volumes (NetApp Volumes).

Cloud Volumes ONTAP (CVO)

Cloud Volumes ONTAP, o CVO, es la solucion de gestion de datos en la nube lider en la industria basada en el
software de almacenamiento ONTAP de NetApp, disponible de forma nativa en Amazon Web Services (AWS),
Microsoft Azure y Google Cloud Platform (GCP).

Es una version definida por software de ONTAP que consume almacenamiento nativo de la nube, lo que le
permite tener el mismo software de almacenamiento en la nube y en las instalaciones, lo que reduce la
necesidad de volver a capacitar a su personal de Tl en métodos completamente nuevos para administrar sus
datos.

CVO brinda a los clientes la capacidad de mover datos sin problemas desde el borde al centro de datos, a la
nube y viceversa, unificando su nube hibrida, todo administrado con una consola de administracion de panel
unico, NetApp Cloud Manager.

Por disefio, CVO ofrece un rendimiento extremo y capacidades avanzadas de gestion de datos para satisfacer
incluso sus aplicaciones mas exigentes en la nube.

Cloud Volumes ONTAP (CVO) como almacenamiento conectado para invitados

127
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Implementar Cloud Volumes ONTAP en Google Cloud (hazlo tit mismo)

Los recursos compartidos y LUN de Cloud Volumes ONTAP se pueden montar desde maquinas virtuales
creadas en el entorno de nube privada de GCVE. Los volumenes también se pueden montar en el cliente
Linux y en el cliente Windows, y se puede acceder a los LUN en clientes Linux o Windows como
dispositivos de bloque cuando se montan sobre iISCSI porque Cloud Volumes ONTAP admite los
protocolos iISCSI, SMB y NFS. Los volumenes de Cloud Volumes ONTAP se pueden configurar en unos
pocos y sencillos pasos.

Para replicar volumenes de un entorno local a la nube con fines de recuperacion ante desastres o
migracion, establezca conectividad de red con Google Cloud, ya sea mediante una VPN de sitio a sitio o
Cloud Interconnect. La replicaciéon de datos desde las instalaciones locales a Cloud Volumes ONTAP
esta fuera del alcance de este documento. Para replicar datos entre sistemas locales y Cloud Volumes
ONTAP , consulte"Configuracion de la replicacion de datos entre sistemas" .

Usar"Dimensionador de Cloud Volumes ONTAP" para dimensionar con precision las
instancias de Cloud Volumes ONTAP . También supervisa el rendimiento local para usarlo
como entrada en el dimensionador de Cloud Volumes ONTAP .

1. Inicie sesion en NetApp Cloud Central: se mostrara la pantalla Vista de Fabric. Localice la pestafa
Cloud Volumes ONTAP y seleccione Ir a Cloud Manager. Después de iniciar sesion, se mostrara la
pantalla Canvas.

Account ~ Workspace  ~ Connector w M
[e— -t

Metpp PO cloud herpot Fnct

Cloud Manager

Replication Bax li,|||_'- & Restore ¥, Data Sense File Cache C ompute Symc Al Services (+8) ~

(=) Canvas O Go to Canvas Wew

Cmy Add Working Emdnonment

2. En la pestafia Canvas de Cloud Manager, haga clic en Agregar un entorno de trabajo y luego
seleccione Google Cloud Platform como la nube y el tipo de configuracion del sistema. Luego, haga
clic en Siguiente.
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Cloud Manager

Actaiant Workipals Connecton
MNatapn FOC ramard e e

| limce witly

Backup & Restore Data Sense File Cachar

Add Working Environment

[ s a =

Mligisaal e Aahaini Welh Saiviie Gaaghs Claud Plaiiaim O Fiwiviies

Choowe Type

©

[ &) (o) (&)

Clowd Valumes ONTAP

Cloid Valurmies ONTAR Ha

Cloud Yolumes Service

High Auadabiliry

e

3. Proporcione los detalles del entorno que se creard, incluido el nombre del entorno y las credenciales
de administrador. Cuando haya terminado, haga clic en Continuar.

Craate a New Working Environment

T Previous Step

Details and Credentials

CV-Performance-Testing HCLMainBillingAccountSubs...

m

Google Cloud Project Marketplace Subscription

Detalls Credentials
Working Environment Name [Cluster Name) Liser Name
cvogcvevs]| admin
Fassward
Service Account ‘
| =240 VICE BCCOUNT 15 fidiamed

to use two features: backing up data using Backup

Continue

4. Seleccione o deseleccione los servicios complementarios para la implementacion de Cloud Volumes
ONTAP , incluidos Data Sense & Compliance o Backup to Cloud. Luego haga clic en Continuar.

SUGERENCIA: Se mostrara un mensaje emergente de verificacion al desactivar servicios
complementarios. Se pueden agregar o eliminar servicios complementarios después de la
implementacion de CVO; considere deseleccionarlos si no son necesarios desde el principio para

evitar costos.
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Create a New Working Environment Services

T Previous Step

(&) DataSense & Compliance = ] v

Backup to Cloud [ W

A WARNING:By turning off Backup 1o Cloud, future data recovery will not be possible in case of data corruption or loss

Continue

5. Seleccione una ubicacion, elija una politica de firewall y seleccione la casilla de verificacion para
confirmar la conectividad de red al almacenamiento de Google Cloud.

Create a New Working Environment Location & Connectivity
T ProviousStep | acation Connectivity

GCP Region PC

surope-westd - clovd-volumes-ypc -
GCP Zone Subinet
surope-west3< - 10.0,6.0/24 -
Firewsall Policy
E have verified connectivity betwesen the rarget VPC and Goagle o Generated firewall policy Use existing firewall policy

Continue

6. Seleccione la opcion de licencia: Pago por uso o BYOL para utilizar una licencia existente. En este
ejemplo, se utiliza la opcion Freemium. Luego haga clic en Continuar.
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Create a New Working Environment  Cloud Volumes ONTAP Charging Methods & NSS Account

T Previous Stemud Volumes ONTAP Charging Methods NetApp Support Site Account

Learn more aboutl our charging met hads Learn more about NetApp Support Site (N55) accounts

NetApp Si t Site Account
Pay-As-You-Go by the hour ot idheoiss it

michad -

T I 1 Site int, g h
Bring " r— To add a new NetApp Support Site account, go to the
Support - NS5 Management tab,

*) Freemium (Up to S00GB)

Continue

7. Seleccione entre varios paquetes preconfigurados disponibles segun el tipo de carga de trabajo que
se implementara en las maquinas virtuales que se ejecutan en VMware Cloud en AWS SDDC.

SUGERENCIA: Pase el mouse sobre los mosaicos para obtener detalles o personalizar los
componentes de CVO y la version de ONTAP haciendo clic en Cambiar configuracion.

Create a New Warking Environment Pre[oﬂﬁgured Pa{kages

Select a preconfigured Cloud Volumes ONTAP system thet best metches your neads, or crants your own configureton,
Precanfigured sattings can be modifiad &t & later time:

! $o 9*

POC and small workloads Database and application data Cost effective DR Highest performance production
production workloads workloads

0

Up to 500GB of storage Up to 500GE of storage

f©

8. En la pagina Revisar y aprobar, revise y confirme las selecciones. Para crear la instancia de Cloud
Volumes ONTAP , haga clic en Ir.

Create a New Working Environment Review & Approve

&UE&%“?&HEP Shivw AP request
=l | evropewest3

This Clowd Volumes ONTAP instance will be registered with NetApp support under the NS5 Account mchad

[ 1understand that Cloud Manager will allocate the appropriate GOP resources to comply with my above requiremants. More information >
Overview Networking Storage
'_
SIOrage System: Cloud Volumes ONTAP Cloud Volumes ONTAP runs on: n2-stamdard-4
Licerme Type: Cloud Valurnes ONTAP Freemium Encrypticn; Gooagle Clowd Managed
Capacty Limit: S00GE Write Speed: Mormal
Go
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9.

132

Una vez aprovisionado Cloud Volumes ONTAP , aparece en los entornos de trabajo en la pagina
Canvas.

Cloud Manager

Replication Backup & R

_) Canvas E:| Gér b0 Tabtlir View

T Add Warking Emvironment Working Environments

1 Clowd Valames ONTAP

L 43.05 G Provsioned Capaclty
CRagTven] Datacensor
- n 571 F iy N 1 F5x for ORTAP
Fresmiwm | i
: 3 v b 08 Provisioned Ca
| &

1 Azure NetApp Files

9,71 7i6 Provsioned Capacity



Configuraciones adicionales para volimenes SMB

1. Una vez que el entorno de trabajo esté listo, asegurese de que el servidor CIFS esté configurado con
los parametros de configuracion de DNS y Active Directory adecuados. Este paso es necesario antes
de poder crear el volumen SMB.

SUGERENCIA: Haga clic en el icono de Menu (°), seleccione Avanzado para mostrar mas opciones y
seleccione Configuracion CIFS.

i
{(m) cvogcvell
Valumes Replicanons Yy G © A =
*D Create a CIFS server + Advanced
DMNE Primary IP Address Active Deectary Domain b join
AT
ONS Secondary 1P Address [Qpticnal Credentials awthorized 1o join the domisEn

2. Crear el volumen SMB es un proceso sencillo. En Canvas, haga doble clic en el entorno de trabajo
de Cloud Volumes ONTAP para crear y administrar volumenes y haga clic en la opcién Crear
volumen. Elija el tamafio apropiado y el administrador de la nube elige el agregado contenedor o
utiliza un mecanismo de asignacion avanzado para colocarlo en un agregado especifico. Para esta
demostracion, se selecciona CIFS/SMB como protocolo.

Create new valume in cvogoved! Volume Details, Protect

Details & Protection Protocol
Valy Nar re (GB MNES CIES ISC51

Full Cantral =

default -

Default Policy Isers f Groups

Continue

3. Una vez aprovisionado el volumen, estara disponible en el panel Volimenes. Debido a que se
aprovisiona un recurso compartido CIFS, otorgue a sus usuarios o grupos permiso para acceder a los
archivos y carpetas y verifique que esos usuarios puedan acceder al recurso compartido y crear un
archivo. Este paso no es necesario si el volumen se replica desde un entorno local porque los
permisos de archivos y carpetas se conservan como parte de la replicacion de SnapMirror .

SUGERENCIA: Haga clic en el menu de volumen (°) para desplegar sus opciones.
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=@ cvogecvesmbvolQ1 = ONLINE
INFO CAPACITY

:|. K T‘rl e FD‘SSD | 1 .84 ME
Tiering Policy MNone 10 GB Disk Used

4. Una vez creado el volumen, utilice el comando mount para mostrar las instrucciones de conexion del
volumen y, luego, conéctese al recurso compartido desde las maquinas virtuales en Google Cloud
VMware Engine.

{m) cvogcveO1

Volumes Replications

O Mount Volume cvogevesmbvol01

Go to your machine and enter this command

%\\10.08.6.251\cvogcvesmbvol@l share [E] Lopy

5. Copie la siguiente ruta y use la opcién Asignar unidad de red para montar el volumen en la maquina
virtual que se ejecuta en Google Cloud VMware Engine.
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Specify the drive letter for the connection and the folder that you want to connect to:

Drive ¥: w
Folder | W10.0.6.25Tevagevesmbyvolll_share w Browse..
Example: Viserverishare
Reconnect at sign-in

[ Connect using different credentials
Connectto o Web sre thal vou can poe to store vour documents and piciures.

[Fimsh ] | Concet |

Una vez mapeado, se puede acceder facilmente y se pueden configurar los permisos NTFS en
consecuencia.

- | = = | Metwari = [

. & | ] || = cvogovesmbyoldl_share (\10.0.6.251) (V) - 0 X
"n Home Share View . ]
Mel T =+ ThisPC » cvegovesmbvolDl_share (\\10.0.6.251) (¥:) » w &  Search crogovesmbvolll_sha.. 2@

Mame h Date maodified Type Size

# Quick access
B Desic - fool 1V/9/2021 159 AM  File Tolder
s » : foo2 11/972021 1058 AM  Fie Tokder

Dewnloads o
{4 Documents &
[ Pictures +

I Ol This PC
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Conecte el LUN en Cloud Volumes ONTAP a un host

Para conectar los volumenes en la nube ONTAP LUN a un host, complete los siguientes pasos:
1. En la pagina Lienzo, haga doble clic en el entorno de trabajo de Cloud Volumes ONTAP para crear y
administrar volumenes.

2. Haga clic en Agregar volumen > Nuevo volumen y seleccione iSCSI y haga clic en Crear grupo de
iniciadores. Haga clic en Continuar.

Details & Protection Protocol

Windiows -

BB Vihiwase Cloud - ntag-fa-demo X (5] ySphess - ymedclli - Summary ® | vmedcdl % [ NatApp Cloud Manager x + @ o W

O 8 = iy WITIWanemCCom 1 U il P s

@ Goiting Saited EC2 Managemend Con. il Mew Tsb [ Ot Bookmailis

3. Una vez aprovisionado el volumen, seleccione el menu de volumen (°) y, a continuacion, haga clic en
Target iQN. Para copiar el nombre calificado iSCSI (iQN), haga clic en Copiar. Configure una
conexion iISCSI desde el host al LUN.

Para lograr lo mismo para el host que reside en Google Cloud VMware Engine:

1. RDP a la maquina virtual alojada en Google Cloud VMware Engine.

2. Abra el cuadro de dialogo Propiedades del iniciador iSCSI: Administrador del servidor > Panel de
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control > Herramientas > Iniciador iSCSI.

. Desde la pestana Descubrimiento, haga clic en Descubrir portal o Agregar portal y luego ingrese la
direccion IP del puerto de destino iSCSI.

. Desde la pestafia Objetivos, seleccione el objetivo descubierto y luego haga clic en Iniciar sesién o
Conectar.

. Seleccione Habilitar multiples rutas y, a continuacion, seleccione Restaurar esta conexion
automaticamente cuando se inicie el equipo o Agregar esta conexion a la lista de destinos favoritos.
Haga clic en Avanzado.

@ El host de Windows debe tener una conexién iSCSI a cada nodo del cluster. El DSM
nativo selecciona las mejores rutas a utilizar.

iSCSE Initistor Properties X

Torgels  Descovery Fanviwile Targeli | Wohared and Divicds  RADQLS  Configurabon
Custh Cornect

= T daxnver o lag o o & tanget wiing i had correchon, brpe B 3P address of
m Dashboarg ek name of T irget and then dde Queck Conmect,

§ Locol Server

- Tangat: LouDL6.35, Quick Connect:
B Al Seivers - =1 — |]
@ anDs Discovered targets
Refresh
& oNs
Mame Shatus

Eg File and Stor age hern

o gornect umng advanced opbors, seiech & argetand then
ik Comnet,

Tocompiehsly deconnect a target, gskect tho target and
ther clizi Discormect,

For terget properses, roudng covhigurehon of sasmons,
select the target and ook Properbes,

For configuration of devices assocsisd with & eget, saisct =
the target and Sen chdk Devices

I

Los LUN en una maquina virtual de almacenamiento (SVM) aparecen como discos para el host de
Windows. El host no detecta automaticamente ningun disco nuevo que se agregue. Active un nuevo
escaneo manual para descubrir los discos completando los siguientes pasos:

a. Abra la utilidad de Administracidn de equipos de Windows: Inicio > Herramientas administrativas
> Administracién de equipos.

b. Expanda el nodo Alimacenamiento en el arbol de navegacion.

¢. Haga clic en Administracion de discos.

d. Haga clic en Accion > Volver a escanear discos.
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& Computer Managemnent
File Actron  View Heip

e amBHR =XE 5D

& Computer Management (Local | Volume | Layout [ Type | File System | Skaties

v il System Tools = (c) | Simple Basic NTFS Heslthy (Boot, Page File, Crash Dump, Primary Partition
} '_l: Task Scheduler - 235 _XO4FREE_EN-US_DVI (Ix) Simple Basic UDF Healthy (Pnimary Partitron])
v [l Event Viewer = System Reserved Simple Bamc NTFS Healthy (Systermn, Active, Primary Partition)

¢ g Shared Folders
'-h Performance
& Device Manager
v A3 Storage
e Windews Server Backup,
= Disk Management
_:..'1 Services and .ﬁppli: atsons

= Disk 0 _———————

Basic System Reserved |I 1<)
20,00 GB 549 B INTFS B9.48 GB NTFS
Online

Healthy (System, Active Primai || Healthy [Boot, Page File, Crash Durnp, Primary Partition)

“O Disk 1 |

Unknegwn
10.00 GB OO GE
Offiine Unallceated

Cuando el host de Windows accede por primera vez a un nuevo LUN, éste no tiene particion ni

sistema de archivos. Inicialice el LUN y, opcionalmente, formatee el LUN con un sistema de archivos
completando los siguientes pasos:

a. Inicie la Administracion de discos de Windows.

b. Haga clic con el botdn derecho en el LUN y luego seleccione el tipo de disco o particidn
requerido.

c. Siga las instrucciones del asistente. En este ejemplo, la unidad F: esta montada.



File Action View Help

e 2@ BE *» 2D

'11; Camputer Menagement (Local| Yolurme [# ] - Manzgs Ths BC . O x
w i Systern Tools - (]
(3 Task Scheduler = Demciun (E] File Computer ¥ v Foali 2]
[ Event Viewes I SSSABEREEE o« W 7 THRPC — Z
s Shared Folders == Systerm Resery
A Peflarmance - Falders (7
& Device Manager # Cuick access
- !": Storage H Desitop ’ 3D Dbjects Deskiop
'.{- Windows Jerver Backup !
i Dol ;
== Disk Management 4’ Dommiongds '
il Sendces and Apphestions = Documents i . ecurmite Bovwniads
= Pictures ¢ =
o
e J\ Music Pictures
¥ Metwork -
{
 p— y Viders
= Disk 0 E
Baxic
#0.00GB Devices and drives (3)
Cindine ) :
Local Dhak (C:) = OVD Drve (D)
5 Bl 55 xseFREE EN-US DV
h b Tree t f 493 GE
= Diske 1
Basic Demalun {E:)
593 GB
Cinline ]
Network locations (1)
= LO-ROM O cvogovesmireol(il_share
ovD - CATDEZST) (Y
433 6B -_—

En los clientes Linux, asegurese de que el demonio iSCSI esté ejecutandose. Una vez aprovisionados
los LUN, consulte la guia detallada sobre la configuracion de iSCSI con Ubuntu como ejemplo aqui. Para
verificar, ejecute Isblk cmd desde el shell.

0 TYPE MOUNTPOINT

loop [
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: -h
Filesystem s5ize Used Avall UseX Mounted on
& ol 8% Jdev
1.5M 92M 1% frun
53k f

. fdev/shm

fsnap/gnome-3-34-1864 /72

2
/1515

IIII
tk-common - themes
ap-store /547
relg/2128

i 5 iy

snapd /12704

106% fsnapd/1
188X S/snap/corelB
B 1688% apfbare/5s
B 166% fsnap/gtk-common-themes /1519
Sa7TH
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Montar un volumen NFS de Cloud Volumes ONTAP en un cliente Linux

Para montar el sistema de archivos Cloud Volumes ONTAP (DIY) desde las maquinas virtuales dentro de
Google Cloud VMware Engine, siga los pasos a continuacion:

Aprovisione el volumen siguiendo los pasos a continuacion

1. En la pestafia Volumenes, haga clic en Crear nuevo volumen.

2. Enla pagina Crear nuevo volumen, seleccione un tipo de volumen:

Tt

=@ cvogcvenfsvolo1 ® ONLINE
INFO CAFACITY

Disk Type PD-55D W 6.08 GB
Tiering Policy None Disk Use

3. En la pestafia Volumenes, coloque el cursor del mouse sobre el volumen, seleccione el icono de
menu (°) y luego haga clic en Comando de montaje.

Volumes Replications

“O  Mount Volume cvogcvenfsvol01

Go to your Linux machine and enter this mount command

mount 1@.8.6.251:/cvogcventsvolol <dest dir> I_E| Copy

4. Haga clic en Copiar.

5. Conectarse a la instancia de Linux designada.

6. Abra una terminal en la instancia usando shell seguro (SSH) e inicie sesion con las credenciales
adecuadas.

7. Cree un directorio para el punto de montaje del volumen con el siguiente comando.
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$ sudo mkdir /cvogcvetst

root@nimubu®l:~# sudo mkdir cvogcvetst

8. Monte el volumen NFS de Cloud Volumes ONTAP en el directorio que se cre6 en el paso anterior.

sudo mount 10.0.6.251:/cvogcvenfsvol0l /cvogcvetst

o mount -t nfs 10.0.6.251: fcvogcventsvolOl cvogcvetst

nimubudi

i

root@nimubugi; -

Google Cloud NetApp Volumes (Volimenes NetApp )

Google Cloud NetApp Volumes (NetApp Volumes) es una cartera completa de servicios de datos para ofrecer
soluciones de nube avanzadas. NetApp Volumes admite multiples protocolos de acceso a archivos para los
principales proveedores de nube (compatibilidad con NFS y SMB).

Otros beneficios y caracteristicas incluyen: proteccion y restauracion de datos con Snapshot; caracteristicas

especiales para replicar, sincronizar y migrar destinos de datos locales o en la nube; y un alto rendimiento
constante al nivel de un sistema de almacenamiento flash dedicado.

Google Cloud NetApp Volumes (NetApp Volumes) como almacenamiento conectado para invitados
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Configurar volimenes NetApp con VMware Engine

Los recursos compartidos de Google Cloud NetApp Volumes se pueden montar desde maquinas
virtuales creadas en el entorno de VMware Engine. Los volumenes también se pueden montar en el
cliente Linux y mapear en el cliente Windows porque Google Cloud NetApp Volumes admite los
protocolos SMB y NFS. Los volumenes de Google Cloud NetApp Volumes se pueden configurar en
pasos sencillos.

Los Google Cloud NetApp Volumes y la nube privada de Google Cloud VMware Engine deben estar en la
misma region.

Para comprar, habilitar y configurar Google Cloud NetApp Volumes para Google Cloud desde Google
Cloud Marketplace, siga esta informacion detallada."guia" .
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https://cloud.google.com/vmware-engine/docs/quickstart-prerequisites

Cree un volumen NFS de NetApp Volumes en la nube privada de GCVE

Para crear y montar volumenes NFS, complete los siguientes pasos:

1. Acceda a Cloud Volumes desde Partner Solutions dentro de la consola de Google Cloud.

#r
¥

PAOTHER SOLUTIONS

@ RedisEnterprise

«i.  Apache Kafkaan Co._

Darabricks

[l DataStax Astra

4+ Elasticsearch Service
§  MongoDB Atlas

M Meod) Aura Professi_

@ Cloud Volumes >

. Cloud Volumes Volumes 0 cReEATE i DELETE c
B volmes Quiick raference for Clowd Yolumes Private Service Ancess B2 AP 2 Shared WPC suppon 4 Geanidar pesmissions £2
g = Flter Saarch foeveturmes by rame |0, regon, ste. (7] m
@ snepshots Oe o Mame Reglon Zome Zone Redundancy Lifte Cycle Billing Label State Details
B Active Disctones 0O & oacessag testrlzdadl ST wvailable Availanle fof 3
O3d8-codts westd
B volume Replication Jaba-
18575354450
0O & ssomass gepvedod ouroge availablo &ynllanie for
I A-S8E3- et
i
BdddeaThalie
0O & 7oosens gep-ve-dsd Sirne availabis Ayalasie for i
Jelar-Sc3- wasld
5205
5152040681
0O & ecesceso goveds2 e aunilable vallable for s
01 3-deal- wemgtd
s
i HitApp Cloud Visumes Service (5 offered by Netipp, e, a thind party pariner of Google mh

3. En la pagina Crear sistema de archivos, especifique el nombre del volumen y las etiquetas de
facturacion segun sea necesario para los mecanismos de devolucion de cargo.
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e Cloud Volumes

B volumes

B Backups
Snapshaots

Aclive Directories
B volume Replication

& Create File System

Volume Name

- Mame *
niIMCVYNFSvolo1

A human readable name used for display purposes

Billing Labels

Label your valumes for billing reports, queries.
Supported with CVS-Performance service type, can be set with CVS service type but not
availahle for billing at this time

-+ ADD LABEL

4. Seleccione el servicio apropiado. Para GCVE, elija NetApp Volumes-Performance y el nivel de
servicio deseado para lograr una latencia mejorada y un mayor rendimiento segun los requisitos de

carga de trabajo de la aplicacion.

e Cloud Volumes

B volumes

B Backups
Snapshots

[E]  Active Directories
8  volume Replication

&  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CVS-Performance.

Select the service type that matches your workload needs. Region availability 4 varies by

service type. Learn more [4

O cvs

Oifers volurmes created with zonal high availability

@® cvs-Performance
Offers 3 performance levels and improved latency 1o address higher performance
appelication requirements.

Volume Replication
[J secondary

Select to create volume as a destination target for volume replication. Applicable only to
CV3S-performance volumes.

5. Especifique la region de Google Cloud para el volumen y la ruta del volumen (la ruta del volumen
debe ser Unica en todos los volumenes de nube del proyecto)
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Volumes

@ Cloud Volumes
a
o]

Backups
Snapshots
Active Directories
B  volume Replication

& Create File System

Region

Region availability varies by service type.

~ Region *

europe-west3

- Volume Path =

Volume will be provisioned in the region you select

nimCVSMNFSolO1

Must be unigue 1o the project.

6. Seleccione el nivel de rendimiento para el volumen.

e Cloud Volumes

B volumes

Bl Backups
Snapshots

Active Directories
B Volume Replication

7. Especifique el tamafio del volumen y el tipo de protocolo. En esta prueba, se utiliza NFSv3.

e Cloud Volumes

B volumes

O Backups
Snapshots

Active Directories

0]

WVolume Replication

& Create File System

Service Level

Select the performance level requirad for your workload.

® standard

Upto 16 MiB/e per TiB

(O Premium

Up to 64 MiB/s per TIB

(O Extreme

Upto 128 MIB/s per TiB

Snapshot

The snapshot 1o create the volume from.

<  Create File System

Volume Details

- Allocated Capacity *

1024

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (102400 GiB)

- Protocol Type *
NFsv3

Gig

= l

[] Wake snapshot directory (_.snapshot) visible
Makes snapshot directory visible to clients, For NFSv4. 1 volumes (CVS-Performance anly),

the directory itself will nol be listed bul can be accessed lolisl contents, elc

[] Enable LDAP

Enables user look up from AD LDAP sérver for your NFS volumes

8. En este paso, seleccione la red VPC desde la cual se podra acceder al volumen. Asegurese de que
el peering de VPC esté implementado.



SUGERENCIA: Si no se ha realizado el emparejamiento de VPC, se mostrara un botéon emergente
para guiarlo a través de los comandos de emparejamiento. Abra una sesion de Cloud Shell y ejecute
los comandos adecuados para emparejar su VPC con el productor de Google Cloud NetApp Volumes
. En caso de que decida preparar el peering de VPC con antelacion, consulte estas instrucciones.

@ Cloud Volumes

B volumes

B Backups
Snapshols

Active Directories

B  volume Replication

VPC Network Name *
cloud-volumes-vpe -

Create File System

Network Details

[C] shared VPC configuration

Provide the host project name when deploying in a shared VPC service project

Select the VPC Newwork from which the volume will be accessible. This cannot be changed
later

[C] use Custom Address Range

Reserved Address range
nefapp-addresses

9. Administre las reglas de la politica de exportacion agregando las reglas adecuadas y seleccionando
la casilla de verificacion para la versién de NFS correspondiente.

Nota: El acceso a los volumenes NFS no sera posible a menos que se agregue una politica de

exportacion.

. Cloud Volumes

B volumes

B  Backups

B  snapshots

E  Active Direclories
B  volume Replication

Create File System

Export Policy

Rules

Item 1 ~ W .

Alowed Clients 1 *
0.0.0.0/0

Access

(® Read & Write
(O Read Only

Root Access

® on

O ot

Protocol Type (Select at least 1 of the below options)

Must sedect for Prolocol typa NFSvE. Optional for Protocol Type Both. Do not select lor

NFSvd. 1

& Allows Matching Clients far NFSV3

10. Haga clic en Guardar para crear el volumen.

nirnfsdemodsd2

158 ovE Prienary Extrame HFSw] - 10 53.0 4 smemntademods0l
Perfoemmances
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Montaje de exportaciones NFS en maquinas virtuales que se ejecutan en VMware Engine

Antes de prepararse para montar el volumen NFS, asegurese de que el estado de emparejamiento de la
conexion privada aparezca como Activo. Una vez que el estado esté Activo, utilice el comando de
montaje.

Para montar un volumen NFS, haga lo siguiente:

1. En Cloud Console, vaya a Volumenes en la nube > Volumenes.
2. Ir a la pagina de Volumenes
3. Haga clic en el volumen NFS para el que desea montar exportaciones NFS.

4. Desplacese hacia la derecha, en Mostrar mas, haga clic en Instrucciones de montaje.

Para realizar el proceso de montaje desde el sistema operativo invitado de la maquina virtual VMware,
siga los pasos a continuacion:

1. Utilice el cliente SSH y SSH a la maquina virtual.
2. Instale el cliente nfs en la instancia.

a. En una instancia de Red Hat Enterprise Linux o SUSE Linux:

sudo yum install -y nfs-utils
En una instancia de Ubuntu o Debian:

sudo apt-get install nfs-common

3. Cree un nuevo directorio en la instancia, como "/nimCVSNFSol01":

sudo mkdir /nimCVSNFSol01

Wibritu-20. (400

4. Monte el volumen utilizando el comando apropiado. A continuacién se muestra un ejemplo de
comando del laboratorio:

sudo mount -t nfs -o rw,hard,rsize=65536,wsize=65536,vers=3,tcp
10.53.0.4:/nimCVSNFS0101 /nimCVSNFSo0l01

rootgvali-8 sudo M

root@gvnl:-# sudo
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Creacion y montaje de un recurso compartido SMB en maquinas virtuales que se ejecutan en VMware
Engine

Para los volumenes SMB, asegurese de que las conexiones de Active Directory estén configuradas antes
de crear el volumen SMB.

Active Directory connections CREATE W DELETE C

Create & Windows: Active Directony connection (o your exesting AD server. This is a prenquisite step before creating volurmes with the SMEB protocol type. Lear mare [4

T Fler o= f i 7] n
0O @ Uvserame Demain DNS Sarvers NetBI0S Pref OU Path AD Server Name KDC 1P Regien Status

O @ osdminizras npcvrval com G2 168,014 nirgerl [l ) mpuier O in Use

Una vez establecida la conexién AD, cree el volumen con el nivel de servicio deseado. Los pasos son
como crear un volumen NFS excepto que se selecciona el protocolo apropiado.
1. En la consola de Cloud Volumes, vaya a la pagina Volumenes y haga clic en Crear.

2. Enla pagina Crear sistema de archivos, especifique el nombre del volumen y las etiquetas de
facturacion segun sea necesario para los mecanismos de devolucion de cargo.

&  Create File System

Volume Name

- Name *
‘ nimCVSMBvol(1

A human readable name used for display purposes.

Billing Label

Label your volumes for billing reports, gueries
Supported with CVS-Paerformance service type; can be set with CVS service type but not

available for billing at this time

+ ADD LABEL

3. Seleccione el servicio apropiado. Para GCVE, elija NetApp Volumes-Performance y el nivel de
servicio deseado para lograr una latencia mejorada y un mayor rendimiento segun los requisitos de la
carga de trabajo.
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¢  Create File System

Service Type

Cloud Volumes Service is offered as two service types: CVS and CV5-Performance.
Select the service type that matches your workload needs. Hegion availability [ varies by
service type. Learn more [

() cvs

Offers volumes created with zonal high avallability,
(®) CVS-Performance

Offers 3-parformance levels and Improved latency o address higher performance
application requirements.

Volume Replication

[] Secondary
Select to-create volume as a destination target for volume replication. Applicable only to
CVS-performance volumes

4. Especifique la region de Google Cloud para el volumen y la ruta del volumen (la ruta del volumen
debe ser Unica en todos los volumenes de nube del proyecto)

&  Create File System

Region

Reglon avallabllity varies by service type,

Region * :
‘ europe-west3 - @

Valume will be provisioned in the region you select

Volume Path *
[ nimCVSMBvol01|

Must be unigque to the project

5. Seleccione el nivel de rendimiento para el volumen.
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&  Create File System

Service Level

Select the performance level required for your workload.

(@ Standard

Up to 16 MiB/s per TiB
() Premium

Up to 64 MIB/S per TIE
O Extreme

Up 1o 128 MiB/s per TiB

Snapshot -

The snapshot to create the volume from

6. Especifique el tamafio del volumen y el tipo de protocolo. En esta prueba, se utiliza SMB.

&  Create File System

Volume Details

Allocated Capacity *
[ 1024 GiB

Allocated size must be between 1 TiB (1024 GiB) and 100 TiB (1024050 GiB)

Protocol Type *
[ SMB -

[] Make snapshot directory (.snapshot) visible
Makes snapshat directory visible to clients. For NFSv4.1 valumes (CVS-Performance only)
the directory itself will not be listed bt can be accessed 1o list contents; eic

[C] Enable SMB Encryption

Enable this aption only if you require encryption of your SMB data traffic

[C] Enable CA share support for SOL Server, FSLogix
Enable this option only for SQL Server and F5Loglx workloads that requlre centinuous
avallability.

[] Hide SMB Share

Enable this option to make SMB shares non-browsable

7. En este paso, seleccione la red VPC desde la cual se podra acceder al volumen. Asegurese de que

el peering de VPC esté implementado.

SUGERENCIA: Si no se ha realizado el emparejamiento de VPC, se mostrara un botéon emergente
para guiarlo a través de los comandos de emparejamiento. Abra una sesion de Cloud Shell y ejecute
los comandos adecuados para emparejar su VPC con el productor de Google Cloud NetApp Volumes



. En caso de que decida preparar el peering de VPC de antemano, consulte estos"instrucciones" .

Network Details

[] Shared VPC configuration

Provide the host project name wnen deploying in 8 shared VPC sgrvice project

[ VPC Network Name *

cloud-volumes-vpe -
Select the VPC Network from which the volume will be aceessible. This cannat be changed
later

[[] Use Custom Address Range

Reserved Address range

netapp-addresses

' SHOW SNAPSHOT POLICY

m CANCEL

8. Haga clic en Guardar para crear el volumen.

D @ BadiSled MmN EM B0 T Loy aisfrhe | s CvE Primasy Standard SME v M0 remgeveval som el W EMB v |
TATE T 3! Performance
baZ8-
NMat &7 HTE

Para montar el volumen SMB, haga lo siguiente:

1. En Cloud Console, vaya a Volumenes en la nube > Volumenes.

2. Ir a la pagina de Volumenes

3. Haga clic en el volumen SMB para el cual desea asignar un recurso compartido SMB.

4. Desplacese hacia la derecha, en Mostrar mas, haga clic en Instrucciones de montaje.
Para realizar el proceso de montaje desde el sistema operativo invitado Windows de la maquina virtual
VMware, siga los pasos a continuacion:

1. Haga clic en el botdn Inicio y luego haga clic en Equipo.

2. Haga clic en Conectar a unidad de red.

3. En la lista de unidades, haga clic en cualquier letra de unidad disponible.

4. En el cuadro de carpeta, escriba:

\\nimsmb-3830.nimgcveval.com\nimCVSMBvol01l
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https://cloud.google.com/architecture/partners/netapp-cloud-volumes/setting-up-private-services-access?hl=en

&L Map Network Drive

What network folder would you like to map?

Specify the dnve letter for the connection and the folder that you want to connect to:

Drove: i3 w
Folder: |.Em.53.ﬂﬁkn1mcﬂmh-.¥:l_lﬁ:l - Browse...
Example: \\serverishare

[+ Beconnect at sign-in
[] Connect using different credentials

Connect to g Web ste that vou can use to store vour decuments and pictures.

Para conectarse cada vez que inicie sesion en su computadora, seleccione la casilla de verificacion
Reconectar al iniciar sesion.

5. Haga clic en Finalizar.

nimevsmbvel0l (110.53.04) (Z) _

i Shiare View
r- - B This PC » nimovsmbeolld] (\W10,53.04) (Z:) w search nimovembun

MName Date modihed Type Size

fool 11/1/2001 T3 AM  File foldes
food 1112021 T:38 AM File falder
foo3 /2021 T:38 AM File folder

| nimgevevaltesting bt 117172021 28 AM  Test Document ) KB

Resumen y conclusién: ;Por qué NetApp Hybrid Multicloud
con VMware?

NetApp Cloud Volumes junto con las soluciones VMware para los principales
hiperescaladores ofrecen un gran potencial para las organizaciones que buscan
aprovechar la nube hibrida. El resto de esta seccion proporciona casos de uso que
demuestran que la integracion de NetApp Cloud Volumes permite verdaderas
capacidades de multicloud hibrida.

Caso de uso n.° 1: Optimizacion del almacenamiento

Al realizar un ejercicio de dimensionamiento utilizando la salida de RVtools, siempre es evidente que la escala
de potencia (vCPU/vMem) es paralela al almacenamiento. Muchas veces, las organizaciones se encuentran
en una situacion en la que el espacio de almacenamiento requerido aumenta el tamafio del cluster mucho mas
alla de lo necesario en términos de potencia.

Al integrar NetApp Cloud Volumes, las organizaciones pueden lograr una soluciéon de nube basada en
vSphere con un enfoque de migracion simple, sin reorganizacion de la plataforma, sin cambios de IP y sin
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cambios arquitectonicos. Ademas, esta optimizacion le permite escalar la huella de almacenamiento mientras
mantiene la cantidad de hosts en la minima requerida en vSphere, pero sin cambios en la jerarquia de
almacenamiento, la seguridad ni los archivos disponibles. Esto le permite optimizar la implementacién y
reducir el TCO general entre un 35 y un 45 %. Esta integracion también le permite escalar el almacenamiento
desde un almacenamiento calido hasta un rendimiento de nivel de produccion en segundos.

Caso de uso n.° 2: Migracion a la nube

Las organizaciones estan bajo presion para migrar aplicaciones desde centros de datos locales a la nube
publica por multiples razones: un vencimiento de contrato de alquiler préoximo, una directiva financiera para
pasar del gasto de capital (capex) al gasto de gastos operativos (opex) o simplemente un mandato de arriba
hacia abajo para mover todo a la nube.

Cuando la velocidad es critica, solo un enfoque de migracién optimizado es viable porque cambiar la
plataforma y refactorizar las aplicaciones para adaptarse a la plataforma laaS particular de la nube es lento y
costoso, y a menudo lleva meses. Al combinar NetApp Cloud Volumes con la replicacion SnapMirror de uso
eficiente del ancho de banda para el almacenamiento conectado a invitados (incluidos RDM junto con copias
Snapshot consistentes con la aplicacion y HCX, migracién especifica de la nube (por ejemplo, Azure Migrate)
o productos de terceros para replicar maquinas virtuales), esta transicion es incluso mas facil que confiar en
mecanismos de filtros de E/S que consumen mucho tiempo.

Caso de uso n.° 3: Expansién del centro de datos

Cuando un centro de datos alcanza los limites de capacidad debido a picos de demanda estacionales o
simplemente a un crecimiento organico constante, pasar a VMware alojado en la nube junto con NetApp
Cloud Volumes es una solucion facil. El aprovechamiento de NetApp Cloud Volumes permite la creacion,
replicacion y expansion de almacenamiento con mucha facilidad al brindar alta disponibilidad en todas las
zonas de disponibilidad y capacidades de escalamiento dinamico. El aprovechamiento de NetApp Cloud
Volumes ayuda a minimizar la capacidad del cluster de host superando la necesidad de clusteres extendidos.

Caso de uso n.° 4: Recuperacion ante desastres en la nube

En un enfoque tradicional, si ocurre un desastre, las maquinas virtuales replicadas en la nube requeririan una
conversion a la plataforma de hipervisor propia de la nube antes de poder restaurarlas, una tarea que no se
debe realizar durante una crisis.

Al utilizar NetApp Cloud Volumes para el almacenamiento conectado a invitados mediante la replicacién de
SnapCenter y SnapMirror desde las instalaciones locales junto con soluciones de virtualizacién de nube
publica, se puede disefiar un mejor enfoque para la recuperacion ante desastres que permite recuperar
réplicas de maquinas virtuales en una infraestructura VMware SDDC totalmente consistente junto con
herramientas de recuperacion especificas de la nube (por ejemplo, Azure Site Recovery) o herramientas de
terceros equivalentes como Veeam. Este enfoque también le permite realizar simulacros de recuperacion ante
desastres y recuperacion de ransomware rapidamente. Esto también le permite escalar a produccién completa
para realizar pruebas o durante un desastre agregando hosts a pedido.

Caso de uso n.° 5: Modernizacion de aplicaciones

Una vez que las aplicaciones estén en la nube publica, las organizaciones querran aprovechar los cientos de
potentes servicios en la nube para modernizarlas y ampliarlas. Con el uso de NetApp Cloud Volumes, la
modernizacion es un proceso sencillo porque los datos de la aplicacién no estan bloqueados en vSAN y
permiten la movilidad de datos para una amplia gama de casos de uso, incluido Kubernetes.
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Conclusion

Ya sea que su objetivo sea una nube completa o una nube hibrida, NetApp Cloud Volumes ofrece excelentes
opciones para implementar y administrar las cargas de trabajo de las aplicaciones junto con los servicios de
archivos y los protocolos de bloque, al tiempo que reduce el TCO al hacer que los requisitos de datos se
integren perfectamente con la capa de aplicacion.

Cualquiera que sea el caso de uso, elija su nube/hiperescalador favorito junto con NetApp Cloud Volumes
para obtener rapidamente los beneficios de la nube, una infraestructura y operaciones consistentes en las
instalaciones y en multiples nubes, portabilidad bidireccional de cargas de trabajo y capacidad y rendimiento
de nivel empresarial.

Es el mismo proceso y procedimientos familiares que se utilizan para conectar el almacenamiento. Recuerde

que lo unico que cambid con los nuevos nombres fue la posicion de los datos; las herramientas y los procesos
siguen siendo los mismos y NetApp Cloud Volumes ayuda a optimizar la implementacion general.
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