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Anthos con NetApp

NVA-1165: Anthos con NetApp

Banu Sundhar y Suresh Thoppay, NetApp

Este documento de referencia proporciona validación de la implementación de la
solución Anthos con NetApp por parte de NetApp y nuestros socios de ingeniería cuando
se implementa en múltiples entornos de centros de datos. También detalla la integración
del almacenamiento con los sistemas de almacenamiento NetApp mediante el uso del
orquestador de almacenamiento Trident para la gestión del almacenamiento persistente.
Por último, exploramos y documentamos una serie de validaciones de soluciones y
casos de uso del mundo real.

Casos de uso

La solución Anthos con NetApp está diseñada para ofrecer un valor excepcional a los clientes con los
siguientes casos de uso:

• Entorno Anthos fácil de implementar y administrar implementado utilizando el software proporcionado
bmctl herramienta sobre metal desnudo o el gkectl herramienta en VMware vSphere.

• Potencia combinada de contenedores empresariales y cargas de trabajo virtualizadas con Anthos
implementado virtualmente en vSphere o en hardware con "kubevirt" .

• Configuración del mundo real y casos de uso que resaltan las características de Anthos cuando se utiliza
con almacenamiento de NetApp y Trident, el orquestador de almacenamiento de código abierto para
Kubernetes.

Valor empresarial

Las empresas están adoptando cada vez más prácticas de DevOps para crear nuevos productos, acortar los
ciclos de lanzamiento y agregar rápidamente nuevas funciones. Debido a su naturaleza ágil innata, los
contenedores y los microservicios juegan un papel crucial en el apoyo a las prácticas de DevOps. Sin
embargo, practicar DevOps a escala de producción en un entorno empresarial presenta sus propios desafíos
e impone ciertos requisitos en la infraestructura subyacente, como los siguientes:

• Alta disponibilidad en todas las capas de la pila

• Facilidad de procedimientos de implementación

• Operaciones y actualizaciones sin interrupciones

• Infraestructura programable e impulsada por API para mantenerse al día con la agilidad de los
microservicios

• Multitenencia con garantías de rendimiento

• La capacidad de ejecutar cargas de trabajo virtualizadas y en contenedores simultáneamente

• La capacidad de escalar la infraestructura de forma independiente en función de las demandas de carga
de trabajo

La solución Anthos con NetApp reconoce estos desafíos y presenta una solución que ayuda a abordar cada
inquietud al implementar la implementación totalmente automatizada de Anthos en las instalaciones en el
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entorno de centro de datos elegido por el cliente.

Descripción general de la tecnología

La solución Anthos con NetApp se compone de los siguientes componentes principales:

Anthos On Prem

Anthos On Prem es una plataforma Kubernetes empresarial totalmente compatible que se puede implementar
en el hipervisor VMware vSphere o en una infraestructura física de su elección.

Para obtener más información sobre Anthos, consulte el sitio web de Anthos ubicado "aquí" .

Sistemas de almacenamiento NetApp

NetApp tiene varios sistemas de almacenamiento perfectos para centros de datos empresariales e
implementaciones de nube híbrida. La cartera de NetApp incluye NetApp ONTAP, Cloud Volumes ONTAP,
Google Cloud NetApp Volumes, Azure NetApp Files y FSx ONTAP para sistemas de almacenamiento NetApp
ONTAP , todos los cuales pueden proporcionar almacenamiento persistente para aplicaciones en
contenedores.

Para obtener más información, visite el sitio web de NetApp "aquí" .

Integraciones de almacenamiento de NetApp

Trident es un orquestador de almacenamiento de código abierto y totalmente compatible con contenedores y
distribuciones de Kubernetes, incluido Anthos.

Para obtener más información, visite el sitio web de Trident "aquí" .

Opciones de configuración avanzadas

Esta sección está dedicada a las personalizaciones que los usuarios del mundo real probablemente
necesitarían realizar al implementar esta solución en producción, como crear un registro de imágenes privado
dedicado o implementar instancias de equilibrador de carga personalizadas.

Matriz de soporte actual para versiones validadas

Ver "aquí" para la matriz de soporte para versiones validadas.

Conozca Anthos

Descripción general de Anthos

Anthos con NetApp es una arquitectura de nube híbrida verificada y de mejores prácticas
para la implementación de un entorno de Google Kubernetes Engine (GKE) local de
manera confiable y segura. Este documento de referencia de Arquitectura verificada de
NetApp sirve como guía de diseño y validación de implementación de la solución Anthos
con NetApp implementada en entornos físicos y virtuales. La arquitectura descrita en
este documento ha sido validada por expertos en la materia de NetApp y Google Cloud
para brindar las ventajas de ejecutar Anthos dentro del entorno de su centro de datos
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empresarial.

Anthos

Anthos es una solución de centro de datos de Kubernetes en nube híbrida que permite a las organizaciones
construir y gestionar infraestructuras de nube híbrida modernas mientras adoptan flujos de trabajo ágiles
centrados en el desarrollo de aplicaciones. Anthos on VMware, una solución basada en tecnologías de código
abierto, se ejecuta localmente en una infraestructura basada en VMware vSphere, que puede conectarse e
interoperar con Anthos GKE en Google Cloud. La adopción de contenedores, mallas de servicios y otras
tecnologías transformacionales permite a las organizaciones experimentar ciclos de desarrollo de aplicaciones
consistentes y cargas de trabajo listas para producción en entornos locales y basados en la nube. La siguiente
figura muestra la solución Anthos y cómo una implementación en un centro de datos local se interconecta con
la infraestructura en la nube.

Para obtener más información sobre Anthos, consulte el sitio web de Anthos ubicado "aquí" .

Anthos ofrece las siguientes características:

• Gestión de configuración de Anthos. Automatiza la política y la seguridad de las implementaciones
híbridas de Kubernetes.

• Malla de servicio Anthos. Mejora la observabilidad, la seguridad y el control de las aplicaciones con una
malla de servicios impulsada por Istio.

• Google Cloud Marketplace para aplicaciones de Kubernetes. Un catálogo de aplicaciones de
contenedores seleccionadas disponibles para una fácil implementación.

• Migrar para Anthos. Migración automática de servicios físicos y máquinas virtuales desde las
instalaciones locales a la nube.

• Conductor de pila. Servicio de gestión ofrecido por Google para registrar y supervisar instancias en la
nube.
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Métodos de implementación para Anthos

Clústeres Anthos en VMware

Los clústeres de Anthos implementados en entornos VMware vSphere son fáciles de implementar, mantener y
escalar rápidamente para la mayoría de las cargas de trabajo de Kubernetes de los usuarios finales.

Para obtener más información sobre los clústeres Anthos en VMware, implementados con NetApp, visite la
página"aquí" .

Anthos sobre metal desnudo

Los clústeres Anthos implementados en servidores físicos son independientes del hardware y le permiten
seleccionar una plataforma informática optimizada para su caso de uso personalizado.

Para obtener más información sobre Anthos en clústeres de hardware implementados con NetApp, visite"aquí"
.

Clústeres Anthos en VMware

Los clústeres Anthos en VMware son una extensión de Google Kubernetes Engine que
se implementa en el centro de datos privado de un usuario final. Una organización puede
implementar las mismas aplicaciones diseñadas para ejecutarse en contenedores en
Google Cloud en clústeres de Kubernetes en las instalaciones. Los clústeres Anthos en
VMware se pueden implementar en un entorno VMware vSphere existente en su centro
de datos, lo que puede ahorrar gastos de capital y permitir operaciones de
implementación y escalamiento más rápidas.

La implementación de clústeres Anthos en VMware incluye los siguientes componentes:

• Estación de trabajo de administración de Anthos. Un host de implementación desde el cual gkectl y
kubectl Se pueden ejecutar comandos para implementar e interactuar con implementaciones de Anthos.

• Clúster de administración. El clúster inicial implementado al configurar clústeres Anthos en VMware.
Este clúster administra todas las acciones del clúster de usuarios subordinados, incluida la
implementación, el escalamiento y la actualización.

• Clúster de usuarios. Cada clúster de usuarios se implementa con su propia instancia o partición de
equilibrador de carga, lo que le permite actuar como un clúster de Kubernetes independiente para
usuarios individuales o grupos, lo que ayuda a lograr una multitenencia total.

El siguiente gráfico es una descripción de una implementación de clústeres Anthos en VMware.
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Beneficios

Los clústeres Anthos en VMware ofrecen los siguientes beneficios:

• Multitenencia avanzada. A cada usuario final se le puede asignar su propio clúster de usuarios,
implementado con los recursos virtuales necesarios para su propio entorno de desarrollo.

• Ahorro de costes. Los usuarios finales pueden obtener importantes ahorros de costos al implementar
múltiples clústeres de usuarios en el mismo entorno físico y utilizar sus propios recursos físicos para las
implementaciones de sus aplicaciones en lugar de aprovisionar recursos en su entorno de Google Cloud o
en grandes clústeres físicos.

• Desarrollar y luego publicar. Las implementaciones locales se pueden utilizar mientras las aplicaciones
están en desarrollo, lo que permite probarlas en la privacidad de un centro de datos local antes de
ponerlas a disposición del público en la nube.

• Requisitos de seguridad. Los clientes con mayores preocupaciones de seguridad o conjuntos de datos
confidenciales que no se pueden almacenar en la nube pública pueden ejecutar sus aplicaciones desde la
seguridad de sus propios centros de datos, cumpliendo así con los requisitos de la organización.

VMware vSphere

VMware vSphere es una plataforma de virtualización para administrar de forma centralizada una gran cantidad
de servidores y redes virtualizados que se ejecutan en el hipervisor ESXi.

Para obtener más información sobre VMware vSphere, consulte la "Sitio web de VMware vSphere" .

VMware vSphere ofrece las siguientes características:

• VMware vCenter Server. VMware vCenter Server proporciona una gestión unificada de todos los hosts y
máquinas virtuales desde una única consola y agrega la supervisión del rendimiento de clústeres, hosts y
máquinas virtuales.
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• VMware vSphere vMotion. VMware vCenter le permite migrar en caliente máquinas virtuales entre nodos
del clúster a pedido y de manera no disruptiva.

• Alta disponibilidad de vSphere. Para evitar interrupciones en caso de fallas del host, VMware vSphere
permite agrupar los hosts y configurarlos para lograr alta disponibilidad. Las máquinas virtuales que se
interrumpen debido a una falla del host se reinician brevemente en otros hosts del clúster, lo que restaura
los servicios.

• Programador de recursos distribuidos (DRS). Se puede configurar un clúster de VMware vSphere para
equilibrar la carga de las necesidades de recursos de las máquinas virtuales que aloja. Las máquinas
virtuales con contenciones de recursos se pueden migrar en caliente a otros nodos del clúster para
garantizar que haya suficientes recursos disponibles.

Requisitos de hardware

Calcular

Google Cloud solicita periódicamente la validación actualizada de las plataformas de servidores asociados con
nuevas versiones de Anthos a través de su programa de socios de plataforma Anthos Ready. Se puede
encontrar una lista de las plataformas de servidor validadas actualmente y las versiones de Anthos
compatibles. "aquí" .

Sistema operativo

Los clústeres Anthos en VMware se pueden implementar en entornos vSphere 7 y 8 según lo elija el cliente
para ayudarlos a adaptarse a su infraestructura de centro de datos actual.

La siguiente tabla contiene una lista de versiones de vSphere que NetApp y nuestros socios han utilizado para
validar la solución.

Sistema operativo Liberar Versiones de Anthos

Centro virtual 8.0.1 1,28

Hardware adicional

Para completar la implementación de Anthos con NetApp como una solución totalmente validada, NetApp y
nuestros ingenieros asociados han probado componentes adicionales del centro de datos para redes y
almacenamiento.

La siguiente tabla incluye información sobre estos componentes de infraestructura adicionales.

Fabricante Componente de hardware

Mellanox conmutador (red de datos)

Cisco conmutador (red de gestión)

NetApp Sistema de almacenamiento AFF

Software adicional

La siguiente tabla incluye una lista de las versiones de software implementadas en el entorno de validación.
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Fabricante Nombre del software Versión

NetApp ONTAP 9.12.1

NetApp Trident 24.02.0

Durante la validación de la plataforma Anthos Ready realizada por NetApp, el entorno de laboratorio se
construyó en base al siguiente diagrama, lo que nos permitió probar múltiples escenarios utilizando varios
backends de almacenamiento NetApp ONTAP .

Recursos de soporte de infraestructura de red

La siguiente infraestructura debe estar instalada antes de la implementación de Anthos:

• Al menos un servidor DNS que proporcione resolución de nombre de host completa y al que se pueda
acceder desde la red de administración en banda y la red de VM.

• Al menos un servidor NTP al que se pueda acceder desde la red de administración en banda y la red de
VM.

• Un servidor DHCP disponible para proporcionar concesiones de direcciones de red a pedido en caso de
que los clústeres necesiten escalar dinámicamente.

• (Opcional) Conectividad a Internet saliente tanto para la red de administración en banda como para la red
de VM.
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Mejores prácticas para implementaciones de producción

En esta sección se enumeran varias prácticas recomendadas que una organización debe tener en cuenta
antes de implementar esta solución en producción.

Implementar Anthos en un clúster ESXi de al menos tres nodos

Si bien es posible instalar Anthos en un clúster vSphere de menos de tres nodos para fines de demostración o
evaluación, esto no se recomienda para cargas de trabajo de producción. Si bien dos nodos permiten alta
disponibilidad básica y tolerancia a fallas, se debe modificar la configuración de un clúster Anthos para
deshabilitar la afinidad de host predeterminada, y Google Cloud no admite este método de implementación.

Configurar la afinidad de la máquina virtual y el host

La distribución de los nodos del clúster Anthos entre varios nodos de hipervisor se puede lograr habilitando la
afinidad de máquinas virtuales y hosts.

La afinidad o antiafinidad es una forma de definir reglas para un conjunto de máquinas virtuales o hosts que
determinan si las máquinas virtuales se ejecutan juntas en el mismo host o hosts del grupo o en diferentes
hosts. Se aplica a las máquinas virtuales mediante la creación de grupos de afinidad que consisten en
máquinas virtuales y/o hosts con un conjunto de parámetros y condiciones idénticos. Dependiendo de si las
máquinas virtuales en un grupo de afinidad se ejecutan en el mismo host o hosts del grupo o por separado en
diferentes hosts, los parámetros del grupo de afinidad pueden definir afinidad positiva o afinidad negativa.

Para configurar grupos de afinidad, consulte el enlace apropiado a continuación para su versión de VMware
vSphere.

• "Documentación de vSphere 9.0: Uso de reglas de afinidad de DRS"

• "vSphere 7.0 Documentación: usar reglas de afinidad DRS"

Anthos tiene una opción de configuración en cada individuo cluster.yaml archivo para crear
automáticamente reglas de afinidad de nodos que se pueden habilitar o deshabilitar según la
cantidad de hosts ESXi en su entorno.

Anthos sobre metal desnudo

Las capacidades independientes del hardware de Anthos en hardware le permiten
seleccionar una plataforma computacional optimizada para su caso de uso personalizado
y también brindan muchos beneficios adicionales.

Beneficios

Las capacidades independientes del hardware de Anthos en hardware le permiten seleccionar una plataforma
computacional optimizada para su caso de uso personalizado y también brindan muchos beneficios
adicionales.

Los ejemplos incluyen los siguientes:

• Traiga su propio servidor. Puede utilizar servidores que coincidan con su infraestructura existente para
reducir los gastos de capital y los costos de administración.

• Traiga su propio sistema operativo Linux. Al elegir el sistema operativo Linux en el que desea
implementar su entorno Anthos en hardware, puede asegurarse de que el entorno Anthos se adapte
perfectamente a su infraestructura y esquemas de administración existentes.
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• Rendimiento mejorado y costo reducido. Sin el requisito de un hipervisor, los clústeres Anthos en
hardware requieren acceso directo a los recursos de hardware del servidor, incluidos dispositivos de
hardware con rendimiento optimizado, como las GPU.

• Rendimiento de red mejorado y latencia reducida. Debido a que los nodos del servidor Anthos en
hardware están conectados directamente a su red sin una capa de abstracción virtualizada, se pueden
optimizar para lograr baja latencia y rendimiento.

Requisitos de hardware

Calcular

Google Cloud solicita periódicamente la validación actualizada de las plataformas de servidores asociados con
nuevas versiones de Anthos a través de su programa de socios de plataforma Anthos Ready. Se puede
encontrar una lista de las plataformas de servidor validadas actualmente y las versiones de Anthos
compatibles. "aquí" .

La siguiente tabla contiene plataformas de servidores que han sido probadas por ingenieros de NetApp y
socios de NetApp para la validación de Anthos en implementaciones de hardware.

Fabricante Hacer Modelo

Cisco UCS B200 M5

HPE Proliant DL360

Sistema operativo

Los nodos Anthos en hardware pueden configurarse con varias distribuciones de Linux diferentes elegidas por
el cliente para ayudar a que coincidan con su infraestructura de centro de datos actual.

La siguiente tabla contiene una lista de sistemas operativos Linux que han sido utilizados por NetApp y
nuestros socios para validar la solución.

Sistema operativo Liberar Versiones de Anthos

CentOS 8.4.2105 1,14

Red Hat Enterprise Linux 8,4 1,14

Ubuntu 18.04.5 LTS (con kernel 5.4.0-81-
generic)

1,14

Ubuntu 20.04.2 LTS 1,14

Hardware adicional

Para completar la implementación de Anthos en hardware real como una solución totalmente validada,
NetApp y nuestros ingenieros asociados han probado componentes adicionales del centro de datos para
redes y almacenamiento.

La siguiente tabla incluye información sobre estos componentes de infraestructura adicionales.

Fabricante Nombre del hardware Modelo

Cisco Nexo C9336C-FX2
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Fabricante Nombre del hardware Modelo

NetApp AFF A250, A220

Software adicional

La siguiente tabla incluye una lista de versiones de software adicionales implementadas en el entorno de
validación.

Fabricante Nombre del software Versión

Cisco NXOS 9.3(5)

NetApp ONTAP 9.11.1P4

NetApp Trident 23.01.0

Durante la validación de la plataforma Anthos Ready realizada por NetApp y nuestro equipo de socios de
World Wide Technology (WWT), el entorno de laboratorio se construyó con base en el siguiente diagrama, lo
que nos permitió probar la funcionalidad de cada tipo de servidor, sistema operativo, dispositivos de red y
sistemas de almacenamiento implementados en la solución.
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Este entorno multi-SO muestra interoperabilidad con versiones de SO compatibles para la
solución Anthos-on-bare-metal. Anticipamos que los clientes estandarizarán uno o un
subconjunto de sistemas operativos para su implementación.

Recursos de apoyo a la infraestructura

La siguiente infraestructura debe estar en funcionamiento antes de la implementación de Anthos en hardware:

• Al menos un servidor DNS que proporcione una resolución de nombre de host completa accesible desde
la red de administración.

• Al menos un servidor NTP accesible desde la red de administración.

• (Opcional) Conectividad a Internet saliente para la red de administración en banda.

Hay un video de demostración de un Anthos en una implementación de hardware en la sección
Videos y demostraciones de este documento.
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Sistemas de almacenamiento NetApp

Descripción general del almacenamiento de NetApp

NetApp tiene varias plataformas de almacenamiento que están calificadas con nuestro
Trident Storage Orchestrator para aprovisionar almacenamiento para aplicaciones
implementadas como contenedores.

• Los sistemas AFF y FAS ejecutan NetApp ONTAP y brindan almacenamiento para casos de uso basados
en archivos (NFS) y en bloques (iSCSI).

• Cloud Volumes ONTAP y ONTAP Select ofrecen los mismos beneficios en la nube y en el espacio virtual
respectivamente.

• Google Cloud NetApp Volumes (GCP) y Azure NetApp Files proporcionan almacenamiento basado en
archivos en la nube.

• Amazon FSx ONTAP es un servicio completamente administrado en AWS que proporciona
almacenamiento para casos de uso basados en archivos.

Cada sistema de almacenamiento del portafolio de NetApp puede facilitar tanto la
administración como el movimiento de datos entre los sitios locales y la nube, garantizando que
sus datos estén donde están sus aplicaciones.

ONTAP de NetApp

NetApp ONTAP es una poderosa herramienta de software de almacenamiento con
capacidades como una GUI intuitiva, API REST con integración de automatización,
análisis predictivo basado en IA y acciones correctivas, actualizaciones de hardware sin
interrupciones e importación entre almacenamientos.

Para obtener más información sobre el sistema de almacenamiento NetApp ONTAP , visite el sitio web "Sitio
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web de NetApp ONTAP" .

ONTAP ofrece las siguientes características:

• Un sistema de almacenamiento unificado con acceso simultáneo a datos y gestión de protocolos NFS,
CIFS, iSCSI, FC, FCoE y FC-NVMe.

• Los diferentes modelos de implementación incluyen configuraciones de hardware locales totalmente flash,
híbridas y totalmente HDD; plataformas de almacenamiento basadas en máquinas virtuales en un
hipervisor compatible como ONTAP Select; y en la nube como Cloud Volumes ONTAP.

• Mayor eficiencia en el almacenamiento de datos en sistemas ONTAP con soporte para niveles
automáticos de datos, compresión de datos en línea, deduplicación y compactación.

• Almacenamiento controlado por QoS y basado en carga de trabajo.

• Integración perfecta con una nube pública para la clasificación y protección de datos. ONTAP también
ofrece sólidas capacidades de protección de datos que lo distinguen en cualquier entorno:

◦ Copias instantáneas de NetApp . Una copia de seguridad de datos rápida y en un momento
determinado utilizando una cantidad mínima de espacio en disco y sin sobrecarga de rendimiento
adicional.

◦ * NetApp SnapMirror.* Duplica las copias instantáneas de datos de un sistema de almacenamiento a
otro. ONTAP también permite reflejar datos en otras plataformas físicas y servicios nativos de la nube.

◦ * NetApp SnapLock.* Administración eficiente de datos no regrabables escribiéndolos en volúmenes
especiales que no se pueden sobrescribir ni borrar durante un período designado.

◦ * NetApp SnapVault.* Realiza copias de seguridad de datos de varios sistemas de almacenamiento en
una copia instantánea central que sirve como copia de seguridad para todos los sistemas designados.

◦ * NetApp SyncMirror.* Proporciona duplicación de datos a nivel RAID en tiempo real en dos complejos
diferentes de discos que están conectados físicamente al mismo controlador.

◦ * NetApp SnapRestore.* Proporciona una restauración rápida de datos respaldados a pedido a partir
de copias instantáneas.

◦ * NetApp FlexClone.* Proporciona aprovisionamiento instantáneo de una copia totalmente legible y
escribible de un volumen NetApp basado en una copia Snapshot.

Para obtener más información sobre ONTAP, consulte el "Centro de documentación de ONTAP 9" .

NetApp ONTAP está disponible en instalaciones locales, virtualizadas o en la nube.
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Plataformas NetApp

NetApp AFF/ FAS

NetApp ofrece plataformas de almacenamiento robustas all-flash (AFF) e híbridas de escalamiento horizontal
(FAS) hechas a medida con rendimiento de baja latencia, protección de datos integrada y soporte
multiprotocolo.

Ambos sistemas funcionan con el software de gestión de datos NetApp ONTAP , el software de gestión de
datos más avanzado de la industria para una gestión de almacenamiento simplificada, integrada en la nube y
de alta disponibilidad para brindar la velocidad, la eficiencia y la seguridad de clase empresarial que su
estructura de datos necesita.

Para obtener más información sobre las plataformas NETAPP AFF y FAS , haga clic en "aquí" .

ONTAP Select

ONTAP Select es una implementación definida por software de NetApp ONTAP que se puede implementar en
un hipervisor en su entorno. Se puede instalar en VMware vSphere o en KVM y proporciona toda la
funcionalidad y experiencia de un sistema ONTAP basado en hardware.

Para obtener más información sobre ONTAP Select, haga clic en "aquí" .

Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP es una versión implementada en la nube de NetApp ONTAP disponible para
implementarse en varias nubes públicas, incluidas: Amazon AWS, Microsoft Azure y Google Cloud.

Para obtener más información sobre Cloud Volumes ONTAP, haga clic en "aquí" .
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Integraciones de almacenamiento de NetApp

Descripción general de la integración del almacenamiento de NetApp

NetApp ofrece una serie de productos que ayudan a nuestros clientes a orquestar y
administrar datos persistentes en entornos basados en contenedores como Anthos.

Programa de socios de almacenamiento Anthos Ready.

Google Cloud solicita periódicamente la validación actualizada de las integraciones de almacenamiento de
socios con nuevas versiones de Anthos a través de su programa de socios de almacenamiento Anthos Ready.
Se puede encontrar una lista de soluciones de almacenamiento validadas actualmente, controladores CSI,
funciones disponibles y las versiones de Anthos compatibles. "aquí" .

NetApp ha mantenido un cumplimiento regular trimestral con las solicitudes para validar nuestro orquestador
de almacenamiento compatible con Trident CSI y nuestro sistema de almacenamiento ONTAP con versiones
de Anthos.

La siguiente tabla contiene las versiones de Anthos probadas por NetApp y los ingenieros de socios de
NetApp para la validación de los controladores y conjuntos de características de NetApp Trident CSI como
parte del programa de socios de almacenamiento Anthos Ready:

Tipo de
implementación

Versión Sistema de
almacenamiento

Versión Trident Protocolo Funciones

VMware 1,28 ONTAP 9.12.1 24,02 NAS Multiescritor,
Expansión de
volumen,
Instantáneas,
PVCDataSource

VMware 1,28 ONTAP 9.12.1 24,02 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 NAS Multiescritor,
Expansión de
volumen,
Instantáneas,
PVCDataSource

VMware 1,15 ONTAP 9.12.1 23,04 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas,
PVCDataSource
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VMware 1,14 ONTAP 9.12.1 23,01 NAS Multiescritor,
Expansión de
volumen,
Instantáneas,
PVCDataSource

VMware 1,14 ONTAP 9.12.1 23,01 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas,
PVCDataSource

VMware 1,13 ONTAP 9.12.1 22,10 NAS Multiescritor,
Expansión de
volumen,
Instantáneas,
PVCDataSource

VMware 1,13 ONTAP 9.12.1 22,10 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas,
PVCDataSource

VMware 1,11 ONTAP 9.9.1 22,04 NAS Multiescritor,
Expansión de
volumen,
Instantáneas

VMware 1,11 ONTAP 9.9.1 22,04 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas

VMware 1,11 Elemento 12.3 22,04 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas

metal desnudo 1,10 ONTAP 9.8 22,01 NAS Multiescritor,
Expansión de
volumen,
Instantáneas

metal desnudo 1,10 ONTAP 9.8 22,01 SAN Bloque sin
procesar,
expansión de
volumen,
instantáneas

Integraciones de almacenamiento de NetApp

NetApp ofrece una serie de productos para ayudarlo a orquestar y administrar datos persistentes en entornos
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basados en contenedores como Anthos.

NetApp Trident es un orquestador de almacenamiento de código abierto y totalmente compatible con
contenedores y distribuciones de Kubernetes, incluido Anthos. Para obtener más información, visite el sitio
web de Trident "aquí" .

Las siguientes páginas contienen información adicional sobre los productos NetApp que han sido validados
para la gestión de aplicaciones y almacenamiento persistente en la solución Anthos con NetApp .

Descripción general de Trident

Trident es un orquestador de almacenamiento de código abierto totalmente compatible
con contenedores y distribuciones de Kubernetes, incluido Anthos. Trident funciona con
todo el portafolio de almacenamiento de NetApp , incluido NetApp ONTAP, y también
admite conexiones NFS e iSCSI. Trident acelera el flujo de trabajo de DevOps al permitir
que los usuarios finales aprovisionen y administren almacenamiento desde sus sistemas
de almacenamiento NetApp sin necesidad de la intervención de un administrador de
almacenamiento.

Un administrador puede configurar una serie de backends de almacenamiento según las necesidades del
proyecto y los modelos del sistema de almacenamiento que habilitan funciones de almacenamiento
avanzadas, incluida la compresión, tipos de discos específicos y niveles de QoS que garantizan un cierto nivel
de rendimiento. Una vez definidos, estos backends pueden ser utilizados por los desarrolladores en sus
proyectos para crear reclamos de volumen persistentes (PVC) y para adjuntar almacenamiento persistente a
sus contenedores a pedido.

Trident tiene un ciclo de desarrollo rápido y, al igual que Kubernetes, se lanza cuatro veces al año.

La documentación de la última versión de Trident se puede encontrar "aquí" . Se puede encontrar una matriz
de soporte para qué versión de Trident se ha probado con qué distribución de Kubernetes "aquí" .

A partir de la versión 20.04, la configuración de Trident la realiza el operador de Trident . El operador facilita
las implementaciones a gran escala y brinda soporte adicional, incluida la autorreparación para los pods que
se implementan como parte de la instalación de Trident .
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Con el lanzamiento de la versión 22.04, se puso a disposición un gráfico Helm para facilitar la instalación del
operador Trident .

Para obtener detalles de instalación de Trident , consulte "aquí" .

Crear un backend del sistema de almacenamiento

Después de completar la instalación de Trident Operator, debe configurar el backend para la plataforma de
almacenamiento NetApp específica que esté utilizando. Siga el enlace a continuación para continuar con la
instalación y configuración de Trident."Crear un backend."

Crear una clase de almacenamiento

Después de crear el backend, debe crear una clase de almacenamiento que los usuarios de Kubernetes
especificarán cuando quieran un volumen. Los usuarios de Kubernetes aprovisionan volúmenes mediante
reclamos de volumen persistentes (PVC) que especifican una clase de almacenamiento por nombre. Siga el
enlace a continuación para crear una clase de almacenamiento."Crear una clase de almacenamiento"

Aprovisionar dinámicamente un volumen

Debe crear un objeto de reclamo de volumen persistente (PVC) de Kubernetes usando la clase de
almacenamiento para aprovisionar dinámicamente un volumen. Siga el enlace a continuación para crear un
objeto PVC."Crear un PVC"

Utilice el volumen

El volumen aprovisionado en el paso anterior puede ser utilizado por una aplicación montándolo en el pod. El
siguiente enlace muestra un ejemplo."Montar el volumen en un pod"

Aprovisionamiento de muestra

Manifiestos de muestra para el protocolo iSCSI, ventana=_blank

Manifiestos de muestra para el protocolo nfs,window=_blank

Opciones de configuración avanzadas

Opciones de configuración avanzadas

Normalmente, la solución más fácil de implementar es la mejor, pero, en algunos casos,
se requieren personalizaciones avanzadas para cumplir con los requisitos o las
especificaciones de una aplicación específica o del entorno en el que se está
implementando esa solución. Para ello, la solución Red Hat OpenShift con NetApp
permite las siguientes personalizaciones para satisfacer estas necesidades.

En esta sección hemos documentado algunas opciones de configuración avanzadas, como el
uso de balanceadores de carga de terceros o la creación de un registro privado para alojar
imágenes de contenedores personalizadas, ambos requisitos previos para instalar NetApp
Trident Protect.

Las siguientes páginas contienen información adicional sobre las opciones de configuración avanzadas
validadas en la solución Red Hat OpenShift con NetApp :
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Explorar las opciones del balanceador de carga

Explorando las opciones del balanceador de carga

Una aplicación implementada en Anthos se expone al mundo mediante un servicio
entregado por un balanceador de carga implementado en el entorno local de Anthos.

Las siguientes páginas contienen información adicional sobre las opciones de balanceador de carga validadas
en la solución Anthos con NetApp :

• "Instalación de balanceadores de carga F5 BIG-IP"

• "Instalación de balanceadores de carga MetalLB"

• "Instalación de balanceadores de carga SeeSaw"

Instalación de balanceadores de carga F5 BIG-IP

F5 BIG-IP es un controlador de entrega de aplicaciones (ADC) que ofrece un amplio
conjunto de servicios avanzados de seguridad y gestión de tráfico de nivel de
producción, como equilibrio de carga L4-L7, descarga SSL/TLS, DNS, firewall y más.
Estos servicios aumentan drásticamente la disponibilidad, la seguridad y el rendimiento
de sus aplicaciones.

F5 BIG-IP se puede implementar y consumir de varias maneras, incluso en hardware dedicado, en la nube o
como un dispositivo virtual en las instalaciones. Consulte la documentación aquí para explorar e implementar
F5 BIG-IP.

F5 BIG-IP fue la primera de las soluciones de balanceador de carga incluidas disponibles con Anthos On-
Prem y se utilizó en varias de las primeras validaciones de socios de Anthos Ready para la solución Anthos
con NetApp .

F5 BIG-IP se puede implementar en modo independiente o en modo clúster. Para el propósito
de esta validación, F5 BIG-IP se implementó en modo independiente. Sin embargo, para fines
de producción, NetApp recomienda crear un clúster de instancias de BIG-IP para evitar un
único punto de falla.

Un sistema F5 BIG-IP se puede implementar en hardware dedicado, en la nube o como un
dispositivo virtual local con versiones superiores a 12.x para que se integre con F5 CIS. Para
los fines de este documento, el sistema F5 BIG-IP fue validado como un dispositivo virtual, por
ejemplo utilizando la edición BIG-IP VE.

Versiones validadas

Esta solución utiliza el dispositivo virtual implementado en VMware vSphere. La red para el dispositivo virtual
F5 Big-IP se puede configurar en una configuración de dos o tres brazos según su entorno de red. La
implementación de este documento se basa en la configuración de dos brazos. Se pueden encontrar detalles
adicionales sobre la configuración del dispositivo virtual para su uso con Anthos. "aquí" .

El equipo de ingeniería de soluciones de NetApp ha validado las versiones de la siguiente tabla en nuestro
laboratorio para que funcionen con implementaciones de Anthos On-Prem:

Hacer Tipo Versión
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F5 BIG-IP VE 15.0.1-0.0.11

F5 BIG-IP VE 16.1.0-0.0.19

Instalación

Para instalar F5 BIG-IP, complete los siguientes pasos:

1. Descargue el archivo de la aplicación virtual Open Virtual Appliance (OVA) de F5 "aquí" .

Para descargar el dispositivo, el usuario debe registrarse en F5. Proporcionan una licencia
de demostración de 30 días para el balanceador de carga Big-IP Virtual Edition. NetApp
recomienda una licencia permanente de 10 Gbps para la implementación de producción de
un dispositivo.

2. Haga clic con el botón derecho en el grupo de recursos de infraestructura y seleccione Implementar
plantilla OVF. Se iniciará un asistente que le permitirá seleccionar el archivo OVA que acaba de descargar
en el Paso 1. Haga clic en Siguiente.

3. Haga clic en Siguiente para continuar con cada paso y aceptar los valores predeterminados para cada
pantalla presentada hasta llegar a la pantalla de selección de almacenamiento. Seleccione el
VM_Datastore en el que desea implementar la máquina virtual y haga clic en Siguiente.
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4. La siguiente pantalla presentada por el asistente le permitirá personalizar las redes virtuales para su uso
en el entorno. Seleccione VM_Network para el campo Externo y seleccione Management_Network para el
campo Administración. Los modos interno y alta disponibilidad se utilizan para configuraciones avanzadas
del dispositivo F5 Big-IP y no se configuran. Estos parámetros se pueden dejar solos o se pueden
configurar para conectarse a grupos de puertos distribuidos que no sean de infraestructura. Haga clic en
Siguiente.

5. Revise la pantalla de resumen del dispositivo y, si toda la información es correcta, haga clic en Finalizar
para iniciar la implementación.

6. Una vez implementado el dispositivo virtual, haga clic derecho sobre él y enciéndalo. Debe recibir una
dirección DHCP en la red de administración. El dispositivo está basado en Linux y tiene VMware Tools
implementado, por lo que puede ver la dirección DHCP que recibe en el cliente vSphere.
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7. Abra un navegador web y conéctese al dispositivo en la dirección IP del paso anterior. El inicio de sesión
predeterminado es admin/admin y, después del primer inicio de sesión, el dispositivo le solicitará
inmediatamente que cambie la contraseña de administrador. Luego te regresa a una pantalla donde debes
iniciar sesión con las nuevas credenciales.

8. La primera pantalla solicita al usuario que complete la Utilidad de configuración. Inicie la utilidad haciendo
clic en Siguiente.
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9. La siguiente pantalla solicita la activación de la licencia para el dispositivo. Haga clic en Activar para
comenzar. Cuando se le solicite en la página siguiente, pegue la clave de licencia de evaluación de 30
días que recibió cuando se registró para la descarga o la licencia permanente que adquirió cuando compró
el dispositivo. Haga clic en Siguiente.

Para que el dispositivo realice la activación, la red definida en la interfaz de administración
debe poder acceder a Internet.

10. En la siguiente pantalla, se presenta el Acuerdo de licencia de usuario final (EULA). Si los términos de la
licencia son aceptables, haga clic en Aceptar.

11. La siguiente pantalla cuenta el tiempo transcurrido mientras verifica los cambios de configuración que se
han realizado hasta el momento. Haga clic en Continuar para reanudar con la configuración inicial.
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12. La ventana Cambio de configuración se cierra y la Utilidad de configuración muestra el menú
Aprovisionamiento de recursos. En esta ventana se enumeran las características que actualmente tienen
licencia y las asignaciones de recursos actuales para el dispositivo virtual y cada servicio en ejecución.
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13. Al hacer clic en la opción de menú Plataforma a la izquierda, se habilitan modificaciones adicionales de la
plataforma. Las modificaciones incluyen configurar la dirección IP de administración configurada con
DHCP, configurar el nombre del host y la zona horaria en la que está instalado el dispositivo y proteger el
dispositivo del acceso SSH.

14. A continuación, haga clic en el menú Red, que le permite configurar funciones de red estándar. Haga clic
en Siguiente para comenzar el asistente de configuración de red estándar.

15. La primera página del asistente configura la redundancia; deje los valores predeterminados y haga clic en
Siguiente. La siguiente página le permite configurar una interfaz interna en el balanceador de carga. La
interfaz 1.1 se asigna a la VMNIC denominada Interna en el asistente de implementación de OVF.
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Los espacios en esta página para dirección IP propia, máscara de red y dirección IP flotante
se pueden llenar con una IP no enrutable para usar como marcador de posición. También
se pueden llenar con una red interna que se haya configurado como un grupo de puertos
distribuidos para invitados virtuales si está implementando la configuración de tres brazos.
Deben completarse para continuar con el asistente.

16. La siguiente página le permite configurar una red externa que se utiliza para asignar servicios a los pods
implementados en Kubernetes. Seleccione una IP estática del rango VM_Network, la máscara de subred
adecuada y una IP flotante de ese mismo rango. La interfaz 1.2 se asigna a la VMNIC denominada
Externa en el asistente de implementación de OVF.

17. En la página siguiente, puede configurar una red de alta disponibilidad interna si está implementando
varios dispositivos virtuales en el entorno. Para continuar, debe completar los campos Dirección IP propia
y Máscara de red, y debe seleccionar la interfaz 1.3 como Interfaz VLAN, que se asigna a la red HA
definida por el asistente de plantilla OVF.
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18. La siguiente página le permite configurar los servidores NTP. Luego haga clic en Siguiente para continuar
con la configuración de DNS. Los servidores DNS y la lista de búsqueda de dominios ya deberían estar
completados por el servidor DHCP. Haga clic en Siguiente para aceptar los valores predeterminados y
continuar.

19. Durante el resto del asistente, haga clic en Siguiente para continuar con la configuración de peering
avanzada, cuya configuración está más allá del alcance de este documento. Luego haga clic en Finalizar
para salir del asistente.

20. Cree particiones individuales para el clúster de administración de Anthos y cada clúster de usuarios
implementado en el entorno. Haga clic en Sistema en el menú de la izquierda, navegue hasta Usuarios y
haga clic en Lista de particiones.
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21. La pantalla mostrada solo muestra la partición común actual. Haga clic en Crear a la derecha para crear la
primera partición adicional y asígnele un nombre. GKE-Admin . Luego haga clic en Repetir y nombre la
partición. User-Cluster-1 . Haga clic en el botón Repetir nuevamente para nombrar la siguiente
partición User-Cluster-2 . Finalmente haga clic en Finalizado para completar el asistente. La pantalla
de lista de particiones regresa con todas las particiones ahora enumeradas.
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Integración con Anthos

Hay una sección en cada archivo de configuración, respectivamente para el clúster de administración y cada
clúster de usuarios que elija implementar para configurar el balanceador de carga de modo que sea
administrado por Anthos On Prem.

El siguiente script es un ejemplo de la configuración de la partición para el clúster GKE-Admin. Los valores
que se deben descomentar y modificar se colocan en texto en negrita a continuación:

# (Required) Load balancer configuration

loadBalancer:

  # (Required) The VIPs to use for load balancing

  vips:

    # Used to connect to the Kubernetes API

    controlPlaneVIP: "10.61.181.230"

    # # (Optional) Used for admin cluster addons (needed for multi cluster

features). Must

    # # be the same across clusters

    # # addonsVIP: ""

  # (Required) Which load balancer to use "F5BigIP" "Seesaw" or

"ManualLB". Uncomment

  # the corresponding field below to provide the detailed spec

  kind: F5BigIP

  # # (Required when using "ManualLB" kind) Specify pre-defined nodeports

  # manualLB:

  #   # NodePort for ingress service's http (only needed for user cluster)

  #   ingressHTTPNodePort: 0

  #   # NodePort for ingress service's https (only needed for user

cluster)

  #   ingressHTTPSNodePort: 0

  #   # NodePort for control plane service

  #   controlPlaneNodePort: 30968

  #   # NodePort for addon service (only needed for admin cluster)

  #   addonsNodePort: 31405

  # # (Required when using "F5BigIP" kind) Specify the already-existing

partition and

  # # credentials

  f5BigIP:

    address: "172.21.224.21"

    credentials:

      username: "admin"
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      password: "admin-password"

    partition: "GKE-Admin"

  #   # # (Optional) Specify a pool name if using SNAT

  #   # snatPoolName: ""

  # (Required when using "Seesaw" kind) Specify the Seesaw configs

  # seesaw:

    # (Required) The absolute or relative path to the yaml file to use for

IP allocation

    # for LB VMs. Must contain one or two IPs.

    #  ipBlockFilePath: ""

    # (Required) The Virtual Router IDentifier of VRRP for the Seesaw

group. Must

    # be between 1-255 and unique in a VLAN.

    #  vrid: 0

    # (Required) The IP announced by the master of Seesaw group

    #  masterIP: ""

    # (Required) The number CPUs per machine

    #  cpus: 4

    # (Required) Memory size in MB per machine

    #   memoryMB: 8192

    # (Optional) Network that the LB interface of Seesaw runs in (default:

cluster

    # network)

    #   vCenter:

      # vSphere network name

      #     networkName: VM_Network

    # (Optional) Run two LB VMs to achieve high availability (default:

false)

    #   enableHA: false

Instalación de balanceadores de carga MetalLB

Esta página enumera las instrucciones de instalación y configuración del balanceador de
carga administrado MetalLB.

Instalación del balanceador de carga MetalLB

El balanceador de carga MetalLB está completamente integrado con Anthos Clusters en VMware y tiene una
implementación automatizada realizada como parte de las configuraciones del clúster de administrador y
usuario a partir de la versión 1.11. Hay bloques de texto en los respectivos cluster.yaml archivos de
configuración que debe modificar para proporcionar información del balanceador de carga. Se aloja
automáticamente en su clúster Anthos en lugar de requerir la implementación de recursos externos como las
otras soluciones de balanceador de carga compatibles. También permite crear un ip-pool que asigna
direcciones automáticamente con la creación de servicios Kubernetes de tipo balanceador de carga en
clusters que no corren en un proveedor de nube.
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Integración con Anthos

Al habilitar el balanceador de carga MetalLB para el administrador de Anthos, debe modificar algunas líneas
en el archivo loadBalancer: sección que existe en el admin-cluster.yaml archivo. Los únicos valores
que debes modificar son los que debes establecer controlPlaneVIP: dirección y luego configure el kind:
como MetalLB. Vea el siguiente fragmento de código para ver un ejemplo:

# (Required) Load balancer configuration

loadBalancer:

  # (Required) The VIPs to use for load balancing

  vips:

    # Used to connect to the Kubernetes API

    controlPlaneVIP: "10.61.181.230"

    # # (Optional) Used for admin cluster addons (needed for multi cluster

features). Must

    # # be the same across clusters

    # addonsVIP: ""

  # (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or

"MetalLB".

  # Uncomment the corresponding field below to provide the detailed spec

  kind: MetalLB

Al habilitar el balanceador de carga MetalLB para los clústeres de usuarios de Anthos, hay dos áreas en cada
uno user-cluster.yaml archivo que debes actualizar. En primer lugar, de manera similar a la admin-
cluster.yaml archivo, debes modificar el controlPlaneVIP: , ingressVIP: , y kind: valores en el
loadBalancer: sección. Vea el siguiente fragmento de código para ver un ejemplo:

loadBalancer:

  # (Required) The VIPs to use for load balancing

  vips:

    # Used to connect to the Kubernetes API

    controlPlaneVIP: "10.61.181.240"

    # Shared by all services for ingress traffic

    ingressVIP: "10.61.181.244"

  # (Required) Which load balancer to use "F5BigIP" "Seesaw" "ManualLB" or

"MetalLB".

  # Uncomment the corresponding field below to provide the detailed spec

  kind: MetalLB

La dirección IP de ingressVIP debe existir dentro del grupo de direcciones IP asignadas al
balanceador de carga MetalLB más adelante en la configuración.

A continuación, deberás navegar hasta el metalLB: subsección y modificar la addressPools: sección
nombrando la piscina en el - name: variable. También debe crear un grupo de direcciones IP que MetalLB
pueda asignar a servicios de tipo LoadBalancer proporcionando un rango a los addresses: variable.
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# # (Required when using "MetalLB" kind in user clusters) Specify the

MetalLB config

 metalLB:

 #   # (Required) A list of non-overlapping IP pools used by load balancer

typed services.

 #   # Must include ingressVIP of the cluster.

    addressPools:

 #   # (Required) Name of the address pool

    - name: "default"

 #     # (Required) The addresses that are part of this pool. Each address

must be either

 #     # in the CIDR form (1.2.3.0/24) or range form (1.2.3.1-1.2.3.5).

      addresses:

      - "10.61.181.244-10.61.181.249"

El grupo de direcciones se puede proporcionar como un rango, como en el ejemplo, limitándolo
a una cantidad de direcciones en una subred particular, o se puede proporcionar como una
notación CIDR si toda la subred está disponible.

1. Cuando se crean servicios Kubernetes del tipo LoadBalancer, MetalLB asigna automáticamente una IP
externa a los servicios y anuncia la dirección IP respondiendo a las solicitudes ARP.

Instalación de balanceadores de carga SeeSaw

Esta página enumera las instrucciones de instalación y configuración del balanceador de
carga administrado SeeSaw.

Seesaw es el balanceador de carga de red administrado predeterminado instalado en un entorno de Anthos
Clusters en VMware desde las versiones 1.6 a 1.10.

Instalación del balanceador de carga SeeSaw

El balanceador de carga SeeSaw está completamente integrado con Anthos Clusters en VMware y tiene una
implementación automatizada realizada como parte de las configuraciones del clúster de administrador y
usuario. Hay bloques de texto en el cluster.yaml archivos de configuración que deben modificarse para
proporcionar información del balanceador de carga y luego hay un paso adicional antes de la implementación
del clúster para implementar el balanceador de carga usando el integrado gkectl herramienta.

Los balanceadores de carga SeeSaw se pueden implementar en modo HA o no HA. Para el
propósito de esta validación, el balanceador de carga SeeSaw se implementó en modo sin alta
disponibilidad, que es la configuración predeterminada. Para fines de producción, NetApp
recomienda implementar SeeSaw en una configuración HA para lograr tolerancia a fallas y
confiabilidad.

Integración con Anthos

Hay una sección en cada archivo de configuración, respectivamente para el clúster de administración, y en
cada clúster de usuarios que elija implementar para configurar el balanceador de carga de modo que sea
administrado por Anthos On-Prem.
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El siguiente texto es un ejemplo de la configuración de la partición para el clúster GKE-Admin. Los valores que
se deben descomentar y modificar se colocan en texto en negrita a continuación:

loadBalancer:

  # (Required) The VIPs to use for load balancing

  vips:

    # Used to connect to the Kubernetes API

    controlPlaneVIP: "10.61.181.230"

    # # (Optional) Used for admin cluster addons (needed for multi cluster

features). Must

    # # be the same across clusters

    # # addonsVIP: ""

  # (Required) Which load balancer to use "F5BigIP" "Seesaw" or

"ManualLB". Uncomment

  # the corresponding field below to provide the detailed spec

  kind: Seesaw

  # # (Required when using "ManualLB" kind) Specify pre-defined nodeports

  # manualLB:

  #   # NodePort for ingress service's http (only needed for user cluster)

  #   ingressHTTPNodePort: 0

  #   # NodePort for ingress service's https (only needed for user

cluster)

  #   ingressHTTPSNodePort: 0

  #   # NodePort for control plane service

  #   controlPlaneNodePort: 30968

  #   # NodePort for addon service (only needed for admin cluster)

  #   addonsNodePort: 31405

  # # (Required when using "F5BigIP" kind) Specify the already-existing

partition and

  # # credentials

  # f5BigIP:

  #   address:

  #   credentials:

  #     username:

  #     password:

  #   partition:

  #   # # (Optional) Specify a pool name if using SNAT

  #   # snatPoolName: ""

  # (Required when using "Seesaw" kind) Specify the Seesaw configs

  seesaw:

  # (Required) The absolute or relative path to the yaml file to use for

IP allocation

  #  for LB VMs. Must contain one or two IPs.

  ipBlockFilePath: "admin-seesaw-block.yaml"

  #   (Required) The Virtual Router IDentifier of VRRP for the Seesaw

group. Must
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  #   be between 1-255 and unique in a VLAN.

    vrid: 100

  #   (Required) The IP announced by the master of Seesaw group

    masterIP: "10.61.181.236"

  #   (Required) The number CPUs per machine

    cpus: 1

  #   (Required) Memory size in MB per machine

    memoryMB: 2048

  #   (Optional) Network that the LB interface of Seesaw runs in (default:

cluster

  #   network)

    vCenter:

  #   vSphere network name

      networkName: VM_Network

  #   (Optional) Run two LB VMs to achieve high availability (default:

false)

    enableHA: false

El balanceador de carga SeeSaw también tiene una estática separada seesaw-block.yaml archivo que
debe proporcionar para cada implementación de clúster. Este archivo debe estar ubicado en el mismo
directorio relativo al cluster.yaml archivo de implementación, o se debe especificar la ruta completa en la
sección anterior.

Una muestra de la admin-seesaw-block.yaml El archivo se parece al siguiente script:

blocks:

  - netmask: "255.255.255.0"

    gateway: "10.63.172.1"

    ips:

    - ip: "10.63.172.152"

      hostname: "admin-seesaw-vm"

Este archivo proporciona la puerta de enlace y la máscara de red para la red que el equilibrador
de carga proporciona al clúster subyacente, así como la IP de administración y el nombre de
host para la máquina virtual que se implementa para ejecutar el equilibrador de carga.

Validación de soluciones y casos de uso

Implementar una aplicación desde Google Cloud Console Marketplace

En esta sección se detalla cómo implementar una aplicación en su clúster Anthos GKE
local mediante Google Cloud Console.
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Prerrequisitos

• Un clúster de Anthos implementado localmente y registrado en Google Cloud Console

• Un balanceador de carga MetalLB configurado en su clúster Anthos

• Una cuenta con permisos para implementar aplicaciones en el clúster

• Una cuenta de facturación con Google Cloud si eliges una aplicación con costos asociados (opcional)

Implementar una aplicación

Para este caso de uso, implementamos una aplicación de WordPress simple en uno de nuestros clústeres
Anthos usando Google Cloud Console. La implementación utiliza almacenamiento persistente proporcionado
por NetApp ONTAP en una clase de almacenamiento predefinida. Luego demostramos dos métodos
diferentes para modificar el servicio predeterminado de las aplicaciones para que el balanceador de carga
MetalLB le proporcione una dirección IP y lo exponga al mundo.

Para implementar una aplicación de esta manera, complete los siguientes pasos:

1. Verifique que el clúster que desea implementar sea accesible en Google Cloud Console.

2. Seleccione Aplicaciones en el menú del lado izquierdo, seleccione el menú de opciones de tres puntos en
la parte superior y seleccione Implementar desde Marketplace, lo que abrirá una nueva ventana desde la
que puede seleccionar una aplicación de Google Cloud Marketplace.
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3. Busca la aplicación que deseas instalar, en este caso WordPress.

4. Después de seleccionar la aplicación WordPress, aparecerá una pantalla de descripción general. Haga
clic en el botón Configurar.
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5. En la siguiente página debes seleccionar el cluster donde realizar la implementación, en nuestro caso
Demo-Cluster. Seleccione o cree un nuevo espacio de nombres y un nombre de instancia de aplicación, y
seleccione qué clases de almacenamiento y tamaños de volúmenes persistentes necesita tanto para la
aplicación WordPress como para su base de datos de respaldo MariaDB. En ambos casos, elegimos la
clase de almacenamiento ONTAP-NAS-CSI.
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No seleccione Habilitar acceso a IP pública. Al hacerlo, se crea un servicio de tipo NodePort
al que no se puede acceder desde una implementación de Anthos local.

6. Después de hacer clic en el botón Implementar, aparecerá una página con los detalles de la aplicación.
Puede actualizar esta página o iniciar sesión en su clúster mediante la CLI para verificar el estado de la
implementación.
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7. La CLI se puede utilizar para verificar el estado de la aplicación a medida que se implementa ejecutando
el comando para obtener la información del pod en el espacio de nombres de nuestra aplicación: kubectl
get pods -n anthos-wp .

Observe en esta captura de pantalla que hay un pod de implementación en estado de error.
Esto es normal. Este pod es un pod auxiliar que utiliza Google Cloud Console para
implementar la aplicación que finaliza automáticamente después de que los demás pods
hayan comenzado su proceso de inicialización.
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8. Después de unos instantes, verifique que su aplicación esté ejecutándose.

Exponiendo la aplicación

Una vez implementada la aplicación, tienes dos métodos para asignarle una IP accesible a nivel mundial.

Uso de la consola de Google Cloud

Puede exponer la aplicación mediante Google Cloud Console y editando la salida YAML de los servicios en un
navegador para configurar una IP accesible públicamente. Para ello, realice los siguientes pasos:

1. En Google Cloud Console, haga clic en Servicios e ingreso en el menú del lado izquierdo.
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2. Haga clic en el wordpress-wordpress-svc servicio. Esto abre la pantalla Detalles del servicio. Haga
clic en el botón Editar en la parte superior.

3. Se abre la página Detalles del servicio de edición que contiene la información YAML del servicio.
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Desplácese hacia abajo hasta que vea el spec: sección y el type: valor, que se establece en
ClusterIP . Cambie este valor a LoadBalancer y haga clic en el botón Guardar.
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4. Cuando regrese a la página Detalles del servicio, el Type: ahora listas LoadBalancer y el External
endpoints: El campo enumera una dirección IP asignada del grupo MetalLB y el puerto a través del cual
se puede acceder a la aplicación.

Parcheando el servicio con Kubectl

Puede exponer la aplicación mediante la CLI y el kubectl patch Comando para modificar su
implementación y establecer una IP accesible públicamente. Para ello, siga los siguientes pasos:

1. Enumere los servicios asociados con los pods en su espacio de nombres con el kubectl get
services -n anthos-wp dominio.
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2. Modificar el tipo de servicio de ClusterIP escribir Loadbalancer utilizando el siguiente comando:

kubectl patch svc wordpress-wordpress-svc -p '{"spec": {"type":

"LoadBalancer"}}' -n anthos-wp'.

A este nuevo tipo de servicio se le asigna automáticamente una dirección IP disponible del grupo MetalLB.
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Visita la aplicación en la IP externa expuesta

Ahora que tiene la aplicación expuesta con una dirección IP accesible públicamente, puede visitar su instancia
de WordPress usando un navegador.

Dónde encontrar información adicional

Para obtener más información sobre la información descrita en este documento, revise
los siguientes sitios web:

• Documentación de NetApp

"https://docs.netapp.com/"

• Documentación de NetApp Trident

"https://docs.netapp.com/us-en/trident/index.html"

• Documentación de clústeres Anthos en VMware

"https://cloud.google.com/anthos/clusters/docs/on-prem/latest/overview"

• Documentación de Anthos sobre hardware real

"https://cloud.google.com/anthos/clusters/docs/bare-metal/latest"

• Documentación de VMware vSphere

"https://docs.vmware.com/"
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