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Red Hat OpenShift con NetApp
NVA-1160: Red Hat OpenShift con NetApp

Alan Cowles y Nikhil M Kulkarni, NetApp

Este documento de referencia proporciona validacion de la implementacion de la
solucion Red Hat OpenShift, implementada a través de la Infraestructura aprovisionada
por el instalador (IPI) en varios entornos de centros de datos diferentes, segun lo
validado por NetApp. También detalla la integracidon del almacenamiento con los
sistemas de almacenamiento NetApp mediante el uso del orquestador de
almacenamiento Trident para la gestién del almacenamiento persistente. Por ultimo, se
exploran y documentan una serie de validaciones de soluciones y casos de uso del
mundo real.

Casos de uso

La solucion Red Hat OpenShift con NetApp esta disefiada para ofrecer un valor excepcional a los clientes con
los siguientes casos de uso:

* Facil de implementar y administrar Red Hat OpenShift implementado mediante IPI (Infraestructura
aprovisionada por el instalador) en hardware, Red Hat OpenStack Platform, Red Hat Virtualization y
VMware vSphere.

* Potencia combinada de contenedores empresariales y cargas de trabajo virtualizadas con Red Hat
OpenShift implementado virtualmente en OSP, RHV o vSphere, o en hardware con OpenShift
Virtualization.

» Configuracion del mundo real y casos de uso que resaltan las caracteristicas de Red Hat OpenShift
cuando se utiliza con almacenamiento de NetApp y Trident, el orquestador de almacenamiento de cédigo
abierto para Kubernetes.

Valor empresarial

Las empresas estan adoptando cada vez mas practicas de DevOps para crear nuevos productos, acortar los
ciclos de lanzamiento y agregar rapidamente nuevas funciones. Debido a su naturaleza agil innata, los
contenedores y los microservicios juegan un papel crucial en el apoyo a las practicas de DevOps. Sin
embargo, practicar DevOps a escala de produccion en un entorno empresarial presenta sus propios desafios
e impone ciertos requisitos en la infraestructura subyacente, como los siguientes:

 Alta disponibilidad en todas las capas de la pila

* Facilidad de procedimientos de implementacion

» Operaciones y actualizaciones sin interrupciones

* Infraestructura programable e impulsada por API para mantenerse al dia con la agilidad de los
microservicios

« Multitenencia con garantias de rendimiento
» Capacidad de ejecutar cargas de trabajo virtualizadas y en contenedores simultaneamente

» Capacidad de escalar la infraestructura de forma independiente en funcion de las demandas de carga de
trabajo



Red Hat OpenShift con NetApp reconoce estos desafios y presenta una solucion que ayuda a abordar cada
inquietud al implementar la implementacion totalmente automatizada de RedHat OpenShift IPI en el entorno
de centro de datos elegido por el cliente.

Descripciéon general de la tecnologia

La solucion Red Hat OpenShift con NetApp se compone de los siguientes componentes principales:

Plataforma de contenedores Red Hat OpenShift

Red Hat OpenShift Container Platform es una plataforma Kubernetes empresarial totalmente compatible. Red
Hat realiza varias mejoras en Kubernetes de cédigo abierto para ofrecer una plataforma de aplicaciones con
todos los componentes totalmente integrados para crear, implementar y administrar aplicaciones en
contenedores.

Para obtener mas informacion, visite el sitio web de OpenShift "aqui” .

Sistemas de almacenamiento NetApp

NetApp tiene varios sistemas de almacenamiento perfectos para centros de datos empresariales e
implementaciones de nube hibrida. La cartera de NetApp incluye los sistemas de almacenamiento NetApp
ONTAP, NetApp Element y NetApp e-Series, todos los cuales pueden proporcionar almacenamiento
persistente para aplicaciones en contenedores.

Para obtener mas informacion, visite el sitio web de NetApp "aqui” .

Integraciones de almacenamiento de NetApp

Trident es un orquestador de almacenamiento de codigo abierto y totalmente compatible con contenedores y
distribuciones de Kubernetes, incluido Red Hat OpenShift.

Para obtener mas informacion, visite el sitio web de Trident "aqui” .

Opciones de configuracion avanzadas
Esta seccion esta dedicada a las personalizaciones que los usuarios del mundo real probablemente

necesitarian realizar al implementar esta solucién en produccidn, como crear un registro de imagenes privado
dedicado o implementar instancias de equilibrador de carga personalizadas.

Matriz de soporte actual para versiones validadas

Tecnologia Objetivo Version del software

ONTAP de NetApp Almacenamiento 9.8,9.9.1,9.12.1

NetApp Element Almacenamiento 12,3

Trident de NetApp Orquestacion de almacenamiento  22.01.0, 23.04, 23.07, 23.10, 24.02

Red Hat OpenShift Orquestacion de contenedores 46 EUS, 4.7,4.8,4.10,4.11, 4.12,
4.13,4.14

VMware vSphere Virtualizacion de centros de datos 7.0, 8.0.2


https://www.openshift.com
https://www.netapp.com
https://docs.netapp.com/us-en/trident/index.html

Red Hat Openshift

Descripciéon general de OpenShift

Red Hat OpenShift Container Platform une las operaciones de desarrollo y Tl en una
unica plataforma para crear, implementar y gestionar aplicaciones de forma consistente
en infraestructuras locales y de nube hibrida. Red Hat OpenShift se basa en la
innovacion de codigo abierto y en los estandares de la industria, incluidos Kubernetes y
Red Hat Enterprise Linux CoreOS, la distribucién de Linux empresarial lider en el mundo
disefiada para cargas de trabajo basadas en contenedores. OpenShift es parte del
programa Kubernetes certificado de la Cloud Native Computing Foundation (CNCF), que
proporciona portabilidad e interoperabilidad de cargas de trabajo de contenedores.

Red Hat OpenShift ofrece las siguientes capacidades:

* Aprovisionamiento de autoservicio Los desarrolladores pueden crear aplicaciones a pedido de manera
rapida y sencilla desde las herramientas que mas usan, mientras que las operaciones mantienen el control
total sobre todo el entorno.

« Almacenamiento persistente Al brindar soporte para almacenamiento persistente, OpenShift Container
Platform le permite ejecutar aplicaciones con estado y aplicaciones sin estado nativas de la nube.

* Integracién continua y desarrollo continuo (CI/CD) Esta plataforma de cddigo fuente administra
imagenes de compilacion e implementacion a escala.

» Estandares de cédigo abierto Estos estandares incorporan la Open Container Initiative (OCI) y
Kubernetes para la orquestacion de contenedores, ademas de otras tecnologias de codigo abierto. No
esta restringido a la tecnologia ni a la hoja de ruta comercial de un proveedor especifico.

» Canalizaciones de CI/CD OpenShift ofrece soporte listo para usar para canalizaciones de CI/CD para que
los equipos de desarrollo puedan automatizar cada paso del proceso de entrega de aplicaciones y
asegurarse de que se ejecute en cada cambio que se realice en el codigo o la configuracion de la
aplicacion.

« Control de acceso basado en roles (RBAC) Esta funcion proporciona seguimiento de equipos y usuarios
para ayudar a organizar un gran grupo de desarrolladores.

+ Compilacién e implementacion automatizadas OpenShift ofrece a los desarrolladores la opcién de
crear sus propias aplicaciones en contenedores o hacer que la plataforma cree los contenedores a partir
del codigo fuente de la aplicacion o incluso de los binarios. Luego, la plataforma automatiza la
implementacion de estas aplicaciones en toda la infraestructura en funcion de las caracteristicas definidas
para las aplicaciones. Por ejemplo, qué cantidad de recursos se deben asignar y en qué parte de la
infraestructura se deben implementar para que cumplan con las licencias de terceros.

* Entornos consistentes OpenShift se asegura de que el entorno provisto para los desarrolladores y
durante todo el ciclo de vida de la aplicacion sea consistente desde el sistema operativo hasta las
bibliotecas, la versién del tiempo de ejecucion (por ejemplo, Java Runtime) e incluso el tiempo de
ejecucion de la aplicacion en uso (por ejemplo, Tomcat) con el fin de eliminar los riesgos originados por
entornos inconsistentes.

» Gestion de la configuracion La gestion de la configuracion y de los datos confidenciales esta integrada
en la plataforma para garantizar que se proporcione una configuracion de aplicacion coherente e
independiente del entorno a la aplicacion, sin importar qué tecnologias se utilicen para crear la aplicacion
0 en qué entorno se implemente.

* Registros y métricas de la aplicacién. La retroalimentacion rapida es un aspecto importante del
desarrollo de aplicaciones. La monitorizacion integrada y la gestion de registros de OpenShift



proporcionan métricas inmediatas a los desarrolladores para que puedan estudiar como se comporta la
aplicacion ante los cambios y solucionar los problemas lo antes posible en el ciclo de vida de la aplicacion.

« Catalogo de contenedores y seguridad OpenShift ofrece multitenencia y protege al usuario de la
ejecucion de codigo dafiino mediante el uso de seguridad establecida con Security-Enhanced Linux
(SELinux), CGroups y Secure Computing Mode (seccomp) para aislar y proteger los contenedores.
También proporciona cifrado a través de certificados TLS para los distintos subsistemas y acceso a
contenedores certificados de Red Hat (access.redhat.com/containers) que se escanean y califican con un
énfasis especifico en la seguridad para proporcionar contenedores de aplicaciones certificados, confiables

y seguros a los usuarios finales.
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Métodos de implementacion para Red Hat OpenShift

A partir de Red Hat OpenShift 4, los métodos de implementacion para OpenShift incluyen implementaciones
manuales utilizando Infraestructura aprovisionada por el usuario (UPI) para implementaciones altamente
personalizadas o implementaciones totalmente automatizadas utilizando Infraestructura aprovisionada por el

instalador (IP1).

El método de instalacion IPI es el método preferido en la mayoria de los casos porque permite la
implementacion rapida de clusteres OpenShift para entornos de desarrollo, prueba y produccion.

Instalacién IPI de Red Hat OpenShift

La implementacion de la infraestructura aprovisionada por el instalador (IPI) de OpenShift implica estos pasos
de alto nivel:

1. Visita Red Hat OpenShift"sitio web" e inicie sesidn con sus credenciales SSO.

2. Seleccione el entorno en el que desea implementar Red Hat OpenShift.


https://www.openshift.com
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3. En la siguiente pantalla, descargue el instalador, el secreto de extraccion unico y las herramientas CLI
para la administracion.

Downloads

Openshift installer

Download and extract the install program for your operating system and place the file in the directory where you will store the installation configuration files. Note: The
OpenShift install program is only available for Linux and macOS at this time.

Linux v Download installer

Pullsecret

Download or copy your pull secret. The install program will prompt you for your pull secret during installation.

Download pull secret I Copy pull secret

Command-line interface

Download the OpenShift command-line tools and add them to your EATE.

Linux v ‘ Download command-line tools

When the installer is complete you will see the console URL and credentials for accessing your new cluster. A kubecaonfig file will also be generated for you to use with
the oc CLI tools you downloaded.

4. Sigue el'"instrucciones de instalacion" proporcionado por Red Hat para implementar en el entorno de su
eleccion.

Implementaciones de OpenShift validadas por NetApp

NetApp ha probado y validado la implementaciéon de Red Hat OpenShift en sus laboratorios utilizando el
meétodo de implementacion de Infraestructura aprovisionada por el instalador (IP1) en cada uno de los
siguientes entornos de centros de datos:

* "OpenShift en Bare Metal"
* "OpenShift en la plataforma Red Hat OpenStack"


https://docs.openshift.com/container-platform/4.7/installing/index.html

* "OpenShift en Red Hat Virtualization"
* "OpenShift en VMware vSphere"

OpenShift en Bare Metal

OpenShift on Bare Metal proporciona una implementacion automatizada de OpenShift
Container Platform en servidores basicos.

OpenShift on Bare Metal es similar a las implementaciones virtuales de OpenShift, que brindan facilidad de
implementacion, aprovisionamiento rapido y escalamiento de clusteres OpenShift, al tiempo que admiten
cargas de trabajo virtualizadas para aplicaciones que no estan listas para ser contenerizadas. Al realizar la
implementacion en hardware, no necesita la sobrecarga adicional necesaria para administrar el entorno del
hipervisor del host ademas del entorno de OpenShift. Al implementar directamente en servidores fisicos,
también puede reducir las limitaciones de sobrecarga fisica de tener que compartir recursos entre el host y el
entorno OpenShift.

OpenShift on Bare Metal ofrece las siguientes caracteristicas:

* Implementacion de IPI o instalador asistido Con un cluster OpenShift implementado mediante
Infraestructura aprovisionada por el instalador (IPI) en servidores fisicos, los clientes pueden implementar
un entorno OpenShift altamente versatil y faciimente escalable directamente en servidores basicos, sin la
necesidad de administrar una capa de hipervisor.

* Diseno de cluster compacto Para minimizar los requisitos de hardware, OpenShift en hardware permite
a los usuarios implementar clusteres de solo 3 nodos, al habilitar que los nodos del plano de control de
OpenShift también actien como nodos de trabajo y contenedores de host.

* Virtualizacion de OpenShift OpenShift puede ejecutar maquinas virtuales dentro de contenedores
mediante el uso de virtualizacién de OpenShift. Esta virtualizacion nativa de contenedores ejecuta el
hipervisor KVM dentro de un contenedor y adjunta volumenes persistentes para el almacenamiento de
VM.

* Infraestructura optimizada para IA/ML Implemente aplicaciones como Kubeflow para aplicaciones de
aprendizaje automatico incorporando nodos de trabajo basados en GPU a su entorno OpenShift y
aprovechando la programacion avanzada de OpenShift.

Diseio de red

La solucion Red Hat OpenShift en NetApp utiliza dos conmutadores de datos para proporcionar conectividad
de datos primaria a 25 Gbps. También utiliza dos conmutadores de gestion que proporcionan conectividad a 1
Gbps para la gestion en banda de los nodos de almacenamiento y la gestion fuera de banda para la
funcionalidad IPMI.

Para la implementacion de IPI desde hardware real de OpenShift, debe crear un nodo de aprovisionamiento,
una maquina Red Hat Enterprise Linux 8 que debe tener interfaces de red conectadas a redes separadas.

* Red de aprovisionamiento Esta red se utiliza para arrancar los nodos fisicos e instalar las imagenes y
los paquetes necesarios para implementar el cluster OpenShift.

* Red de hardware Esta red se utiliza para la comunicacién publica del cluster después de su
implementacion.

Para configurar el nodo aprovisionador, el cliente crea interfaces de puente que permiten que el trafico se
enrute correctamente en el propio nodo y en la maquina virtual Bootstrap aprovisionada para fines de
implementacion. Una vez implementado el cluster, las direcciones APl y VIP de ingreso se migran desde el
nodo de arranque al cluster recién implementado.



Las siguientes imagenes representan el entorno tanto durante la implementacion de IPl como después de
completarse la implementacion.
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Requisitos de VLAN

La solucion Red Hat OpenShift con NetApp esta disefiada para separar légicamente el trafico de red para
diferentes propdsitos mediante el uso de redes de area local virtuales (VLAN).

VLAN Objetivo ID de VLAN
Red de gestion fuera de banda Gestion de nodos de hardware y de IPMI 16
Red de metal desnudo Red para servicios OpenShift una vez que 181

el cluster esté disponible

Red de aprovisionamiento Red para arranque PXE e instalacion de 3485
nodos bare metal a través de IPI

Aunque cada una de estas redes esta virtualmente separada por VLAN, cada puerto fisico debe
configurarse en modo de acceso con la VLAN principal asignada, porque no hay forma de pasar
una etiqueta VLAN durante una secuencia de arranque PXE.

Recursos de soporte de infraestructura de red

La siguiente infraestructura debe estar disponible antes de la implementacion de la plataforma de
contenedores OpenShift:

* Al menos un servidor DNS que proporcione una resolucion de nombre de host completa accesible desde
la red de administracion en banda y la red de VM.

* Al menos un servidor NTP al que se pueda acceder desde la red de administracién en banda y la red de
VM.

* (Opcional) Conectividad a Internet saliente tanto para la red de administracion en banda como para la red
de VM.

OpenShift en la plataforma Red Hat OpenStack

La plataforma Red Hat OpenStack ofrece una base integrada para crear, implementar y
escalar una nube OpenStack privada segura y confiable.

OSP es una nube de infraestructura como servicio (IaaS) implementada por una coleccién de servicios de
control que administran recursos informaticos, de almacenamiento y de red. El entorno se administra mediante
una interfaz basada en web que permite a los administradores y usuarios controlar, aprovisionar y automatizar
los recursos de OpenStack. Ademas, la infraestructura de OpenStack se facilita a través de una extensa
interfaz de linea de comandos y API que permite capacidades de automatizacion completas para
administradores y usuarios finales.

El proyecto OpenStack es un proyecto comunitario de rapido desarrollo que ofrece versiones actualizadas
cada seis meses. Inicialmente, Red Hat OpenStack Platform mantuvo el ritmo de este ciclo de lanzamiento
publicando una nueva version junto con cada version original y brindando soporte a largo plazo para cada
tercer lanzamiento. Recientemente, con el lanzamiento de OSP 16.0 (basado en OpenStack Train), Red Hat
decidié no seguir el ritmo de los numeros de lanzamiento, sino que incorpord nuevas caracteristicas en sub-
lanzamientos. La versién mas reciente es Red Hat OpenStack Platform 16.1, que incluye caracteristicas
avanzadas incorporadas desde las versiones Ussuri y Victoria.

Para obtener mas informacion sobre OSP, consulte el"Sitio web de Red Hat OpenStack Platform” .


https://www.redhat.com/en/technologies/linux-platforms/openstack-platform

Servicios de OpenStack

Los servicios de la plataforma OpenStack se implementan como contenedores, lo que aisla los servicios entre
si y permite actualizaciones faciles. La plataforma OpenStack utiliza un conjunto de contenedores creados y
administrados con Kolla. La implementacion de servicios se realiza extrayendo imagenes de contenedores del
Portal personalizado de Red Hat. Estos contenedores de servicio se administran mediante el comando
Podman y se implementan, configuran y mantienen con Red Hat OpenStack Director.
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Servicio Nombre del Descripcién
proyecto
Consola Horizonte Panel de control basado en navegador web que se utiliza para administrar
los servicios de OpenStack.
Identidad Keystone Servicio centralizado para la autenticacion y autorizacion de servicios
OpenStack y para la gestion de usuarios, proyectos y roles.
Redes Neutrén Proporciona conectividad entre las interfaces de los servicios de
OpenStack OpenStack.
Almacenamien Ceniza Administra volumenes de almacenamiento en bloque persistentes para
to en bloque maquinas virtuales (VM).
Calcular Estrella nueva Administra y aprovisiona maquinas virtuales que se ejecutan en nodos de
computo.
Imagen Mirada Servicio de registro utilizado para almacenar recursos como imagenes de

maquinas virtuales e instantaneas de volumen.



Servicio Nombre del Descripcion

proyecto
Almacenamien Rapido Permite a los usuarios almacenar y recuperar archivos y datos arbitrarios.
to de objetos
Telemetria Ceilémetro Proporciona mediciones del uso de los recursos de la nube.
Orquestacion  Calor Motor de orquestacion basado en plantillas que admite la creacion

automatica de pilas de recursos.

Diseio de red

La solucion Red Hat OpenShift con NetApp utiliza dos conmutadores de datos para proporcionar conectividad
de datos primaria a 25 Gbps. También utiliza dos conmutadores de gestidon adicionales que proporcionan
conectividad a 1 Gbps para la gestion en banda de los nodos de almacenamiento y la gestion fuera de banda
para la funcionalidad IPMI.

Red Hat OpenStack Director requiere la funcionalidad IPMI para implementar Red Hat OpenStack Platform
utilizando el servicio de aprovisionamiento bare-metal de Ironic.

Requisitos de VLAN

Red Hat OpenShift con NetApp esta disefiado para separar légicamente el trafico de red para diferentes
propositos mediante el uso de redes de area local virtuales (VLAN). Esta configuracion se puede escalar para
satisfacer las demandas de los clientes o para proporcionar mayor aislamiento para servicios de red
especificos. En la siguiente tabla se enumeran las VLAN necesarias para implementar la solucion durante la
validacion de la solucion en NetApp.

VLAN Objetivo ID de VLAN
Red de gestion Red utilizada para la gestion de nodos fisicos y servicio IPMI para Ironic. 16
fuera de banda

Infraestructura Red utilizada para que los nodos controladores asignen volumenes 201
de directamente para respaldar servicios de infraestructura como Swift.
almacenamient

o}

Cinder de Red utilizada para mapear y adjuntar volumenes de bloques directamente a 202
almacenamient instancias virtuales implementadas en el entorno.

o}

APl interna Red utilizada para la comunicacion entre los servicios OpenStack mediante 301

comunicacion API, mensajes RPC y comunicacion de base de datos.

Arrendatario Neutron proporciona a cada inquilino sus propias redes a través de 302
tunelizacion mediante VXLAN. El trafico de red estéa aislado dentro de cada
red de inquilino. Cada red de inquilinos tiene una subred IP asociada y los
espacios de nombres de red significan que varias redes de inquilinos
pueden usar el mismo rango de direcciones sin causar conflictos.

Gestion de OpenStack Object Storage (Swift) utiliza esta red para sincronizar objetos 303
almacenamient de datos entre los nodos de réplica participantes. El servicio proxy actua
o] como interfaz intermediaria entre las solicitudes del usuario y la capa de

almacenamiento subyacente. El proxy recibe solicitudes entrantes y localiza
la réplica necesaria para recuperar los datos solicitados.

10



VLAN Objetivo ID de VLAN

PXE El Director de OpenStack proporciona arranque PXE como parte del 3484
servicio de aprovisionamiento de hardware de Ironic para orquestar la
instalacion de OSP Overcloud.

Externo Red disponible publicamente que aloja el panel de control de OpenStack 3485
(Horizon) para la gestion grafica y permite llamadas API publicas para
administrar los servicios de OpenStack.

Red de gestion Proporciona acceso a funciones de administracion del sistema, como 3486
en banda acceso SSH, trafico DNS vy trafico de Protocolo de tiempo de red (NTP).

Esta red también actua como puerta de enlace para nodos no

controladores.

Recursos de soporte de infraestructura de red

La siguiente infraestructura debe estar disponible antes de la implementacion de OpenShift Container
Platform:

* Al menos un servidor DNS que proporcione una resolucion completa del nombre de host.
» Al menos tres servidores NTP que puedan mantener la hora sincronizada de los servidores de la solucion.

* (Opcional) Conectividad a Internet saliente para el entorno OpenShift.

Mejores practicas para implementaciones de produccion

En esta seccion se enumeran varias practicas recomendadas que una organizacion debe tener en cuenta
antes de implementar esta solucion en produccion.

Implementar OpenShift en una nube privada de OSP con al menos tres nodos de coémputo

La arquitectura verificada descrita en este documento presenta la implementacion de hardware minima
adecuada para operaciones de alta disponibilidad mediante la implementacion de tres nodos de controlador
OSP y dos nodos de computo OSP. Esta arquitectura garantiza una configuracion tolerante a fallas en la que
ambos nodos de computo pueden lanzar instancias virtuales y las maquinas virtuales implementadas pueden
migrar entre los dos hipervisores.

Debido a que Red Hat OpenShift se implementa inicialmente con tres nodos maestros, una configuracién de
dos nodos podria provocar que al menos dos maestros ocupen el mismo nodo, lo que puede generar una
posible interrupcion de OpenShift si ese nodo especifico deja de estar disponible. Por lo tanto, una buena
practica de Red Hat es implementar al menos tres nodos de cémputo OSP para que los maestros OpenShift
puedan distribuirse de manera uniforme y la solucion reciba un grado adicional de tolerancia a fallas.

Configurar la afinidad entre la maquina virtual y el host

La distribucion de los maestros OpenShift entre multiples nodos de hipervisor se puede lograr habilitando la
afinidad VM/host.

La afinidad es una forma de definir reglas para un conjunto de maquinas virtuales o hosts que determinan si
las maquinas virtuales se ejecutan juntas en el mismo host o hosts del grupo o en diferentes hosts. Se aplica a
las maquinas virtuales mediante la creacion de grupos de afinidad que consisten en maquinas virtuales y/o
hosts con un conjunto de parametros y condiciones idénticos. Dependiendo de si las maquinas virtuales en un
grupo de afinidad se ejecutan en el mismo host o hosts del grupo o por separado en diferentes hosts, los
parametros del grupo de afinidad pueden definir afinidad positiva o afinidad negativa. En la plataforma Red
Hat OpenStack, se pueden crear y aplicar reglas de afinidad y antiafinidad de host mediante la creacion de
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grupos de servidores y la configuracion de filtros para que las instancias implementadas por Nova en un grupo
de servidores se implementen en diferentes nodos de computo.

Un grupo de servidores tiene un maximo predeterminado de 10 instancias virtuales cuya ubicacion puede
administrar. Esto se puede modificar actualizando las cuotas predeterminadas para Nova.

Hay un limite especifico de afinidad/antiafinidad para los grupos de servidores OSP; si no hay
@ suficientes recursos para implementar en nodos separados o no hay suficientes recursos para
permitir compartir nodos, la VM no puede iniciarse.

Para configurar grupos de afinidad, consulte"; Como configuro Affinity y Anti-Affinity para instancias de
OpenStack?" .

Utilice un archivo de instalacién personalizado para la implementaciéon de OpenShift

IPI facilita la implementacion de clusteres OpenShift a través del asistente interactivo analizado anteriormente
en este documento. Sin embargo, es posible que necesites cambiar algunos valores predeterminados como
parte de una implementacion de cluster.

En estos casos, puede ejecutar y asignar la tarea al asistente sin implementar inmediatamente un cluster; en
lugar de eso, crea un archivo de configuracién desde el cual se puede implementar el cluster mas tarde. Esto
es muy util si necesita cambiar algun valor predeterminado de IPI o si desea implementar varios clusteres
idénticos en su entorno para otros usos, como multitenencia. Para obtener mas informacién sobre cémo crear
una configuracion de instalacion personalizada para OpenShift, consulte "Red Hat OpenShift: Instalacion de
un cluster en OpenStack con personalizaciones".

OpenShift en Red Hat Virtualization

Red Hat Virtualization (RHV) es una plataforma de centro de datos virtual empresarial
que se ejecuta en Red Hat Enterprise Linux (RHEL) y utiliza el hipervisor KVM.

Para obtener mas informacién sobre RHV, consulte l1a"Sitio web de Red Hat Virtualization" .
RHV ofrece las siguientes caracteristicas:

+ Administracion centralizada de maquinas virtuales y hosts El administrador de RHV se ejecuta como
una magquina fisica o virtual (VM) en la implementacion y proporciona una GUI basada en web para la
administracion de la solucién desde una interfaz central.

* Motor autohospedado Para minimizar los requisitos de hardware, RHV permite que RHV Manager (RHV-
M) se implemente como una VM en los mismos hosts que ejecutan VM invitadas.

« Alta disponibilidad Para evitar interrupciones en caso de fallas del host, RHV permite configurar las
maquinas virtuales para alta disponibilidad. Las maquinas virtuales de alta disponibilidad se controlan a
nivel de cluster mediante politicas de resiliencia.

 Alta escalabilidad Un solo cluster RHV puede tener hasta 200 hosts de hipervisor, lo que le permite
soportar requisitos de maquinas virtuales masivas para alojar cargas de trabajo de clase empresarial que
consumen muchos recursos.

» Seguridad mejorada Las tecnologias Secure Virtualization (sVirt) y Security Enhanced Linux (SELinux),
heredadas de RHV, son empleadas por RHV con el propésito de brindar mayor seguridad y fortalecimiento
a los hosts y las maquinas virtuales. La principal ventaja de estas caracteristicas es el aislamiento l6gico
de una maquina virtual y sus recursos asociados.
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Diseio de red

La solucion Red Hat OpenShift en NetApp utiliza dos conmutadores de datos para proporcionar conectividad
de datos primaria a 25 Gbps. También utiliza dos conmutadores de gestion adicionales que proporcionan
conectividad a 1 Gbps para la gestion en banda de los nodos de almacenamiento y la gestion fuera de banda
para la funcionalidad IPMI. OCP utiliza la red logica de la maquina virtual en RHV para la administracion del
cluster. Esta seccion describe la disposicidn y el propésito de cada segmento de red virtual utilizado en la
solucion y describe los requisitos previos para implementar la solucion.

Requisitos de VLAN

Red Hat OpenShift en RHV esta disefiado para separar logicamente el trafico de red para diferentes
propositos mediante el uso de redes de area local virtuales (VLAN). Esta configuracion se puede escalar para
satisfacer las demandas de los clientes o para proporcionar mayor aislamiento para servicios de red
especificos. En la siguiente tabla se enumeran las VLAN necesarias para implementar la solucion durante la
validacion de la solucién en NetApp.

VLAN Objetivo ID de VLAN

Red de gestion fuera de banda Gestion de nodos fisicos e IPMI 16

Red de maquinas virtuales Acceso a la red de invitados virtual 1172

Red de gestion en banda Administracion de nodos RHV-H, RHV- 3343
Manager y red ovirtmgmt

Red de almacenamiento Red de almacenamiento para NetApp 3344
Element iSCSI

Red de migracion Red para migracion de invitados virtuales 3345

Recursos de soporte de infraestructura de red

La siguiente infraestructura debe estar disponible antes de la implementacion de OpenShift Container
Platform:

* Al menos un servidor DNS que proporcione resolucion de nombre de host completa y al que se pueda
acceder desde la red de administracion en banda y la red de VM.

* Al menos un servidor NTP al que se pueda acceder desde la red de administracién en banda y la red de
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VM.

* (Opcional) Conectividad a Internet saliente tanto para la red de administracion en banda como para la red
de VM.

Mejores practicas para implementaciones de produccion

En esta seccion se enumeran varias practicas recomendadas que una organizacion debe tener en cuenta
antes de implementar esta solucion en produccion.

Implementar OpenShift en un cluster RHV de al menos tres nodos

La arquitectura verificada que se describe en este documento presenta la implementacion de hardware
minima adecuada para operaciones de alta disponibilidad mediante la implementacion de dos nodos de
hipervisor RHV-H y garantizando una configuracion tolerante a fallas donde ambos hosts pueden administrar
el motor alojado y las maquinas virtuales implementadas pueden migrar entre los dos hipervisores.

Debido a que Red Hat OpenShift se implementa inicialmente con tres nodos maestros, en una configuracion
de dos nodos se garantiza que al menos dos maestros ocuparan el mismo nodo, lo que puede generar una
posible interrupcion de OpenShift si ese nodo especifico deja de estar disponible. Por lo tanto, una buena
practica de Red Hat es que se implementen al menos tres nodos de hipervisor RHV-H como parte de la
solucion para que los maestros OpenShift puedan distribuirse de manera uniforme y la solucién reciba un
grado adicional de tolerancia a fallas.

Configurar la afinidad entre la maquina virtual y el host

Puede distribuir los maestros OpenShift entre multiples nodos de hipervisor habilitando la afinidad VM/host.

La afinidad es una forma de definir reglas para un conjunto de maquinas virtuales o hosts que determinan si
las maquinas virtuales se ejecutan juntas en el mismo host o hosts del grupo o en diferentes hosts. Se aplica a
las maquinas virtuales mediante la creacion de grupos de afinidad que consisten en maquinas virtuales y/o
hosts con un conjunto de parametros y condiciones idénticos. Dependiendo de si las maquinas virtuales en un
grupo de afinidad se ejecutan en el mismo host o hosts del grupo o por separado en diferentes hosts, los
parametros del grupo de afinidad pueden definir afinidad positiva o afinidad negativa.

Las condiciones definidas para los parametros pueden ser de aplicacion estricta o de aplicacion flexible. La
aplicacion estricta garantiza que las maquinas virtuales de un grupo de afinidad siempre sigan estrictamente la
afinidad positiva o negativa sin tener en cuenta las condiciones externas. La aplicaciéon suave garantiza que se
establezca una preferencia mas alta para las maquinas virtuales de un grupo de afinidad para seguir la
afinidad positiva o negativa siempre que sea posible. En la configuracién de dos o tres hipervisores descrita
en este documento, la afinidad suave es la configuracion recomendada. En clusteres mas grandes, la afinidad
dura puede distribuir correctamente los nodos OpenShift.

Para configurar grupos de afinidad, consulte la"Sombrero rojo 6.11. Documentacion de grupos de afinidad" .

Utilice un archivo de instalacion personalizado para la implementaciéon de OpenShift

IPI facilita la implementacién de clusteres OpenShift a través del asistente interactivo analizado anteriormente
en este documento. Sin embargo, es posible que existan algunos valores predeterminados que deban
modificarse como parte de la implementacion del cluster.

En estos casos, puede ejecutar y asignar tareas al asistente sin implementar inmediatamente un cluster. En
lugar de ello, se crea un archivo de configuracion desde el cual se puede implementar el cluster mas adelante.
Esto es muy util si desea cambiar algun valor predeterminado de IPI o si desea implementar varios clusteres
idénticos en su entorno para otros usos, como multitenencia. Para obtener mas informacion sobre como crear
una configuracion de instalacion personalizada para OpenShift, consulte"Red Hat OpenShift: Instalacion de un
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cluster en RHV con personalizaciones" .

OpenShift en VMware vSphere

VMware vSphere es una plataforma de virtualizacién para administrar de forma

centralizada una gran cantidad de servidores y redes virtualizados que se ejecutan en el

hipervisor ESXi.

Para obtener mas informacion sobre VMware vSphere, consulte la"Sitio web de VMware vSphere" .

VMware vSphere ofrece las siguientes caracteristicas:

* VMware vCenter Server VMware vCenter Server proporciona una administracion unificada de todos los

hosts y maquinas virtuales desde una unica consola y agrega la supervision del rendimiento de clusteres,

hosts y maquinas virtuales.

* VMware vSphere vMotion VMware vCenter le permite migrar maquinas virtuales en caliente entre nodos
del cluster a pedido y de manera no disruptiva.

» vSphere High Availability Para evitar interrupciones en caso de fallas del host, VMware vSphere permite

agrupar los hosts y configurarlos para alta disponibilidad. Las maquinas virtuales que se interrumpen

debido a una falla del host se reinician brevemente en otros hosts del cluster, lo que restaura los servicios.

* Programador de recursos distribuidos (DRS) Se puede configurar un cluster de VMware vSphere para

equilibrar la carga de las necesidades de recursos de las maquinas virtuales que aloja. Las maquinas
virtuales con contenciones de recursos se pueden migrar en caliente a otros nodos del cluster para

garantizar que haya suficientes recursos disponibles.

vSphere Client

vSphere Client

vSphere Client

vCenter Server

Manage

VM VM VM

VM VM VM

VM VM VM

ESXi

ESXi
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Diseio de red

La solucion Red Hat OpenShift en NetApp utiliza dos conmutadores de datos para proporcionar conectividad
de datos primaria a 25 Gbps. También utiliza dos conmutadores de gestion adicionales que proporcionan
conectividad a 1 Gbps para la gestioén en banda de los nodos de almacenamiento y la gestion fuera de banda
para la funcionalidad IPMI. OCP utiliza la red l6gica de VM en VMware vSphere para la gestion de su cluster.
Esta seccidn describe la disposicion y el proposito de cada segmento de red virtual utilizado en la solucién y
describe los requisitos previos para la implementacion de la solucién.

Requisitos de VLAN

Red Hat OpenShift en VMware vSphere esta disefiado para separar légicamente el trafico de red para
diferentes propdsitos mediante el uso de redes de area local virtuales (VLAN). Esta configuracion se puede
escalar para satisfacer las demandas de los clientes o para proporcionar mayor aislamiento para servicios de
red especificos. En la siguiente tabla se enumeran las VLAN necesarias para implementar la solucion durante
la validacion de la solucion en NetApp.

VLAN Objetivo ID de VLAN

Red de gestion fuera de banda Gestion de nodos fisicos e IPMI 16

Red de maquinas virtuales Acceso a la red de invitados virtual 181

Red de almacenamiento Red de almacenamiento para ONTAP NFS 184

Red de almacenamiento Red de almacenamiento para ONTAP 185
iSCSI

Red de gestion en banda Administracion de nodos ESXi, VCenter 3480
Server, ONTAP Select

Red de almacenamiento Red de almacenamiento para NetApp 3481
Element iSCSI

Red de migracion Red para migracion de invitados virtuales 3482

Recursos de soporte de infraestructura de red

La siguiente infraestructura debe estar disponible antes de la implementacion de OpenShift Container
Platform:

* Al menos un servidor DNS que proporcione resolucion de nombre de host completa y al que se pueda
acceder desde la red de administracion en banda y la red de VM.

* Al menos un servidor NTP al que se pueda acceder desde la red de administracion en banda y la red de
VM.

* (Opcional) Conectividad a Internet saliente tanto para la red de administracién en banda como para la red
de VM.

Mejores practicas para implementaciones de produccion

En esta seccidén se enumeran varias practicas recomendadas que una organizacion debe tener en cuenta
antes de implementar esta solucion en produccion.

Implementar OpenShift en un cluster ESXi de al menos tres nodos

La arquitectura verificada que se describe en este documento presenta la implementacion de hardware
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minima adecuada para operaciones de alta disponibilidad mediante la implementacion de dos nodos de
hipervisor ESXi y garantizando una configuracion tolerante a fallas al habilitar VMware vSphere HA'y VMware
vMotion. Esta configuracion permite que las maquinas virtuales implementadas migren entre los dos
hipervisores y se reinicien si un host deja de estar disponible.

Debido a que Red Hat OpenShift se implementa inicialmente con tres nodos maestros, al menos dos maestros
en una configuracion de dos nodos pueden ocupar el mismo nodo en algunas circunstancias, lo que puede
generar una posible interrupcion de OpenShift si ese nodo especifico deja de estar disponible. Por lo tanto,
una buena practica de Red Hat es que se implementen al menos tres nodos de hipervisor ESXi para que los
maestros OpenShift se puedan distribuir de manera uniforme, lo que proporciona un grado adicional de
tolerancia a fallas.

Configurar la afinidad de la maquina virtual y el host

Para garantizar la distribucion de los maestros OpenShift entre multiples nodos de hipervisor se puede
habilitar la afinidad de maquinas virtuales y hosts.

La afinidad o antiafinidad es una forma de definir reglas para un conjunto de maquinas virtuales o hosts que
determinan si las maquinas virtuales se ejecutan juntas en el mismo host o hosts del grupo o en diferentes
hosts. Se aplica a las maquinas virtuales mediante la creacion de grupos de afinidad que consisten en
maquinas virtuales y/o hosts con un conjunto de parametros y condiciones idénticos. Dependiendo de si las
maquinas virtuales en un grupo de afinidad se ejecutan en el mismo host o hosts del grupo o por separado en
diferentes hosts, los parametros del grupo de afinidad pueden definir afinidad positiva o afinidad negativa.

Para configurar grupos de afinidad, consulte la "Documentacion de vSphere 9.0: Uso de reglas de afinidad de
DRS".

Utilice un archivo de instalacion personalizado para la implementaciéon de OpenShift

IPI facilita la implementacion de clusteres OpenShift a través del asistente interactivo analizado anteriormente
en este documento. Sin embargo, es posible que necesites cambiar algunos valores predeterminados como
parte de una implementacion de cluster.

En estos casos, puede ejecutar y asignar tareas al asistente sin implementar inmediatamente un cluster, sino
que el asistente crea un archivo de configuracion desde el cual se puede implementar el cluster mas adelante.
Esto es muy util si necesita cambiar algun valor predeterminado de IPI o si desea implementar varios clusteres
idénticos en su entorno para otros usos, como multitenencia. Para obtener mas informacion sobre como crear
una configuracion de instalacion personalizada para OpenShift, consulte"Red Hat OpenShift: Instalacion de un
cluster en vSphere con personalizaciones" .

Servicio Red Hat OpenShift en AWS

Red Hat OpenShift Service on AWS (ROSA) es un servicio administrado que puede
utilizar para crear, escalar e implementar aplicaciones en contenedores con la plataforma
empresarial Kubernetes Red Hat OpenShift en AWS. ROSA agiliza el traslado de cargas
de trabajo locales de Red Hat OpenShift a AWS y ofrece una integracién estrecha con
otros servicios de AWS.

Para obtener mas informacion sobre ROSA, consulte la documentacion aqui:"Servicio Red Hat OpenShift en
AWS (documentacion de AWS)" . "Servicio Red Hat OpenShift en AWS (documentacion de Red Hat)" .
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Sistemas de almacenamiento NetApp

ONTAP de NetApp

NetApp ONTAP es una poderosa herramienta de software de almacenamiento con
capacidades como una GUI intuitiva, APl REST con integracion de automatizacién,
analisis predictivo basado en |IA y acciones correctivas, actualizaciones de hardware sin
interrupciones e importacion entre almacenamientos.

Para obtener mas informacion sobre el sistema de almacenamiento NetApp ONTAP , visite el sitio web "Sitio
web de NetApp ONTAP" .

ONTAP ofrece las siguientes caracteristicas:

Un sistema de almacenamiento unificado con acceso simultaneo a datos y gestion de protocolos NFS,
CIFS, iSCSI, FC, FCoE y FC-NVMe.

Los diferentes modelos de implementacién incluyen configuraciones de hardware locales totalmente flash,
hibridas y totalmente HDD; plataformas de almacenamiento basadas en maquinas virtuales en un
hipervisor compatible como ONTAP Select; y en la nube como Cloud Volumes ONTAP.

Mayor eficiencia en el almacenamiento de datos en sistemas ONTAP con soporte para niveles
automaticos de datos, compresion de datos en linea, deduplicacion y compactacion.

Almacenamiento controlado por QoS y basado en carga de trabajo.

Integracion perfecta con una nube publica para la clasificacion y proteccion de datos. ONTAP también
ofrece sdlidas capacidades de proteccion de datos que lo distinguen en cualquier entorno:

o Copias instantaneas de NetApp . Una copia de seguridad de datos rapida y en un momento
determinado utilizando una cantidad minima de espacio en disco y sin sobrecarga de rendimiento
adicional.

> * NetApp SnapMirror.* Duplica las copias instantaneas de datos de un sistema de almacenamiento a
otro. ONTAP también permite reflejar datos en otras plataformas fisicas y servicios nativos de la nube.

> * NetApp SnapLock.* Administracion eficiente de datos no regrabables escribiéndolos en volimenes
especiales que no se pueden sobrescribir ni borrar durante un periodo designado.

o * NetApp SnapVault.* Realiza copias de seguridad de datos de varios sistemas de almacenamiento en
una copia instantanea central que sirve como copia de seguridad para todos los sistemas designados.

o * NetApp SyncMirror.* Proporciona duplicacion de datos a nivel RAID en tiempo real en dos complejos
diferentes de discos que estan conectados fisicamente al mismo controlador.

o * NetApp SnapRestore.” Proporciona una restauracion rapida de datos respaldados a pedido a partir
de copias instantaneas.

> * NetApp FlexClone.* Proporciona aprovisionamiento instantaneo de una copia totalmente legible y
escribible de un volumen NetApp basado en una copia Snapshot.

Para obtener mas informacion sobre ONTAP, consulte el "Centro de documentacion de ONTAP 9" .

@ NetApp ONTAP estéa disponible en instalaciones locales, virtualizadas o en la nube.
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Supported OSes
UNEX
Windows
Linux
Virtualized

Supported Protocols
Fibre Channel
FCoE
1SCSI
NFS
SMBI/CIFS

SnapMirror

_ / replication

Plataformas NetApp

NetApp AFF/ FAS

NetApp ofrece plataformas de almacenamiento robustas, all-flash (AFF) e hibridas de escalamiento horizontal
(FAS), disefiadas a medida con rendimiento de baja latencia, proteccion de datos integrada y compatibilidad
con multiples protocolos.

Ambos sistemas funcionan con el software de gestion de datos NetApp ONTAP , el software de gestion de
datos mas avanzado de la industria para una gestion de almacenamiento simplificada, altamente disponible e
integrada en la nube para brindar la velocidad, la eficiencia y la seguridad de clase empresarial que su
estructura de datos necesita.

Para obtener mas informacion sobre las plataformas NETAPP AFF/ FAS , haga clic en "aqui" .

ONTAP Select

ONTAP Select es una implementacion definida por software de NetApp ONTAP que se puede implementar en
un hipervisor en su entorno. Se puede instalar en VMware vSphere o en KVM y proporciona toda la
funcionalidad y experiencia de un sistema ONTAP basado en hardware.

Para obtener mas informacion sobre ONTAP Select, haga clic en "aqui” .
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Cloud Volumes ONTAP

NetApp Cloud Volumes ONTAP es una version implementada en la nube de NetApp ONTAP disponible para
implementarse en varias nubes publicas, incluidas: Amazon AWS, Microsoft Azure y Google Cloud.

Para obtener mas informacién sobre Cloud Volumes ONTAP, haga clic en "aqui" .

Amazon FSx ONTAP

Amazon FSx ONTAP proporciona almacenamiento compartido totalmente administrado en la nube de AWS
con las populares capacidades de acceso y administracion de datos de ONTAP. Para obtener mas informacion
sobre Amazon FSx ONTAP, haga clic en "aqui" .

Azure NetApp Files

Azure NetApp Files es un servicio de almacenamiento de archivos nativo de Azure, de primera mano, de clase
empresarial y de alto rendimiento. Proporciona volimenes como un servicio para el cual puede crear cuentas
de NetApp , grupos de capacidad y volumenes. También puede seleccionar niveles de servicio y rendimiento y
administrar la proteccion de datos. Puede crear y administrar recursos compartidos de archivos escalables, de
alto rendimiento y altamente disponibles mediante el uso de los mismos protocolos y herramientas con los que
esta familiarizado y en los que confia localmente. Para obtener mas informacién sobre Azure NetApp Files,
haga clic en "aqui" .

Google Cloud NetApp Volumes

Google Cloud NetApp Volumes es un servicio de almacenamiento de datos basado en la nube totalmente
administrado que brinda capacidades avanzadas de administracion de datos y un rendimiento altamente
escalable. Le permite trasladar aplicaciones basadas en archivos a Google Cloud. Tiene soporte integrado
para los protocolos Network File System (NFSv3 y NFSv4.1) y Server Message Block (SMB), por lo que no
necesita redisefar sus aplicaciones y puede continuar obteniendo almacenamiento persistente para sus
aplicaciones. Para obtener mas informacion sobre Google Cloud NetApp VolumesP, haga clic en "aqui" .

NetApp Element: Red Hat OpenShift con NetApp

El software NetApp Element ofrece un rendimiento modular y escalable, y cada nodo de
almacenamiento proporciona capacidad y rendimiento garantizados al entorno. Los
sistemas NetApp Element pueden escalar de 4 a 100 nodos en un solo cluster y ofrecen
una serie de funciones avanzadas de administracion de almacenamiento.

Para obtener mas informacion sobre los sistemas de almacenamiento NetApp Element , visite el sitio web
"Sitio web de NetApp Solidfire" .
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Redireccion de inicio de sesion iSCSI y capacidades de autocuracion

El software NetApp Element aprovecha el protocolo de almacenamiento iSCSI, una forma estandar de
encapsular comandos SCSI en una red TCP/IP tradicional. Cuando los estandares SCSI cambian o cuando
mejora el rendimiento de las redes Ethernet, el protocolo de almacenamiento iISCSI se beneficia sin necesidad
de realizar ningun cambio.

Aunque todos los nodos de almacenamiento tienen una IP de administracion y una IP de almacenamiento, el
software NetApp Element anuncia una Unica direccion IP virtual de almacenamiento (direccion SVIP) para
todo el trafico de almacenamiento en el cluster. Como parte del proceso de inicio de sesién de iSCSI, el
almacenamiento puede responder que el volumen de destino se ha movido a una direccion diferente y, por lo
tanto, no puede continuar con el proceso de negociacion. Luego, el host vuelve a emitir |la solicitud de inicio de
sesion a la nueva direccion en un proceso que no requiere reconfiguracion del lado del host. Este proceso se
conoce como redireccion de inicio de sesion iISCSI.

La redireccion de inicio de sesion iSCSI es una parte clave del cluster de software NetApp Element . Cuando
se recibe una solicitud de inicio de sesién de host, el nodo decide qué miembro del cluster debe manejar el
trafico en funcion de las IOPS y los requisitos de capacidad del volumen. Los volumenes se distribuyen en el
cluster de software NetApp Element y se redistribuyen si un solo nodo maneja demasiado trafico para sus
volumenes o si se agrega un nuevo nodo. Se asignan varias copias de un volumen determinado en toda la
matriz.

De esta manera, si una falla de nodo es seguida por una redistribucion de volumen, no hay ningun efecto en la
conectividad del host mas alla de un cierre de sesion e inicio de sesidn con redireccion a la nueva ubicacion.
Con la redireccion de inicio de sesion iSCSI, un cluster de software NetApp Element es una arquitectura de
escalamiento horizontal y autorreparacion capaz de realizar actualizaciones y operaciones sin interrupciones.

Calidad de servicio del cluster de software NetApp Element

Un cluster de software NetApp Element permite configurar QoS de forma dinamica por volumen. Puede utilizar
configuraciones de QoS por volumen para controlar el rendimiento del almacenamiento en funcion de los SLA
que defina. Los siguientes tres parametros configurables definen la QoS:

* IOPS minimos. La cantidad minima de IOPS sostenidas que el cluster de software NetApp Element
proporciona a un volumen. La IOPS minima configurada para un volumen es el nivel de rendimiento
garantizado para un volumen. El rendimiento por volumen no cae por debajo de este nivel.

* IOPS maximos. La cantidad maxima de IOPS sostenidas que el cluster de software NetApp Element
proporciona a un volumen en particular.

» IOPS rafaga. La cantidad maxima de IOPS permitida en un escenario de rafaga corta. La duracion de la
rafaga se puede configurar, con un valor predeterminado de 1 minuto. Si un volumen ha estado
funcionando por debajo del nivel maximo de IOPS, se acumulan créditos de rafaga. Cuando los niveles de
rendimiento se vuelven muy altos y se fuerzan, se permiten rafagas cortas de IOPS mas alla del IOPS
maximo en el volumen.

Multitenencia

La multitenencia segura se consigue con las siguientes caracteristicas:

» Autenticacién segura. El protocolo de autenticacion por desafio mutuo (CHAP) se utiliza para el acceso
seguro al volumen. El Protocolo ligero de acceso a directorios (LDAP) se utiliza para el acceso seguro al
cluster para administracion y generacion de informes.

* Grupos de acceso a volumen (VAG). De manera opcional, se pueden utilizar VAG en lugar de la
autenticacion, asignando cualquier numero de nombres calificados iISCSI (IQN) especificos del iniciador
iISCSI a uno o mas volumenes. Para acceder a un volumen en un VAG, el IQN del iniciador debe estar en
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la lista de IQN permitidos para el grupo de volumenes.

* LAN virtuales de inquilino (VLAN). A nivel de red, la seguridad de red de extremo a extremo entre los
iniciadores iISCSI y el cluster de software NetApp Element se facilita mediante el uso de VLAN. Para
cualquier VLAN que se crea para aislar una carga de trabajo o un inquilino, NetApp Element Software crea
una direccion SVIP de destino iSCSI independiente a la que solo se puede acceder a través de la VLAN
especifica.

* VLAN habilitadas para VRF. Para respaldar aun mas la seguridad y la escalabilidad en el centro de
datos, el software NetApp Element le permite habilitar cualquier VLAN de inquilino para una funcionalidad
similar a VRF. Esta caracteristica agrega estas dos capacidades clave:

o Enrutamiento L3 a una direccion SVIP de inquilino. Esta funcion le permite ubicar los iniciadores
iSCSI en una red o VLAN separada de la del cluster de software NetApp Element .

o Subredes IP superpuestas o duplicadas. Esta funcion le permite agregar una plantilla a los entornos
de inquilinos, lo que permite que a cada VLAN de inquilino respectivo se le asignen direcciones IP de
la misma subred IP. Esta capacidad puede ser util para entornos de proveedores de servicios donde la
escala y la preservacion del espacio IP son importantes.

Eficiencias del almacenamiento empresarial

El cluster de software NetApp Element aumenta la eficiencia y el rendimiento general del almacenamiento.
Las siguientes funciones se realizan en linea, estan siempre activas y no requieren configuracion manual por
parte del usuario:

* Desduplicacion. El sistema solo almacena bloques 4K unicos. Cualquier bloque 4K duplicado se asocia
automaticamente a una version ya almacenada de los datos. Los datos se encuentran en unidades de
blogue y se reflejan mediante el software de proteccion de datos Helix de NetApp Element . Este sistema
reduce significativamente el consumo de capacidad y las operaciones de escritura dentro del sistema.

+ Compresion. La compresion se realiza en linea antes de que los datos se escriban en la NVRAM. Los
datos se comprimen, se almacenan en bloques de 4K y permanecen comprimidos en el sistema. Esta
compresion reduce significativamente el consumo de capacidad, las operaciones de escritura y el
consumo de ancho de banda en todo el cluster.

» Aprovisionamiento fino. Esta capacidad proporciona la cantidad adecuada de almacenamiento en el
momento que lo necesita, eliminando el consumo de capacidad causado por volumenes
sobreaprovisionados o subutilizados.

» Hélice. Los metadatos de un volumen individual se almacenan en una unidad de metadatos y se replican
en una unidad de metadatos secundaria para redundancia.

El elemento fue disefiado para la automatizacion. Todas las funciones de almacenamiento
estan disponibles a través de API. Estas API son el unico método que utiliza la interfaz de
usuario para controlar el sistema.

Integraciones de almacenamiento de NetApp

Obtenga mas informacioén sobre la integracion de NetApp Trident con Red Hat
OpenShift

Obtenga informacion sobre NetApp Trident Protect, que ha sido validado para la
administracion de aplicaciones y almacenamiento persistente para la solucion de
virtualizacion OpenShift.

22



Trident, un orquestador y aprovisionador de almacenamiento de cddigo abierto mantenido por NetApp y
NetApp Trident Protect lo ayuda a orquestar y administrar datos persistentes en entornos basados en
contenedores, como Red Hat OpenShift.
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Las siguientes paginas contienen informacion adicional sobre los productos NetApp que han sido validados
para la gestion de aplicaciones y almacenamiento persistente en la solucion Red Hat OpenShift con NetApp :
* "Documentacion de Trident"

* "Documentacién de proteccion de Trident"

Trident de NetApp

Descripcion general de Trident

Trident es un orquestador de almacenamiento de codigo abierto y totalmente compatible
con contenedores y distribuciones de Kubernetes, incluido Red Hat OpenShift. Trident
funciona con todo el portafolio de almacenamiento de NetApp , incluidos los sistemas de
almacenamiento NetApp ONTAP y Element, y también admite conexiones NFS e iSCSI.
Trident acelera el flujo de trabajo de DevOps al permitir que los usuarios finales
aprovisionen y administren almacenamiento desde sus sistemas de almacenamiento
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NetApp sin necesidad de la intervencion de un administrador de almacenamiento.

Un administrador puede configurar una serie de backends de almacenamiento segun las necesidades del
proyecto y los modelos del sistema de almacenamiento que habilitan funciones de almacenamiento
avanzadas, incluida la compresion, tipos de discos especificos o niveles de QoS que garantizan un cierto nivel
de rendimiento. Una vez definidos, estos backends pueden ser utilizados por los desarrolladores en sus
proyectos para crear reclamos de volumen persistentes (PVC) y para adjuntar almacenamiento persistente a
sus contenedores a pedido.

Compute layer

B O

Storage layer

B Se @ &)Y

On-premises Cloud Volumes Amazon FSx Azure Google Cloud
appliances ONTAP for NetApp ONTAP MNetApp Files NetApp Volumes

Trident tiene un ciclo de desarrollo rapido y, al igual que Kubernetes, se lanza cuatro veces al afio.

Se puede encontrar una matriz de soporte para qué versién de Trident se ha probado con qué distribucion de
Kubernetes "aqui" .

Por favor consulte la"Documentacion del producto Trident" Para detalles de instalacion y configuracion.

Descargar Trident

Para instalar Trident en el cluster de usuarios implementado y aprovisionar un volumen persistente, complete
los siguientes pasos:

1. Descargue el archivo de instalacion en la estacion de trabajo del administrador y extraiga el contenido. La
versién actual de Trident se puede descargar "aqui"” .

2. Extraiga la instalacion de Trident del paquete descargado.

[netapp-user@rhel’7 ~]$ tar -xzf trident-installer-22.01.0.tar.gz
[netapp-user@rhel7 ~]$ cd trident-installer/
[netapp-user@rhel’7 trident-installer]$
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Instalar el operador Trident con Helm

1. Primero, establezca la ubicacion del cluster de usuarios. kubeconfig archivo como una variable de
entorno para que no tenga que hacer referencia a él, porque Trident no tiene ninguna opcién para pasar
este archivo.

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. Ejecute el comando Helm para instalar el operador Trident desde el archivo tar en el directorio helm
mientras crea el espacio de nombres trident en su cluster de usuarios.

[netapp-user@rhel’ trident-installer]$ helm install trident
helm/trident-operator-22.01.0.tgz --create-namespace --namespace trident
NAME: trident

LAST DEPLOYED: Fri May 7 12:54:25 2021

NAMESPACE: trident

STATUS: deployed

REVISION: 1

TEST SUITE: None

NOTES:

Thank you for installing trident-operator, which will deploy and manage
NetApp's Trident CSI

storage provisioner for Kubernetes.

Your release is named 'trident' and is installed into the 'trident'
namespace.

Please note that there must be only one instance of Trident (and
trident-operator) in a Kubernetes cluster.

To configure Trident to manage storage resources, you will need a copy
of tridentctl, which is

available in pre-packaged Trident releases. You may find all Trident
releases and source code

online at https://github.com/NetApp/trident.

To learn more about the release, try:

S helm status trident
$ helm get all trident

3. Puede verificar que Trident se haya instalado correctamente verificando los pods que se ejecutan en el
espacio de nombres o utilizando el binario tridentctl para verificar la version instalada.
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[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-5z451 1/2 Running 2 30s
trident-csi-696b685cf8-htdb2 6/6 Running 0 30s
trident-csi-b74p2 2/2 Running 0 30s
trident-csi-lrwé4n 2/2 Running 0 30s
trident-operator-7c748d957-gr2gw 1/1 Running 0 36s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

Fom e o +
| SERVER VERSION | CLIENT VERSION |
Fom e e +
| 22.01.0 | 22.01.0 |
fom e frmm e +

En algunos casos, los entornos de los clientes pueden requerir la personalizacién de la
implementacién de Trident . En estos casos, también es posible instalar manualmente el
operador Trident y actualizar los manifiestos incluidos para personalizar la implementacion.

Instalar manualmente el operador Trident

1. Primero, establezca la ubicacion del clister de usuarios. kubeconfig archivo como una variable de
entorno para que no tenga que hacer referencia a él, porque Trident no tiene ninguna opcién para pasar
este archivo.

[netapp-user@rhel’7 trident-installer]$ export KUBECONFIG=~/ocp-
install/auth/kubeconfig

2. El trident-installer El directorio contiene manifiestos para definir todos los recursos necesarios.
Utilizando los manifiestos apropiados, cree el TridentOrchestrator definicion de recurso
personalizado.

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/trident.netapp.io tridentorchestrators crd postl.l6.yaml
customresourcedefinition.apiextensions.k8s.io/tridentorchestrators.tride
nt.netapp.io created

3. Si no existe ninguno, cree un espacio de nombres Trident en su cluster utilizando el manifiesto
proporcionado.

[netapp-user@rhel’ trident-installer]$ oc apply —-f deploy/namespace.yaml
namespace/trident created
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4. Cree los recursos necesarios para la implementacién del operador Trident , como un ServiceAccount
Para el operador, un ClusterRole y ClusterRoleBinding hacia ServiceAccount , un dedicado
PodSecurityPolicy , O el propio operador.

[netapp-user@rhel7 trident-installer]$ oc create -f deploy/bundle.yaml
serviceaccount/trident-operator created
clusterrole.rbac.authorization.k8s.io/trident-operator created
clusterrolebinding.rbac.authorization.k8s.io/trident-operator created
deployment.apps/trident-operator created
podsecuritypolicy.policy/tridentoperatorpods created

5. Puede comprobar el estado del operador después de su implementacion con los siguientes comandos:

[netapp-user@rhel’ trident-installer]$ oc get deployment -n trident

NAME READY UP-TO-DATE AVATILABLE AGE
trident-operator 1/1 1 1 23s
[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-operator-66£48895cc-1zczk 1/1 Running 0 41s

6. Con el operador desplegado, ahora podemos usarlo para instalar Trident. Esto requiere crear una
TridentOrchestrator.

[netapp-user@rhel’7 trident-installer]$ oc create -f
deploy/crds/tridentorchestrator cr.yaml
tridentorchestrator.trident.netapp.io/trident created
[netapp-user@rhel’7 trident-installer]$ oc describe torc trident

Name : trident
Namespace:

Labels: <none>
Annotations: <none>

API Version: trident.netapp.io/vl

Kind: TridentOrchestrator

Metadata:
Creation Timestamp: 2021-05-07T17:00:287%
Generation: 1

Managed Fields:
API Version: trident.netapp.io/vl
Fields Type: FieldsVl
fieldsVl:

f:spec:

f:debug:

f:namespace:
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Manager: kubectl-create
Operation: Update
Time: 2021-05-07T17:00:28%
API Version: trident.netapp.io/vl
Fields Type: FieldsVl
fieldsVl:

f:status:

f:currentInstallationParams:

:IPvo6:
rautosupportHostname:
:autosupportimage:
rautosupportProxy:
:autosupportSerialNumber:
:debug:
:enableNodePrep:
:imagePullSecrets:
:imageRegistry:
:k8sTimeout:
:kubeletDir:
:logFormat:

Hh Fh Fh Fh Fh Fh Hh Fh Fh Fh Fh Fh Fhoe

:silenceAutosupport:
f:tridentimage:

f:message:

f:namespace:

f:status:

f:version:

Manager: trident-operator
Operation: Update
Time: 2021-05-07T17:00:287%
Resource Version: 931421
Self Link:
/apis/trident.netapp.io/vl/tridentorchestrators/trident
UID: 8a26a7a6-dde8-4d55-9b66-a7126754d81f
Spec:
Debug: true
Namespace: trident
Status:
Current Installation Params:
IPv6: false

Autosupport Hostname:

Autosupport image: netapp/trident-autosupport:21.01
Autosupport Proxy:

Autosupport Serial Number:

Debug: true



Enable Node Prep: false
Image Pull Secrets:
Image Registry:

k8sTimeout: 30
Kubelet Dir: /var/lib/kubelet
Log Format: text
Silence Autosupport: false
Trident image: netapp/trident:22.01.0
Message: Trident installed
Namespace: trident
Status: Installed
Version: v22.01.0
Events:
Type Reason Age From Message
Normal Installing 80s trident-operator.netapp.io Installing
Trident
Normal Installed 68s trident-operator.netapp.io Trident
installed

7. Puede verificar que Trident se haya instalado correctamente verificando los pods que se ejecutan en el
espacio de nombres o utilizando el binario tridentctl para verificar la version instalada.

[netapp-user@rhel’ trident-installer]$ oc get pods -n trident

NAME READY STATUS RESTARTS AGE
trident-csi-bb64c6cb4d-1md6h 6/6 Running 0 82s
trident-csi-gn59q 2/2 Running 0 82s
trident-csi-mé4szj 2/2 Running 0 82s
trident-csi-sb9k9 2/2 Running 0 82s
trident-operator-66£f48895cc-1zczk 1/1 Running 0 2m39s

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident version

fom o from e +
| SERVER VERSION | CLIENT VERSION |
fom e e +
| 22.01.0 | 22.01.0 |
Fommm e o m e +

Preparar los nodos de trabajo para el almacenamiento

Sistema Nacional de Archivos

La mayoria de las distribuciones de Kubernetes vienen con los paquetes y utilidades para montar backends
NFS instalados de forma predeterminada, incluido Red Hat OpenShift.

Sin embargo, para NFSv3, no existe ningun mecanismo para negociar la concurrencia entre el cliente y el



servidor. Por lo tanto, el nUmero maximo de entradas de la tabla de ranuras sunrpc del lado del cliente se
debe sincronizar manualmente con el valor admitido en el servidor para garantizar el mejor rendimiento de la
conexion NFS sin que el servidor tenga que disminuir el tamafio de la ventana de la conexion.

Para ONTAP, la cantidad maxima admitida de entradas en la tabla de ranuras sunrpc es 128, es decir, ONTAP
puede atender 128 solicitudes NFS simultaneas a la vez. Sin embargo, de forma predeterminada, Red Hat
CoreOS/Red Hat Enterprise Linux tiene un maximo de 65 536 entradas en la tabla de ranuras sunrpc por
conexion. Necesitamos establecer este valor en 128 y esto se puede hacer usando el Operador de
configuracion de maquina (MCO) en OpenShift.

Para modificar las entradas de la tabla de ranuras sunrpc maximas en los nodos de trabajo de OpenShift,
complete los siguientes pasos:

1. Inicie sesion en la consola web de OCP y navegue a Computacion > Configuraciones de la maquina. Haga
clic en Crear configuracion de maquina. Copie y pegue el archivo YAML y haga clic en Crear.

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:

name: 98-worker-nfs-rpc-slot-tables

labels:

machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64,b3B0aWOucyBzdW5ycGMgdGNwX21heF9zbGO0X3RhYmx1X2VudHIpZXMOMTI4Cg=

filesystem: root
mode: 420
path: /etc/modprobe.d/sunrpc.conf

2. Una vez creado el MCO, la configuracion debe aplicarse en todos los nodos de trabajo y reiniciarse uno
por uno. Todo el proceso tarda aproximadamente entre 20 y 30 minutos. Verifique si la configuracion de la

maquina se aplica mediante oc get mcp y asegurese de que el grupo de configuracion de la maquina
para los trabajadores esté actualizado.
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[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930e1d135e0dee7168 True False
False

worker rendered-worker-de321b36eebatb2dfd4lfeb’bc True False
False

iSCSI

Para preparar los nodos de trabajo para permitir el mapeo de volumenes de almacenamiento en bloque a
través del protocolo iSCSI, debe instalar los paquetes necesarios para soportar esa funcionalidad.

En Red Hat OpenShift, esto se gestiona aplicando un MCO (Operador de configuracion de maquina) a su
cluster después de su implementacion.

Para configurar los nodos de trabajo para ejecutar servicios iSCSI, complete los siguientes pasos:

1. Inicie sesidn en la consola web de OCP y navegue a Computacién > Configuraciones de la maquina. Haga
clic en Crear configuracion de maquina. Copie y pegue el archivo YAML y haga clic en Crear.

Cuando no se utiliza multitrayecto:

apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 99-worker-element-iscsi

spec:
config:
ignition:
version: 3.2.0
systemd:
units:
- name: iscsid.service
enabled: true
state: started
osImageURL: ""

Al utilizar rutas multiples:
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2.
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apiVersion: machineconfiguration.openshift.io/vl
kind: MachineConfig
metadata:
name: 99-worker-ontap-iscsi
labels:
machineconfiguration.openshift.io/role: worker

spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:

source: data:text/plain;charset=utf-
8;base64d, ZGVmYXVsdHMgewogICAgICAgIHVZZXJfZnJpZW5kbH]1 fomFt ZXMgbm8KICAgICA
gICBmaWbkX211bHRpcGF0aHMgbm8K{fQoKYmxhY2tsaXN0X2V4Y2VwdGlvbnMgewogICAgICA
gIHByb3B1lcnR5ICIOUONTSVOJREVOVEI8SUREVIAOKSIKEQoKYmxhY2tsaXNOIHsKfQoK
verification: {}
filesystem: root
mode: 400
path: /etc/multipath.conf
systemd:
units:
- name: iscsid.service
enabled: true
state: started
- name: multipathd.service
enabled: true
state: started

osImageURL:

Una vez creada la configuracion, toma aproximadamente entre 20 y 30 minutos aplicarla a los nodos de
trabajo y recargarlos. Verifique si la configuracion de la maquina se aplica mediante oc get mcpy
asegurese de que el grupo de configuracion de la maquina para los trabajadores esté actualizado.
También puede iniciar sesion en los nodos de trabajo para confirmar que el servicio iscsid se esta
ejecutando (y el servicio multipathd se esta ejecutando si se utilizan rutas multiples).



[netapp-user@rhel’ openshift-deploy]$ oc get mcp

NAME CONFIG UPDATED UPDATING
DEGRADED

master rendered-master-a520ae930el1dl135e0dee7168 True False
False

worker rendered-worker-de321b36eeba62dfd4lfeb7bc True False
False

[netapp-user@rhel’7 openshift-deploy]$ ssh core@10.61.181.22 sudo
systemctl status iscsid
® iscsid.service - Open-iSCSI

Loaded: loaded (/usr/lib/systemd/system/iscsid.service; enabled;
vendor preset: disabled)

Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago

Docs: man:iscsid (8)
man:iscsiadm(8)

Main PID: 1242 (iscsid)

Status: "Ready to process requests"
Tasks: 1
Memory: 4.9M
CPU: 9ms

CGroup: /system.slice/iscsid.service
L1242 /usr/sbin/iscsid -f

[netapp-user@rhel’ openshift-deploy]$ ssh core@l10.61.181.22 sudo
systemctl status multipathd
® multipathd.service - Device-Mapper Multipath Device Controller
Loaded: loaded (/usr/lib/systemd/system/multipathd.service; enabled;
vendor preset: enabled)
Active: active (running) since Tue 2021-05-26 13:36:22 UTC; 3 min ago
Main PID: 918 (multipathd)
Status: "up"
Tasks: 7
Memory: 13.7M
CPU: 57ms
CGroup: /system.slice/multipathd.service
L—918 /sbin/multipathd -d -s

También es posible confirmar que MachineConfig se ha aplicado correctamente y que los
servicios se han iniciado como se esperaba ejecutando el oc debug comando con las
banderas apropiadas.

Crear backends del sistema de almacenamiento

Después de completar la instalacion de Trident Operator, debe configurar el backend para la plataforma de
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almacenamiento NetApp especifica que esté utilizando. Siga los enlaces a continuacion para continuar con la
instalacion y configuracion de Trident.

* "NFS de NetApp ONTAP"
* "iISCSI de NetApp ONTAP"
* "NetApp Element"

Configuracion de NFS de NetApp ONTAP

Para habilitar la integracion de Trident con el sistema de almacenamiento NetApp
ONTAP , debe crear un backend que permita la comunicacién con el sistema de
almacenamiento.

1. Hay archivos de backend de muestra disponibles en el archivo de instalacion descargado en sample-
input jerarquia de carpetas. Para los sistemas NetApp ONTAP que prestan servicio a NFS, copie el
archivo backend-ontap-nas. json archivo a su directorio de trabajo y edite el archivo.

[netapp-user@rhel’ trident-installer]$ cp sample-input/backends-
samples/ontap-nas/backend-ontap-nas.json ./
[netapp-user@rhel’ trident-installer]$ vi backend-ontap-nas.json

2. Edite los valores backendName, managementLIF, dataLIF, svm, username y password en este archivo.

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "ontap-nas+10.61.181.221",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.221",

"svm": "trident svm",

"username": "cluster-admin",

"password": "password"

(D Se recomienda definir el valor backendName personalizado como una combinacion de
storageDriverName y dataLIF que sirve NFS para una facil identificacion.

3. Con este archivo backend en su lugar, ejecute el siguiente comando para crear su primer backend.
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[netapp-user@rhel’ trident-installer]$ ./tridentctl -n trident create

backend -f backend-ontap-nas.json

Fommmmmmeceseseses == Fommmmmmmmemem===
Fommmmmmmmoososorreresmemememeoememmm o Fommomome Fommmomom= +

| NAME | STORAGE DRIVER | UUID

| STATE | VOLUMES |

e Fommmmmmomoomooms
- fom—————— Fom - +

| ontap-nas+10.61.181.221 | ontap-nas | be7a619d-c81d-445c-b80c-
5¢87a73cbble | online | 0 |

o Fom e
Fommmmmmemsseseseses s s e e i Fommmmmm== +

4. Con el backend creado, a continuacién debes crear una clase de almacenamiento. Al igual que con el
backend, hay un archivo de clase de almacenamiento de muestra que se puede editar para el entorno
disponible en la carpeta sample-inputs. Copielo en el directorio de trabajo y realice las modificaciones
necesarias para reflejar el backend creado.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

5. La unica edicion que se debe realizar en este archivo es definir el backendType valor al nombre del
controlador de almacenamiento desde el backend recién creado. Tenga en cuenta también el valor del
campo de nombre, al que se debe hacer referencia en un paso posterior.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-nas"

@ Hay un campo opcional llamado £sType que se define en este archivo. Esta linea se puede
eliminar en los backends de NFS.

6. Ejecutar el oc Comando para crear la clase de almacenamiento.

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created
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7. Una vez creada la clase de almacenamiento, debera crear la primera reclamacién de volumen persistente
(PVC). Hay una muestra pvc-basic.yaml archivo que se puede utilizar para realizar esta accion y que
también se encuentra en sample-inputs.

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel7 trident-installer]$ vi pvc-basic.yaml

8. La Unica edicidon que se debe realizar en este archivo es asegurarse de que storageClassName El
campo coincide con el recién creado. La definicion de PVC se puede personalizar aiin mas segun lo
requiera la carga de trabajo que se aprovisionara.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. Cree el PVC emitiendo el oc dominio. La creacion puede tardar algun tiempo dependiendo del tamaiio del
volumen de respaldo que se esté creando, por lo que puedes observar el proceso a medida que se
completa.

[netapp-user@rhel7 trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-b4370d37-0fad4-4cl7-bd86-94f96c94b42d 1Gi

RWO basic-csi s

Configuracion de iSCSI de NetApp ONTAP

Para habilitar la integracion de Trident con el sistema de almacenamiento NetApp
ONTAP , debe crear un backend que permita la comunicacién con el sistema de
almacenamiento.

1. Hay archivos de backend de muestra disponibles en el archivo de instalacion descargado en sample-
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input jerarquia de carpetas. Para los sistemas NetApp ONTAP que prestan servicio a iSCSI, copie el
archivo backend-ontap-san. json archivo a su directorio de trabajo y edite el archivo.

[netapp-user@rhel’ trident-installer]$ cp sample-input/backends-
samples/ontap-san/backend-ontap-san.json ./
[netapp-user@rhel7 trident-installer]$ vi backend-ontap-san.json

2. Edite los valores managementLIF, dataLIF, svm, nombre de usuario y contrasefia en este archivo.

"version": 1,

"storageDriverName": "ontap-san",
"managementLIF": "172.21.224.201",
"dataLIF": "10.61.181.240",

"svm": "trident svm",

"username": "admin",

"password": "password"

3. Con este archivo backend en su lugar, ejecute el siguiente comando para crear su primer backend.

[netapp-user@rhel’7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-ontap-san.json

fm fom e
e o t——— +

| NAME | STORAGE DRIVER | UulbD

| STATE | VOLUMES |

R it e PP o ——
e o o +

| ontapsan 10.61.181.241 | ontap-san | 6788533c-7fea-4a35-b797-
fb9bb3322b91 | online | 0 |

e fmm e ——

R et R - +

4. Con el backend creado, a continuacion debes crear una clase de almacenamiento. Al igual que con el
backend, hay un archivo de clase de almacenamiento de muestra que se puede editar para el entorno
disponible en la carpeta sample-inputs. Cépielo en el directorio de trabajo y realice las modificaciones
necesarias para reflejar el backend creado.

[netapp-user@rhel7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml
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9. La unica edicion que se debe realizar en este archivo es definir el backendType valor al nombre del
controlador de almacenamiento desde el backend recién creado. Tenga en cuenta también el valor del
campo de nombre, al que se debe hacer referencia en un paso posterior.

apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "ontap-san"

Hay un campo opcional llamado £sType que se define en este archivo. En los backends

(D iSCSI, este valor se puede configurar para un tipo de sistema de archivos Linux especifico
(XFS, ext4, etc.) o se puede eliminar para permitir que OpenShift decida qué sistema de
archivos utilizar.

6. Ejecutar el oc Comando para crear la clase de almacenamiento.

[netapp-user@rhel’7 trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

7. Una vez creada la clase de almacenamiento, debera crear la primera reclamacion de volumen persistente
(PVC). Hay una muestra pvc-basic.yaml archivo que se puede utilizar para realizar esta acciéon y que
también se encuentra en sample-inputs.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel7 trident-installer]$ vi pvc-basic.yaml

8. La Unica edicidn que se debe realizar en este archivo es asegurarse de que storageClassName El
campo coincide con el recién creado. La definicién de PVC se puede personalizar ain mas segun lo
requiera la carga de trabajo que se aprovisionara.
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kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi

9. Cree el PVC emitiendo el oc dominio. La creacion puede tardar algun tiempo dependiendo del tamaiio del

volumen de respaldo que se esté creando, por lo que puedes observar el proceso a medida que se
completa.

[netapp-user@rhel’7 trident-installer]$ oc create -f pvc-basic.yaml

persistentvolumeclaim/basic created

[netapp-user@rhel’7 trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-T7ceaclba-0189-43c7-8f98-094719f7956¢C 1Gi

RWO basic-csi 3s

Configuracion de iSCSI de NetApp Element

Para habilitar la integracion de Trident con el sistema de almacenamiento NetApp
Element , debe crear un backend que permita la comunicacion con el sistema de
almacenamiento mediante el protocolo iSCSI.

1. Hay archivos de backend de muestra disponibles en el archivo de instalacion descargado en sample-
input jerarquia de carpetas. Para los sistemas NetApp Element que prestan servicio a iSCSI, copie el
archivo backend-solidfire.json archivo a su directorio de trabajo y edite el archivo.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/backends-
samples/solidfire/backend-solidfire.json ./
[netapp-user@rhel’ trident-installer]$ vi ./backend-solidfire.json

a. Edite el usuario, la contrasefia y el valor MVIP en el EndPoint linea.

b. Editar el svIp valor.
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"version": 1,

"storageDriverName": "solidfire-san",
"Endpoint": "https://trident:password@l172.21.224.150/json-
rpc/8.0",
"SVIP": "10.61.180.200:3260",
"TenantName": "trident",
"Types": [{"Type": "Bronze", "Qos": {"minIOPS": 1000, "maxIOPS":
2000, "burstIOPS": 4000}},
{"Type": "Silver", "Qos": {"minIOPS": 4000, "maxIOPS":
6000, "burstIOPS": 8000}},
{"Type": "Gold", "Qos": {"minIOPS": 6000, "maxIOPS":

8000, "burstIOPS": 10000}}1]
}

2. Con este archivo back-end en su lugar, ejecute el siguiente comando para crear su primer back-end.

[netapp-user@rhel7 trident-installer]$ ./tridentctl -n trident create
backend -f backend-solidfire.json

o oo
e tomm - tom - +

| NAME | STORAGE DRIVER | UUID
| STATE | VOLUMES |

o Fom e
e tomm o pomm - +

| solidfire 10.61.180.200 | solidfire-san | b90783ece-e0c9-49%9af-8d26-
3ea87ce2efdf | online | 0 |

3. Con el backend creado, a continuacion debes crear una clase de almacenamiento. Al igual que con el
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backend, hay un archivo de clase de almacenamiento de muestra que se puede editar para el entorno
disponible en la carpeta sample-inputs. Cépielo en el directorio de trabajo y realice las modificaciones
necesarias para reflejar el backend creado.

[netapp-user@rhel’7 trident-installer]$ cp sample-input/storage-class-
samples/storage-class—-csi.yaml.templ ./storage-class-basic.yaml
[netapp-user@rhel’ trident-installer]$ vi storage-class-basic.yaml

La unica edicién que se debe realizar en este archivo es definir el backendType valor al nombre del
controlador de almacenamiento desde el backend recién creado. Tenga en cuenta también el valor del
campo de nombre, al que se debe hacer referencia en un paso posterior.



apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:

name: basic-csi
provisioner: csi.trident.netapp.io
parameters:

backendType: "solidfire-san"

Hay un campo opcional llamado £sType que se define en este archivo. En los backends

(D iSCSI, este valor se puede configurar para un tipo de sistema de archivos Linux especifico
(XFS, ext4, etc.) o se puede eliminar para permitir que OpenShift decida qué sistema de
archivos utilizar.

5. Ejecutar el oc Comando para crear la clase de almacenamiento.

[netapp-user@rhel’ trident-installer]$ oc create -f storage-class-
basic.yaml
storageclass.storage.k8s.io/basic-csi created

6. Una vez creada la clase de almacenamiento, debera crear la primera reclamacién de volumen persistente

(PVC). Hay una muestra pvc-basic.yaml archivo que se puede utilizar para realizar esta acciéon y que
también se encuentra en sample-inputs.

[netapp-user@rhel7 trident-installer]$ cp sample-input/pvc-samples/pvc-—
basic.yaml ./
[netapp-user@rhel’ trident-installer]$ vi pvc-basic.yaml

7. La Unica edicidn que se debe realizar en este archivo es asegurarse de que storageClassName El
campo coincide con el recién creado. La definicién de PVC se puede personalizar ain mas segun lo
requiera la carga de trabajo que se aprovisionara.

kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: basic
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: basic-csi
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8. Cree el PVC emitiendo el oc dominio. La creacion puede tardar algun tiempo dependiendo del tamario del
volumen de respaldo que se esté creando, por lo que puedes observar el proceso a medida que se
completa.

[netapp-user@rhel’ trident-installer]$ oc create -f pvc-basic.yaml
persistentvolumeclaim/basic created

[netapp-user@rhel’ trident-installer]$ oc get pvc

NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

basic Bound pvc-3445b5cc-df24-453d-ale6-b484e874349d 1Gi

RWO basic-csi 5s

Opciones de configuraciéon avanzadas

Explorar las opciones del balanceador de carga

Explorando las opciones del balanceador de carga: Red Hat OpenShift con NetApp

En la mayoria de los casos, Red Hat OpenShift pone las aplicaciones a disposicion del
mundo exterior a través de rutas. Un servicio se expone asignandole un nombre de host
accesible externamente. La ruta definida y los puntos finales identificados por su servicio
pueden ser consumidos por un enrutador OpenShift para proporcionar esta conectividad
denominada a clientes externos.

Sin embargo, en algunos casos, las aplicaciones requieren la implementacion y configuraciéon de
balanceadores de carga personalizados para exponer los servicios adecuados. Un ejemplo de esto es NetApp
Trident Protect. Para satisfacer esta necesidad, hemos evaluado una serie de opciones de equilibrador de
carga personalizados. En esta seccidn se describe su instalacion y configuracion.

Las siguientes paginas contienen informacion adicional sobre las opciones de equilibrador de carga validadas
en la solucién Red Hat OpenShift con NetApp :

« "MetalLB"
« "F5 BIG-IP"

Instalacion de balanceadores de carga MetalLB: Red Hat OpenShift con NetApp

Esta pagina enumera las instrucciones de instalacion y configuracion del balanceador de
carga MetallLB.

MetalLB es un balanceador de carga de red autohospedado instalado en su cluster OpenShift que permite la
creacion de servicios OpenShift de tipo balanceador de carga en clusteres que no se ejecutan en un
proveedor de nube. Las dos caracteristicas principales de MetalLB que trabajan juntas para soportar los
servicios LoadBalancer son la asignacion de direcciones y el anuncio externo.
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Opciones de configuracion de MetalLB

Segun cémo MetalLB anuncia la direccién IP asignada a los servicios LoadBalancer fuera del cluster
OpenShift, opera en dos modos:

* Modo de capa 2. En este modo, un nodo del cluster OpenShift toma posesion del servicio y responde a
las solicitudes ARP para esa IP para que sea accesible fuera del cluster OpenShift. Debido a que solo el
nodo anuncia la IP, tiene un cuello de botella de ancho de banda y limitaciones de conmutacion por error
lenta. Para obtener mas informacién, consulte la documentacién."aqui” .

* Modo BGP. En este modo, todos los nodos del clister OpenShift establecen sesiones de intercambio de
trafico BGP con un enrutador y anuncian las rutas para reenviar trafico a las IP del servicio. El requisito
previo para esto es integrar MetalLB con un enrutador en esa red. Debido al mecanismo de hashing en
BGP, existen ciertas limitaciones cuando cambia el mapeo de IP a nodo para un servicio. Para obtener
mas informacion, consulte la documentacion."aqui” .

@ Para los fines de este documento, configuramos MetalLB en modo de capa 2.

Instalacion del balanceador de carga MetalLB

1. Descargue los recursos de MetalLB.

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/name
space.yaml

[netapp-user@rhel’7 ~]$ wget
https://raw.githubusercontent.com/metallb/metallb/v0.10.2/manifests/meta
11b.yaml

2. Editar archivo metallb.yaml y eliminar spec.template.spec.securityContext desde el
controlador Deployment y el altavoz DaemonSet.

Lineas a eliminar:

securityContext:
runAsNonRoot: true
runAsUser: 65534

3. Crea el metallb-system espacio de nombres.

[netapp-user@rhel’7 ~]$ oc create -f namespace.yaml
namespace/metallb-system created

4. Crear el CR de MetallLB.
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[netapp-user@rhel’7 ~]$ oc create -f metallb.yaml

podsecuritypolicy.policy/controller created

podsecuritypolicy.policy/speaker created

serviceaccount/controller created

serviceaccount/speaker created

clusterrole.rbac.authorization.k8s.io/metallb-system:controller created

clusterrole.rbac.authorization.k8s.io/metallb-system:speaker created

role.rbac.authorization

role.rbac.authorization.
role.rbac.authorization.

clusterrolebinding.rbac.

created

clusterrolebinding.rbac.

created

.k8s.io/config-watcher created

k8s.io/pod-lister created
k8s.io/controller created
authorization.k8s.io/metallb-system:controller

authorization.k8s.io/metallb-system:speaker

rolebinding.rbac.authorization.k8s.io/config-watcher created

rolebinding.rbac.authorization.k8s.io/pod-lister created

rolebinding.rbac.authorization.k8s.io/controller created

daemonset.apps/speaker created

deployment.apps/controller created

5. Antes de configurar el altavoz MetalLB, otorgue al altavoz DaemonSet privilegios elevados para que
pueda realizar la configuracion de red necesaria para que los balanceadores de carga funcionen.

[netapp-user@rhel7 ~]$ oc adm policy add-scc-to-user privileged -n

metallb-system -z speaker

clusterrole.rbac.authorization.k8s.io/system:openshift:scc:privileged

added: "speaker"

6. Configure MetalLB creando un ConfigMap en el metallb-system espacio de nombres.
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[netapp-user@rhel’7 ~]$ vim metallb-config.yaml

apiVersion: vl

kind: ConfigMap

metadata:
namespace: metallb-system
name: config

data:
config: |

address-pools:

- name: default
protocol: layer?
addresses:

- 10.63.17.10-10.63.17.200

[netapp-user@rhel’7 ~]$ oc create -f metallb-config.yaml
configmap/config created

7. Ahora, cuando se crean servicios de balanceo de carga, MetalLB asigna una IP externa a los servicios y
anuncia la direccién IP respondiendo a las solicitudes ARP.

(D Si desea configurar MetalLB en modo BGP, omita el paso 6 anterior y siga el procedimiento
de la documentacion de MetalLB."aqui" .

Instalacion de balanceadores de carga F5 BIG-IP

F5 BIG-IP es un controlador de entrega de aplicaciones (ADC) que ofrece un amplio
conjunto de servicios avanzados de seguridad y gestion de trafico de nivel de
produccién, como equilibrio de carga L4-L7, descarga SSL/TLS, DNS, firewall y muchos
mas. Estos servicios aumentan drasticamente la disponibilidad, la seguridad y el
rendimiento de sus aplicaciones.

F5 BIG-IP se puede implementar y consumir de diversas maneras: en hardware dedicado, en la nube o como
un dispositivo virtual en las instalaciones. Consulte la documentacion aqui para explorar e implementar F5
BIG-IP segun los requisitos.

Para una integracion eficiente de los servicios F5 BIG-IP con Red Hat OpenShift, F5 ofrece el Servicio de
ingreso de contenedores BIG-IP (CIS). CIS se instala como un médulo de controlador que supervisa la APl de
OpenShift en busca de determinadas definiciones de recursos personalizados (CRD) y administra la
configuracion del sistema F5 BIG-IP. F5 BIG-IP CIS se puede configurar para controlar los tipos de servicios
LoadBalancers y Rutas en OpensShift.

Ademas, para la asignacién automatica de direcciones IP para dar servicio al tipo LoadBalancer, puede utilizar
el controlador IPAM F5. El controlador F5 IPAM se instala como un pod de controlador que supervisa la APl de
OpenShift en busca de servicios LoadBalancer con una anotacion ipamLabel para asignar la direccién IP
desde un grupo preconfigurado.

Esta pagina enumera las instrucciones de instalacion y configuracion del controlador F5 BIG-IP CIS e IPAM.
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Como requisito previo, debe tener un sistema F5 BIG-IP implementado y licenciado. También debe tener
licencia para servicios SDN, que se incluyen de forma predeterminada con la licencia base de BIG-IP VE.

F5 BIG-IP se puede implementar en modo independiente o en clister. Para el propdsito de esta
@ validacion, F5 BIG-IP se implementd en modo independiente, pero, para fines de produccion, se
prefiere tener un cluster de BIG-IP para evitar un unico punto de falla.

Un sistema F5 BIG-IP se puede implementar en hardware dedicado, en la nube o como un

@ dispositivo virtual local con versiones superiores a 12.x para que se integre con F5 CIS. Para
los fines de este documento, el sistema F5 BIG-IP fue validado como un dispositivo virtual, por
ejemplo utilizando la edicion BIG-IP VE.

Versiones validadas

Tecnologia Version del software
Red Hat OpenShift 4.6 EUS, 4.7
Edicion F5 BIG-IP VE 16.1.0

Servicio de ingreso de contenedores F5 2.5.1

Controlador F5 IPAM 0.1.4

F5AS3 3.30.0

Instalacién

1. Instale la extensién F5 Application Services 3 para permitir que los sistemas BIG-IP acepten
configuraciones en JSON en lugar de comandos imperativos. Ir a "Repositorio de GitHub de F5 AS3"y
descargue el ultimo archivo RPM.

2. Inicie sesion en el sistema F5 BIG-IP, navegue a iApps > Administracion de paquetes LX y haga clic en
Importar.

3. Haga clic en Elegir archivo y seleccione el archivo RPM AS3 descargado, haga clic en Aceptar y luego
haga clic en Cargar.

Import Package

I File Name | Choose File | f5-appsves-3 30 0-5 noarch rpm

Cancel || Upload |

4. Confirme que la extension AS3 se haya instalado correctamente.

s Ve =1} Fachag Taz
SRR 10 | Pappivee 3 30 05 soarch PLLIGH

5. A continuacion, configure los recursos necesarios para la comunicacion entre los sistemas OpenShift y
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BIG-IP. Primero, cree un tunel entre OpenShift y el servidor BIG-IP creando una interfaz de tunel VXLAN
en el sistema BIG-IP para OpenShift SDN. Vaya a Red > Tuneles > Perfiles, haga clic en Crear y configure
el Perfil principal en vxlan y el Tipo de inundacion en Multidifusién. Ingrese un nombre para el perfil y haga

clic en Finalizar.

o Timmards : Profiles : VILAN o B

Gareral Propeties
| e
Frarers Brostie vatan v
Deacrpion [
Sanlings Carsbom
Fort [Fm ]
Floaging Type Mulicas! <]

6. Vaya a Red > Tuneles > Lista de tuneles, haga clic en Crear e ingrese el nombre y la direccion IP local
para el tunel. Seleccione el perfil de tunel que se cred en el paso anterior y haga clic en Finalizado.

Network » Tunnels : Tunnel List »» Mew Tunnal...

Configuration
I Name | openshift_vxian |
Descriplion | |
Key 1]
Profle anmiipoint v
I Local Address [ 10.63.172.239 |
Secondary Address lAny v
Remote Address Ay "
Mode Bidirectional ~
MTU [ ]
Use PMTU Enabled
TOS | Preserve. v
Auto-Last Hop | Defaull ~
Traffic Group | None_ v]

| Cancel || Repeat || Finished

7. Inicie sesion en el cluster Red Hat OpenShift con privilegios de administrador del cluster.

8. Cree una subred de host en OpenShift para el servidor F5 BIG-IP, que extienda la subred del cluster
OpenShift al servidor F5 BIG-IP. Descargue la definiciéon YAML de la subred del host.



wget https://github.com/F5Networks/k8s-bigip-
ctlr/blob/master/docs/config examples/openshift/f5-kctlr-openshift-
hostsubnet.yaml

9. Edite el archivo de subred del host y agregue la IP VTEP (tunel VXLAN) de BIG-IP para OpenShift SDN.

apiVersion: vl
kind: HostSubnet
metadata:
name: fb5-server
annotations:
pod.network.openshift.io/fixed-vnid-host: "O"
pod.network.openshift.io/assign-subnet: "true"
# provide a name for the node that will serve as BIG-IP's entry into the
cluster
host: f5-server
# The hostIP address will be the BIG-IP interface address routable to
the
# OpenShift Origin nodes.
# This address is the BIG-IP VTEP in the SDN's VXLAN.
hostIP: 10.63.172.239

@ Cambie la IP del host y otros detalles segun corresponda a su entorno.

10. Cree el recurso HostSubnet.

[admin@rhel-7 ~]$ oc create -f f5-kctlr-openshift-hostsubnet.yaml

hostsubnet.network.openshift.io/f5-server created

11. Obtenga el rango de subred IP del cluster para la subred del host creada para el servidor F5 BIG-IP.
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[admin@rhel-7 ~]$ oc get hostsubnet

NAME

SUBNET
f5-server
10.131.0.0/23
ocp-vmw-nszws-master-0
10.128.0.0/23
ocp-vmw-nszws-master-1
10.130.0.0/23
ocp-vmw-nszws-master-2
10.129.0.0/23
ocp-vmw-nszws-worker-r8fh4
10.130.2.0/23
ocp-vmw-nszws-worker—-tvr4o6
10.129.2.0/23
ocp-vmw-nszws-worker-wdxhg
10.128.2.0/23
ocp-vmw-nszws-worker-wg8r4
10.131.2.0/23
ocp-vmw-nszws—-worker-wtgfw
10.128.4.0/23

EGRESS CIDRS

HOST

EGRESS IPS
f5-server
ocp-vmw-nszws-master-0
ocp-vmw-nszws-master-1
ocp-vmw-nszws-master-2
ocp-vmw-nszws-worker-r8fh4
ocp-vmw-nszws-worker-tvr4o6
ocp-vmw-nszws-worker-wdxhg

ocp-vmw-nszws-worker-wg8r4

ocp-vmw-nszws-worker-wtgfw

HOST IP

10.63.

10.

10.

10.

10.

10.

10.

10.

10.

63.

63.

63.

63.

63.

63.

63.

63.

172.

172.

172.

172.

172.

172.

172.

172.

172.

12. Cree una IP propia en OpenShift VXLAN con una IP en el rango de subred de host de OpenShift
correspondiente al servidor F5 BIG-IP. Inicie sesién en el sistema F5 BIG-IP, navegue a Red > IP propias y
haga clic en Crear. Ingrese una IP de la subred IP del cluster creada para la subred del host F5 BIG-IP,
seleccione el tunel VXLAN e ingrese los demas detalles. Luego haga clic en Finalizar.

MNetwork » Self IPs » New Seif IP...

Configuration
Name | 10.131.0.60 |
IP Address | 10.131.0.60
Netmask [ 255.252.0.0 ]
VLAN / Tunnel openshiff_vzla » |
Port Lockdown Allow Al >
e e e
Senvice Palicy Nonge

| Cancel || Repeat || Finished
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13. Cree una particion en el sistema F5 BIG-IP para configurarla y utilizarla con CIS. Vaya a Sistema >
Usuarios > Lista de particiones, haga clic en Crear e ingrese los detalles. Luego haga clic en Finalizar.

System » Users : Partition List » New Partition...

Properties

I Partition Name oCp-Vmw

Partition Default Route Domain | |0 v |

Description

[] Extend Text Area
[ Wrap Text

Redundant Device Configuration j

' ® Inherit device group from root folder

Mone s

Device Group

' ® inherit traffic group from root folder

Traffic Group
traffic-group-1 (flcating) b
| Cancel || Repeat || Finished |
(D F5 recomienda que no se realice ninguna configuracién manual en la particion administrada
por CIS.

14. Instale F5 BIG-IP CIS utilizando el operador de OperatorHub. Inicie sesién en el cluster Red Hat OpenShift
con privilegios de administrador del cluster y cree un secreto con las credenciales de inicio de sesion del
sistema F5 BIG-IP, lo cual es un requisito previo para el operador.
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[admin@rhel-7 ~]$ oc create secret generic bigip-login -n kube-system

-—-from-literal=username=admin --from-literal=password=admin

secret/bigip-login created

15. Instalar los CRD CIS F5.

[admin@rhel-7 ~]$ oc apply -f

https://raw.githubusercontent.com/F5Networks/k8s-bigip-

ctlr/master/docs/config examples/crd/Install/customresourcedefinitions.y

ml

customresourcedefinition.

created

customresourcedefinition.

created
customresourcedefinition

m created

customresourcedefinition.

created

customresourcedefinition.

created

apiextensions.

apiextensions.

.apiextensions

apiextensions.

apiextensions.

k8s.

k8s.

.k8s.

k8s.

k8s.

io/virtualservers.cis.f5.com

io/tlsprofiles.cis.f5.com

io/transportservers.cis.f5.co

io/externaldnss.cis.f5.com

io/ingresslinks.cis.f5.com

16. Vaya a Operadores > OperatorHub, busque la palabra clave F5 y haga clic en el mosaico Servicio de

ingreso de contenedor F5.

OperatorHub

litemns
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17. Lea la informacion del operador y haga clic en Instalar.

F5 Container Ingress Services x
* 1RO provided by FS Mobwosis Inc

Latest version
180

Capabllity level
@ Basic Install
[}

Seambeis LUpgradss

Certiffed

Provider
F5 Metwerks Ineg,

Repository
httpafgithub.com, FShiet
works/kBs-bigip-ctir

Container image
registryconnect.redhat.co
myfSnetworks/kBs-bigip-

Introduction

This Operator installs FS Container Ingress Services (CIS) for BIG-IP In youwr Cluster, This enables 1o
configure and deploy CIS using Helm Charts,

FS Container Ingress Services for BIG-IP

FS Container Ingress Services (CI5) Integrates with container archestration emvronments to
dynamically create L4/LT services on F5 BIG-IP systems, and lnad balance netwark traffic across the
services Monitoring the orchestration AP server, CIS Is able 1o modify the BIG-IP system configuration
based on changes made to containgrized applic ations

Docurmentation

Refer 10 F5 documentation
+ CIS on OpenShift (hitps /dlouddocafScom/fcantainers/latest/userguide /fopenshifty) - OpenShift
Routes {httpssffclouddocsth comicontainers/Tatest fuserguideroutes html)
Prerequisites
Create BIG-IP login cradentials for use with Operator Helm charts. A basic way be,

ot craate secret generic <SECRET-MAME» -n kube-system --from-literals=usernase=<USERN
AME> - .From-]1iterals=password=PASSKORDS

18. En la pantalla Instalar operador, deje todos los parametros predeterminados y haga clic en Instalar.
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Qreratotaul » Operalor Instadlation

Install Operator

Y ik ! r aa =1a = A Pl = |
I 10
Uipdate channe = F5 Container Ingress Services
— provided by FS Natwsra ing
Presvided APis
Installation mode *
& Al namespaces on the cluster (default) {E ESRpite
PRI FEpRaCs Thes CRD provides kind FERigIpttls o

(0 Aspecific namespace on the oustes canfigure and dapley FS BIG-IP

Cinermton will e vallible i o-sinole Mamesoace ooy Cemtrole:
Installed NETiespace *

magrl:hi‘.t-op-em'.ﬂrt -

Approval strategy
& Automatic

1 tlanaaal

m | ¢ i

19. La instalacion del operador demora un tiempo.

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace openshift-operators

20. Una vez instalado el operador, se muestra el mensaje Instalacion exitosa.

21. Vaya a Operadores > Operadores instalados, haga clic en Servicio de ingreso de contenedor F5 vy, a
continuacion, haga clic en Crear instancia debajo del mosaico F5BiglpCtlr.



Project: openshift-operators

Installed Operators * Operator details

@ F5 Container Ingress Services
1.8.0 provided by F5 Networks Inc.

Details YAML  Subscription Events  F5BiglpCtir

Provided APIs

(iE[® FsBiglpCtir

This CRD provides kind F5BigIpCtlr to
configure and deploy F5 BIG-IP
Controller.

(® Create instance

22. Haga clic en Vista YAML y pegue el siguiente contenido después de actualizar los parametros necesarios.

Actualizar los parametros bigip partition, openshift sdn name,bigip urly
bigip login_secret a continuacion para reflejar los valores de su configuracion antes
de copiar el contenido.
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apiVersion: cis.f5.com/vl1
kind: F5BigIpCtlr
metadata:
name: fb5-server
namespace: openshift-operators
spec:
args:
log as3 response: true
agent: as3
log level: DEBUG
bigip partition: ocp-vmw
openshift sdn name: /Common/openshift vxlan
bigip url: 10.61.181.19
insecure: true
pool-member-type: cluster
custom resource mode: true
as3 validation: true
ipam: true
manage configmaps: true
bigip login secret: bigip-login
image:
pullPolicy: Always
repo: fS5networks/cntr-ingress-svcs
user: registry.connect.redhat.com
namespace: kube-system
rbac:
Create: true
resources: {}
serviceAccount:
Create: true

version: latest

23. Después de pegar este contenido, haga clic en Crear. Esto instala los pods CIS en el espacio de nombres
kube-system.

Pods

T Filter = Mame = m
MName 1 Status Ready Restarts Crwner Memary CPU
@ SF (5 MiB 0003 cor
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Red Hat OpenShift, de forma predeterminada, proporciona una forma de exponer los
servicios a través de rutas para el equilibrio de carga L7. Un enrutador OpenShift
incorporado es responsable de publicitar y gestionar el trafico de estas rutas. Sin embargo,
también puede configurar el F5 CIS para admitir las rutas a través de un sistema F5 BIG-IP
externo, que puede ejecutarse como un enrutador auxiliar o un reemplazo del enrutador

@ OpenShift autohospedado. CIS crea un servidor virtual en el sistema BIG-IP que actua
como enrutador para las rutas OpenShift, y BIG-IP maneja la publicidad y el enrutamiento
del trafico. Consulte la documentacion aqui para obtener informacion sobre los parametros
para habilitar esta funcién. Tenga en cuenta que estos parametros estan definidos para el
recurso de implementacion de OpenShift en la APl apps/v1. Por lo tanto, al utilizarlos con el
recurso F5BiglpCtir API cis.f5.com/v1, reemplace los guiones (-) con guiones bajos (_) para
los nombres de los parametros.

24. Los argumentos que se pasan a la creacion de recursos CIS incluyen ipam: truey
custom resource mode: true .Estos parametros son necesarios para habilitar la integracion de CIS
con un controlador IPAM. Verifique que el CIS haya habilitado la integracion de IPAM creando el recurso
IPAM de F5.

[admin@rhel-7 ~]$ oc get f5ipam -n kube-system

NAMESPACE NAME AGE
kube-system ipam.10.61.181.19.0ocp-vmw 43s

25. Cree la cuenta de servicio, el rol y la vinculacion de roles necesarios para el controlador F5 IPAM. Crea un
archivo YAML y pega el siguiente contenido.
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[admin@rhel-7 ~]1$ vi f5-ipam-rbac.yaml

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: ipam-ctlr-clusterrole

rules:
- apiGroups: ["fic.f5.com"]
resources: ["ipams","ipams/status"]
verbs: ["get", "list", "watch", "update", "patch"]

kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: ipam-ctlr-clusterrole-binding
namespace: kube-system
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: ipam-ctlr-clusterrole
subjects:
- apiGroup: ""
kind: ServiceAccount
name: ipam-ctlr
namespace: kube-system
apiVersion: vl
kind: ServiceAccount
metadata:
name: ipam-ctlr
namespace: kube-system

26. Crear los recursos.

[admin@rhel-7 ~]$ oc create -f fb-ipam-rbac.yaml

clusterrole.rbac.authorization.k8s.io/ipam-ctlr-clusterrole created
clusterrolebinding.rbac.authorization.k8s.io/ipam-ctlr-clusterrole-
binding created

serviceaccount/ipam-ctlr created

27. Cree un archivo YAML y pegue la definicion de implementacion de F5 IPAM que se proporciona a
continuacion.

57



58

Actualice el parametro ip-range en spec.template.spec.containers[0].args a continuacion
para reflejar las ipamLabels y los rangos de direcciones IP correspondientes a su
configuracion.

Etiquetas ipam[rangel y range?2 [en el siguiente ejemplo] se requiere anotar los valores
para los servicios de tipo LoadBalancer para que el controlador IPAM detecte y asigne una
direccion IP del rango definido.



[admin@rhel-7 ~]1$ vi f5-ipam-deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
name: f5-ipam-controller
name: f5-ipam-controller
namespace: kube-system
spec:
replicas: 1
selector:
matchLabels:
app: fb-ipam-controller
template:
metadata:
creationTimestamp: null
labels:
app: fb-ipam-controller
spec:
containers:
- args:
- —-orchestration=openshift
- —--ip-range='{"rangel":"10.63.172.242-10.63.172.249",
"range2":"10.63.170.111-10.63.170.129"}"
- —-log-level=DEBUG
command :
- /app/bin/f5-ipam-controller
image: registry.connect.redhat.com/f5networks/f5-ipam-
controller:latest
imagePullPolicy: IfNotPresent
name: f5-ipam-controller
dnsPolicy: ClusterFirst
restartPolicy: Always
schedulerName: default-scheduler
securityContext: {}
serviceAccount: ipam-ctlr

serviceAccountName: ipam-ctlr

28. Cree la implementacion del controlador F5 IPAM.

[admin@rhel-7 ~]$ oc create -f f5-ipam-deployment.yaml

deployment/f5-ipam-controller created



29. Verifique que los pods del controlador IPAM F5 estén funcionando.

[admin@rhel-7 ~]$ oc get pods -n kube-system

NAME READY STATUS
AGE

f5-ipam-controller-5986cff5bd-2bvn6 1/1 Running
30s

f5-server-£f5-bigip-ctlr-5d7578667d-gxdg] 1/1 Running
14m

30. Cree el esquema IPAM de F5.

[admin@rhel-7 ~]$ oc create -f

https://raw.githubusercontent.com/F5Networks/f5-ipam-
controller/main/docs/ static/schemas/ipam schema.yaml

Verificacion
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1. Crear un servicio de tipo LoadBalancer

RESTARTS

customresourcedefinition.apiextensions.k8s.io/ipams.fic.f5.com



[admin@rhel-7 ~]$ vi example svc.yaml

apiVersion: vl
kind: Service
metadata:
annotations:
cis.f5.com/ipamLabel: rangel
labels:
app: f5-demo-test
name: f5-demo-test
namespace: default
spec:
ports:
- name: f5-demo-test
port: 80
protocol: TCP
targetPort: 80
selector:
app: fb-demo-test
sessionAffinity: None
type: LoadBalancer

[admin@rhel-7 ~]1$ oc create -f example svc.yaml

service/f5-demo-test created

2. Compruebe si el controlador IPAM le asigna una IP externa.

[admin@rhel-7 ~]$ oc get svc

NAME TYPE CLUSTER-IP EXTERNAL-IP
PORT (S) AGE

f5-demo-test LoadBalancer 172.30.210.108 10.63.172.242
80:32605/TCP 27s

3. Cree una implementacion y utilice el servicio LoadBalancer que se creé.
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[admin@rhel-7 ~]$ vi example deployment.yaml

apiVersion: apps/vl
kind: Deployment
metadata:
labels:
app: fb5-demo-test
name: f5-demo-test
spec:
replicas: 2
selector:
matchLabels:
app: fb5-demo-test
template:
metadata:
labels:
app: fb5-demo-test
spec:
containers:

- env:
— name: Service_name

value: f5-demo-test
image: nginx
imagePullPolicy: Always
name: f5-demo-test

ports:
- containerPort: 80

protocol: TCP

[admin@rhel-7 ~]1$ oc create -f example deployment.yaml

deployment/f5-demo-test created
4. Comprueba si los pods estan funcionando.

[admin@rhel-7 ~]$ oc get pods

NAME READY STATUS RESTARTS AGE
f5-demo-test-57c46f6£98-47wwp 1/1 Running 0 27s
f5-demo-test-57c46£f6£98-cl2m8 1/1 Running 0 27s

5. Verifique si el servidor virtual correspondiente esta creado en el sistema BIG-IP para el servicio de tipo
LoadBalancer en OpenShift. Vaya a Tréafico local > Servidores virtuales > Lista de servidores virtuales.
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Creacidn de registros de imagenes privadas

Para la mayoria de las implementaciones de Red Hat OpenShift, se utiliza un registro
publico como "Quay.io" o "DockerHub" Satisface la mayoria de las necesidades de los
clientes. Sin embargo, hay ocasiones en las que un cliente puede querer alojar sus
propias imagenes privadas o personalizadas.

Este procedimiento documenta la creacion de un registro de imagenes privado respaldado por un volumen
persistente proporcionado por Trident y NetApp ONTAP.

Trident Protect requiere un registro para alojar las imagenes que requieren los contenedores

@ Astra . La siguiente seccidn describe los pasos para configurar un registro privado en el cluster
Red Hat OpenShift y enviar las imagenes necesarias para soportar la instalacion de Trident
Protect.

Creacion de un registro de imagenes privado

1. Elimine la anotacién predeterminada de la clase de almacenamiento predeterminada actual y anote la
clase de almacenamiento respaldada por Trident como predeterminada para el cluster OpenShift.

[netapp-user@rhel7 ~]$ oc patch storageclass thin -p '{"metadata":
{"annotations": {"storageclass.kubernetes.io/is-default-class":
"false"}}}'

storageclass.storage.k8s.io/thin patched

[netapp-user@rhel7 ~]$ oc patch storageclass ocp-trident -p
'{"metadata": {"annotations": {"storageclass.kubernetes.io/is-default-
class": "true"}}}'

storageclass.storage.k8s.io/ocp-trident patched

2. Edite el operador de registro de imagenes ingresando los siguientes parametros de almacenamiento en el
spec seccion.

[netapp-user@rhel7 ~]1$ oc edit
configs.imageregistry.operator.openshift.io

storage:

pvc:
claim:
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3. Introduzca los siguientes parametros en el spec Seccion para crear una ruta OpenShift con un nombre de
host personalizado. Guardar y salir.

routes:
- hostname: astra-registry.apps.ocp-vmw.cie.netapp.com
name: netapp-astra-route

La configuracion de ruta anterior se utiliza cuando desea un nombre de host personalizado
para su ruta. Si desea que OpenShift cree una ruta con un nombre de host predeterminado,
puede agregar los siguientes parametros a la spec secciéon: defaultRoute: true.

Certificados TLS personalizados

Cuando se utiliza un nombre de host personalizado para la ruta, de manera predeterminada, se
utiliza la configuracion TLS predeterminada del operador Ingress de OpenShift. Sin embargo, puede
agregar una configuracion TLS personalizada a la ruta. Para ello, complete los siguientes pasos.

a. Crea un secreto con los certificados TLS y la clave de la ruta.

[netapp-user@rhel7 ~]$ oc create secret tls astra-route-tls -n
openshift-image-registry —-cert/home/admin/netapp-astra/tls.crt
--key=/home/admin/netapp-astra/tls.key

b. Edite el operador de registro de imagenes y agregue los siguientes parametros a la spec
seccion.

[netapp-user@rhel7 ~]$ oc edit
configs.imageregistry.operator.openshift.io

routes:
- hostname: astra-registry.apps.ocp-vmw.cle.netapp.com

name: netapp-astra-route
secretName: astra-route-tls

4. Edite nuevamente el operador de registro de imagenes y cambie el estado de administracién del operador
al Managed estado. Guardar y salir.

oc edit configs.imageregistry/cluster

managementState: Managed

5. Si se cumplen todos los requisitos previos, se crean PVC, pods y servicios para el registro de imagenes
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privadas. En unos minutos el registro deberia estar activo.

[netapp-user@rhel’7 ~]Soc get all -n openshift-image-registry

NAME READY STATUS
RESTARTS AGE

pod/cluster-image-registry-operator-74f6d954b6-rb7zr 1/1 Running

3 90d

pod/image-pruner-1627257600-£f5cp] 0/1 Completed
0 2d%h

pod/image-pruner-1627344000-swgx9 0/1 Completed
0 33h

pod/image-pruner-1627430400-rv5nt 0/1 Completed
0 9h

pod/image-registry-6758b547f-6pnj8 1/1 Running

0 76m

pod/node-ca-bwb5r 1/1 Running

0 90d

pod/node-ca-f8w54 1/1 Running

0 90d

pod/node-ca-gjx7h 1/1 Running

0 90d

pod/node-ca-lcx4dk 1/1 Running

0 33d

pod/node-ca-v7zmx 1/1 Running

0 7d21h

pod/node-ca-xpppp 1/1 Running

0 89d

NAME TYPE CLUSTER-IP EXTERNAL-
IP PORT (S) AGE

service/image-registry ClusterIP 172.30.196.167 <none>
5000/TCP 15h

service/image-registry-operator ClusterIP None <none>

60000/TCP 90d

NAME DESIRED CURRENT READY
AVAILABLE NODE SELECTOR AGE
daemonset.apps/node-ca 6 6 6
kubernetes.io/os=1linux 90d

NAME

AVAILABLE AGE
deployment.apps/cluster-image-registry-operator
90d

deployment.apps/image-registry

UP-TO-DATE

READY

1/1

1/1

6
UP-TO-DATE
1 1
1 1
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15h

NAME DESIRED
CURRENT READY AGE
replicaset.apps/cluster-image-registry-operator-74f6d954b6 1 1
1 90d

replicaset.apps/image-registry-6758b547f 1 1
1 76m

replicaset.apps/image-registry-78bfbd7£59 0 0
0 15h

replicaset.apps/image-registry-7fcc8décc8 0 0
0 80m

replicaset.apps/image-registry-864£f88f5b 0 0
0 15h

replicaset.apps/image-registry-cb47fffb 0 0
0 10h

NAME COMPLETIONS DURATION AGE
job.batch/image-pruner-1627257600 1/1 10s 2d9%h
job.batch/image-pruner-1627344000 1/1 6s 33h
job.batch/image-pruner-1627430400 1/1 5s 9h

NAME SCHEDULE SUSPEND ACTIVE LAST
SCHEDULE AGE

cronjob.batch/image-pruner O 0 = % w False 0 %5h

90d

NAME HOST/PORT

PATH SERVICES PORT TERMINATION WILDCARD
route.route.openshift.io/public-routes astra-registry.apps.ocp-
vmw.cle.netapp.com image-registry <all> reencrypt None

6. Si esta utilizando los certificados TLS predeterminados para la ruta de registro de OpenShift del operador
de ingreso, puede obtener los certificados TLS mediante el siguiente comando.

[netapp-user@rhel7 ~]$ oc extract secret/router-ca --keys=tls.crt -n
openshift-ingress-operator

7. Para permitir que los nodos OpenShift accedan y extraigan las imagenes del registro, agregue los
certificados al cliente Docker en los nodos OpenShift. Crea un mapa de configuracion en el openshift-
config espacio de nombres que utiliza los certificados TLS y lo parchea en la configuracién de la imagen
del cluster para que el certificado sea confiable.
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[netapp-user@rhel”7 ~]$ oc create configmap astra-ca -n openshift-config

-—from-file=astra-registry.apps.ocp-vmw.cie.netapp.com=tls.crt

[netapp-user@rhel7 ~]$ oc patch image.config.openshift.io/cluster
--patch '{"spec":{"additionalTrustedCA":{"name":"astra-ca"}}}"
—-—type=merge

8. El registro interno de OpenShift esta controlado por autenticacion. Todos los usuarios de OpenShift
pueden acceder al registro de OpenShift, pero las operaciones que puede realizar el usuario conectado
dependen de los permisos del usuario.

a. Para permitir que un usuario o un grupo de usuarios extraigan imagenes del registro, los usuarios
deben tener asignado el rol de visor de registro.

[netapp-user@rhel”7 ~]$ oc policy add-role-to-user registry-viewer
ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-viewer

ocp-user-group

b. Para permitir que un usuario o grupo de usuarios escriba o envie imagenes, los usuarios deben tener
asignado el rol de editor de registro.

[netapp-user@rhel”7 ~]$ oc policy add-role-to-user registry-editor
ocp-user

[netapp-user@rhel7 ~]$ oc policy add-role-to-group registry-editor
oCcp-user—-group

9. Para que los nodos OpenShift accedan al registro e inserten o extraigan las imagenes, debe configurar un
secreto de extraccion.

[netapp-user@rhel”7 ~]$ oc create secret docker-registry astra-registry-
credentials --docker-server=astra-registry.apps.ocp-vmw.cie.netapp.com
—-—-docker-username=ocp-user —--docker-password=password

10. Luego, este secreto de extraccion se puede parchear en las cuentas de servicio o hacer referencia a él en
la definicion de pod correspondiente.

a. Para aplicar el parche a las cuentas de servicio, ejecute el siguiente comando.

[netapp-user@rhel7 ~]$ oc secrets link <service account name> astra-
registry-credentials --for=pull
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b. Para hacer referencia al secreto de extraccion en la definicion del pod, agregue el siguiente parametro

a la spec seccion.

imagePullSecrets:

- name: astra-registry-credentials

11. Para enviar o recibir una imagen desde estaciones de trabajo distintas del nodo OpenShift, complete los

siguientes pasos.
a. Agregue los certificados TLS al cliente de Docker.

[netapp-user@rhel7 ~]$ sudo mkdir /etc/docker/certs.d/astra-

registry.apps.ocp-vmw.cie.netapp.com

[netapp-user@rhel”7 ~]$ sudo cp /path/to/tls.crt
/etc/docker/certs.d/astra-registry.apps.ocp-vmw.cie.netapp.com

b. Inicie sesion en OpenShift utilizando el comando oc login.

[netapp-user@rhel7 ~]$ oc login --token=sha256~D49SpB lesSrJYwrMOLIO
-VRcjWHu0a27vKa0 --server=https://api.ocp-vmw.cie.netapp.com:6443

c. Inicie sesion en el registro utilizando las credenciales de usuario de OpenShift con el comando

podman/docker.

hombre de pod

[netapp-user@rhel’7 ~]$ podman login astra-registry.apps.ocp-
vinw.cle.netapp.com -u kubeadmin -p $(oc whoami -t) --tls

-verify=false

+ NOTA: Si esta utilizando kubeadmin El usuario debe iniciar sesion en el registro privado y
luego usar el token en lugar de la contrasefa.

estibador

[netapp-user@rhel’7 ~]$ docker login astra-registry.apps.ocp-

viw.cile.netapp.com -u kubeadmin -p $(oc whoami -t)

+ NOTA: Si esta utilizando kubeadmin El usuario debe iniciar sesion en el registro privado y
luego usar el token en lugar de la contrasefia.

d. Empuja o tira las imagenes.
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hombre de pod

[netapp-user@rhel”7 ~]$ podman push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel’7 ~]$ podman pull astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest

estibador

[netapp-user@rhel’7 ~]$ docker push astra-registry.apps.ocp-
vmw.cle.netapp.com/netapp-astra/vault-controller:latest
[netapp-user@rhel’7 ~]$ docker pull astra-registry.apps.ocp-
vmw.cie.netapp.com/netapp-astra/vault-controller:latest

Validacién de soluciones y casos de uso

Validacion de soluciones y casos de uso: Red Hat OpenShift con NetApp

Los ejemplos proporcionados en esta pagina son validaciones de soluciones y casos de
uso para Red Hat OpenShift con NetApp.

* "Implementar una canalizacion de CI/CD de Jenkins con almacenamiento persistente"
+ "Configurar multitenencia en Red Hat OpenShift con NetApp"
* "Virtualizacion de Red Hat OpenShift con NetApp ONTAP"

» "Gestidn avanzada de clusteres para Kubernetes en Red Hat OpenShift con NetApp"

Implementar una canalizacion de CI/CD de Jenkins con almacenamiento
persistente: Red Hat OpenShift con NetApp

Esta seccion proporciona los pasos para implementar una canalizacion de integracion
continua/entrega continua o implementacion (CI/CD) con Jenkins para validar el
funcionamiento de la solucion.

Cree los recursos necesarios para la implementaciéon de Jenkins

Para crear los recursos necesarios para implementar la aplicacién Jenkins, complete los siguientes pasos:

1. Crea un nuevo proyecto llamado Jenkins.
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2.
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Create Project

Name *

Jenkins|

Display Name

Description

En este ejemplo, implementamos Jenkins con almacenamiento persistente. Para respaldar la compilacion
de Jenkins, cree el PVC. Vaya a Aimacenamiento > Reclamaciones de volumen persistente y haga clic en
Crear reclamacion de volumen persistente. Seleccione la clase de almacenamiento que se creo,
asegurese de que el nombre de reclamo de volumen persistente sea jenkins, seleccione el tamafio y el
modo de acceso adecuados y luego haga clic en Crear.




Project: jenkins «

Create Persistent Volume Claim Edit YAML

Storage Class

@ basic -

Storage class Tor the new claim.

Persistent Volume Claim Name *

jenkins

A unigue name for the storage claim within the project.

Access Mode *

8 Single User (RWQ) () Shared Access (RWX) () Read Only (ROX)
Fermissions to the mounted drive.

Size *

10d GIB

Desired storage capacity.

[l Use label selectors to request storage

Use label selectors to define how storage is created.

Implementar Jenkins con almacenamiento persistente

Para implementar Jenkins con almacenamiento persistente, complete los siguientes pasos:

1. En la esquina superior izquierda, cambie el rol de Administrador a Desarrollador. Haga clic en +Agregar y

seleccione Desde catalogo. En la barra Filtrar por palabra clave, busque jenkins. Seleccione el servicio
Jenkins con almacenamiento persistente.
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Project: jenkins =

Developer Catalog

Add shared apps, services, or source-to-image builders to your project from the Developer Catalog. Cluster admins can install additional apps which will show up here automatical

I All ltems All ltems
Languages
{enkins Group By: None
Databases
Middleware
Cl/CcD
Other @ Template @ Template @ Template
Type Jenkins Jenkins Jenkins (Ephemeral)

¥ Operator Backed (0)
[ Helm Charts (0)
@ Builder Image (D)

@ Template (4)

provided by Red Hat, Inc

Jenkins service, with persistent
storage. NOTE: You must have

persistent volumes available in..

provided by Red Hat, Inc

Jenkins service, with persistent
storage. NOTE: You must have
persistent volumes available in...

provided by Red Hat, Inc.

Jenkins service, without
persistent storage. WARNING:
Any data stored will be lost upon...

Service Class (0)

@ Template

Jenkins (Ephemeral)

provided by Red Hat, inc
Jenkins service, without

persistent storage. WARNING:

2. Hacer clic Instantiate Template.

Jenkins x
Provided by Red Hat, Inc.

Instantiate Template

Provider Description

Red Hat, Inc.
Jenkins service, with persistent storage.

Support

Get support MNOTE: You must have persistent volumes available in your cluster to use this template.
Documentation

Created At

https://docs.okd.io/latest/using_images/other_images/jenkins.html =
@ May 26, 3:58 am tpsi/ /latest/using images/ ges/i

3. De forma predeterminada, se completan los detalles de la aplicacién Jenkins. Segun sus requisitos,
modifique los parametros y haga clic en Crear. Este proceso crea todos los recursos necesarios para
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respaldar Jenkins en OpenShift.

Instantiate Template
Namespace * Jenkins
G [onkins - INSTANT-APP JENKINS
View documentation(® Get support
Jenkins Service Name
jenkins Jenkins service, with persistent storage.
The name of the OpenShift Service exposed for the Jenking container. NOTE: You must have persistent volumes available in your cluster to use this template.

Jenkins JMNLP Service Mame

jenkins<jnip The follewing tescutces will be created:

The name af the servce ised for magter/slave commamication « DeploymentConfig
. ; o PerslatentVolumeCiaim
Enable OAuth in Jenkins 3
= RoleBinding
trug = Route
" i S 1 fai ‘admin wil " Seks

Whather to enable OAuth DpenShift integration. If false, the statlc acoount admin’ will & SeriseREEsEL

beinitislized with the password "password .
Memory Limit
L

Maximim amount of memory the container can use

Volume Capacity *
S0GI

Volume space availzble for dista, eqg. 512MF, 261
Jenkins ImageStream Mamespace

openshift

The OpenShift Namespace where the Jenkins ImageStream resides

Disable memory intensive administrative monitors

false

Whether to perform memary intensive, possibly slaow, synchranization with the Jenkins
Update Center on start. If true, the Jankins core update monitor and site wamings
monitor are disabled

Jenkins ImageStreamTag

jenkins:2

MName of the imageStreamTag 1o be used for the Jentins image,

Fatal Errer Leg File
falae

When a fatal eror occurs, an error log s created with informiation and the state
obtadned atthe time of the faral erroe,

Allows use of Jenkins Update Center repository with invalid SSL certificate

false

Whether to allew use of 8 Jenkins Update Center that uses invalld cartificate {self-
shgned, unknown CA). Hany value other than fatse’, certificate check ks bypassed, By
default, certificate check is enforced

.. =

4. Los pods Jenkins tardan aproximadamente entre 10 y 12 minutos en entrar en el estado Listo.
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Project: jenkins

Pods

Filter by name...

1 Completed 0 | Failed 0 | Unknown

1) Running | | O Pending | | O | Terminating | | O | CrashLoopBackOff

Select all filters 1of 2 Items

Name 1 Namespace Status Ready Owner Memory CPU

@ jenkins-1- @ jenkins < Running 171 G® jenkins-1 - 0.004 cores H
c77n9

5. Una vez instanciados los pods, navegue a Redes > Rutas. Para abrir la pagina web de Jenkins, haga clic
en la URL proporcionada para la ruta de Jenkins.

Project: jenkins  w

Routes

Create Route Filter by name...

1) Accepted | | O/ Rejected [ |O| Pending | Selectallfilters

1ltem

Name | Namespace Status Location Service
@ jenkins jenkins @ Accepted https://jenkins- ejenkfns

jenkins.apps.rhv-ocp-
clustercie.netapp.com

6. Dado que se utilizd OpenShift OAuth al crear la aplicacion Jenkins, haga clic en Iniciar sesion con
OpenShift.
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9 Jenkins £ 5T uirr

Log in to Jenkins using your OpenShift credentials

Log in with OpenShift

7. Autorice la cuenta de servicio de Jenkins para acceder a los usuarios de OpenShift.

Authorize Access

Service account jenkins in project jenkins is requesting permission to access your account (kube:admin)

Requested permissions

¥ user:info

¥ user:check-access

Allow selected permissions Deny

8. Se muestra la pagina de bienvenida de Jenkins. Dado que utilizamos una compilaciéon de Maven, primero
complete la instalaciéon de Maven. Vaya a Administrar Jenkins > Configuracion global de herramientas vy,
luego, en el subtitulo Maven, haga clic en Agregar Maven. Ingrese el nombre de su eleccion y asegurese
de que la opcion Instalar automaticamente esté seleccionada. Haga clic en Guardar.

Maven

Maven installations Add Maven

Maven
Name | .o

¥ Install automatically

(2]
Install from Apache
Version |3.63 ¥
Delete Installer
Add Installer v
Delete Maven

Add Maven
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9. Ahora puede crear una canalizacion para demostrar el flujo de trabajo de CI/CD. En la pagina de inicio,
haga clic en Crear nuevos trabajos o Nuevo elemento en el menu de la izquierda.

@ kube:admin | log out

Jankins ENASLE AUTO REFRESH

= New ltem #add description

& People Welcome to Jenkins!
~ Build History .

Please create new jobs to get started.
& Manage Jenkins
&. My Views
' Open Blue Ocean
%4 Lockable Resources

4 Credentials

Bl New View

Build Queue =

No builds in the queue.

Build Executor Status =

1 Idle
2 ldle

10. En la pagina Crear elemento, ingrese el nombre de su eleccion, seleccione Pipeline y haga clic en
Aceptar.

Enter an item name

sample-demo

Reguired field

__'_‘\ Freestyle project
.— This is the central feature of Jenkins. Jenkins will build your project, combining any SCM with any build system, and this can be even
used for something other than software build.

Pipeline
J») Orchestrates long-running activities that can span multiple build agents. Suitable for building pipelines (formerly known as workflows)
and/or organizing complex activities that do not easily fit in free-style job type.

] Multi-configuration project
| ! Suitable for projects that need a large number of different configurations, such as testing on multiple environments, platform-specific
builds, etc

Bitbucket Team/Project
Scans a Bitbucket Cloud Team (or Bitbuckst Server Project) for all repositories matching some defined markers.

g

=

= Folder

E Creates a container that stores nested items in it. Useful for grouping things together. Unlike view, which is just a filter, a folder creates a
separate namespace, so you can have multiple things of the same name as long as they are in different folders.

GitHub Organization
a GitHub organization (or user account) for all repositories matching some defined markers.
‘ OK ‘ o
rranch Pipeline

A =et of Pineline nroiects according tn detected hranches in one SCA rennsitony

11. Seleccione la pestafia Pipeline. En el menu desplegable Probar canalizacion de muestra, seleccione
Github + Maven. El codigo se completa automaticamente. Haga clic en Guardar.
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General Build Trnggers Advanced Project Options Pipeline
Advanced...

Pipeline

Definition Pipeline script Y

Sergh LT O GitHub + Maven v | @
= stage('Preparation’) { // for display purposes
4 // Get some code from a GitHub repository
5 it 'https://github.com/jglick/simple-maven-project-with-tests.git’
6 /{ Get the Maven tool.
7 Jf ** NOTE: This ‘M3 Maven tool must be configured
8 F1 "% in the global configuration.
a mvnHome = tool "M3'
18 ¥
11 ~ stage('Build’) {
12 // Run the maven build
g3 withEnv ([ "MVN_HOME=%mvnHome"]) {
14~ if (isUnix()) {
1y sh '"$MVN_HOME/bin/mvn" -Dmaven.test.failure.ignore clean package’
16 = } else {
17 bat(/"%MVN_HOMEZ\bin\mvn" -Dmaven.test.failure.ignore clean package/) -
# Use Groovy Sandbox @

Pipeline Syntax

Apply ‘

12. Haga clic en Construir ahora para iniciar el desarrollo a través de la fase de preparacién, construccion y
prueba. Puede tomar varios minutos completar todo el proceso de compilacion y mostrar los resultados de
la compilacion.
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Jenkins sample-demo

& Back to Dashboard = =

Pipeline sample-demo
| Status

~» Changes

u__) Build Now

(Y Delete Pipeline ==, | ast Successful Artifacts
. Configure ___ [ simple-maven-projeci-with-tests-1.0-SNAPSHOT jar 1.71 KB view
Ll
| Full Stage View s Recent Changes

wi’ Open Blue Ocean

~» Rename

Stage View
€) Pipeline Syntax
Preparation Build Results
Build History trend =
25 45 69ms
find
May2r | i @ Ig 4s
: . 08:53
[ Atom feed for all (] Atom feed for failures
D Latest Test Result (no failures)
Permalinks

Last build (#1),_1 min 23 sec ago

Last stable build (#1), 1 min 23 sec ago
Last successful build (#1), 1 min 23 sec ago
Last completed build (#1), 1 min 23 sec ago

13. Siempre que haya cambios en el cédigo, se puede reconstruir el pipeline para parchear la nueva version
del software, permitiendo la integraciéon continua y la entrega continua. Haga clic en Cambios recientes
para realizar un seguimiento de los cambios desde la versién anterior.

78



Jenkins sample-demo

4 Back to Dashboard

Pipeline sample-demo

L Status
—» Changes
&) Build Now
(S Delete Pipeline ==, Last Successiul Arifacts
e Configure —= [E] simple-maven-project-with-tests-1 0-SNAPSHOT jar B view
L) Full Stage View 5 Recent Changes
ina Open Blue Ocean
— Rename .
Stage View
@ Pipeline Syntax
Preparation Build Results
Build History trend =
25 45 86ms
find
9 #n May 27, 2020 3:56 PM = T | ® < “
@ # 08:56
) Atom feed for all £ Atom feed for failures e
May 27 ”'.__. @ 25 45

0853

ﬁ Latest Test Result (no failures)

Permalinks

= Last build (#2), 19 sec ago

« Last stable buiid (#2). 15 sec ago

« Last successiul build (#2), 19 sec ago
= Last completed build (#2), 19 sec ago

Configurar multi-tenencia

Configuracion de multitenencia en Red Hat OpenShift con NetApp

Muchas organizaciones que ejecutan multiples aplicaciones o cargas de trabajo en
contenedores tienden a implementar un cluster Red Hat OpenShift por aplicacién o carga
de trabajo. Esto les permite implementar un aislamiento estricto para la aplicacién o
carga de trabajo, optimizar el rendimiento y reducir las vulnerabilidades de seguridad. Sin
embargo, implementar un cluster Red Hat OpenShift separado para cada aplicacion
plantea su propio conjunto de problemas. Aumenta la sobrecarga operativa al tener que
supervisar y gestionar cada cluster por si solo, aumenta los costos debido a los recursos
dedicados para diferentes aplicaciones y dificulta la escalabilidad eficiente.

Para superar estos problemas, se puede considerar ejecutar todas las aplicaciones o cargas de trabajo en un
solo cluster Red Hat OpenShift. Pero en una arquitectura de este tipo, el aislamiento de recursos y las
vulnerabilidades de seguridad de las aplicaciones son uno de los principales desafios. Cualquier
vulnerabilidad de seguridad en una carga de trabajo podria naturalmente extenderse a otra carga de trabajo,
aumentando asi la zona de impacto. Ademas, cualquier utilizacion abrupta y descontrolada de recursos por
parte de una aplicacion puede afectar el rendimiento de otra aplicacion, porque no existe una politica de
asignacion de recursos predeterminada.
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Por lo tanto, las organizaciones buscan soluciones que recojan lo mejor de ambos mundos, por ejemplo,
permitiéndoles ejecutar todas sus cargas de trabajo en un solo cluster y, al mismo tiempo, ofrecer los
beneficios de un cluster dedicado para cada carga de trabajo.

Una de esas soluciones efectivas es configurar la multitenencia en Red Hat OpenShift. La multitenencia es
una arquitectura que permite que varios inquilinos coexistan en el mismo cluster con un aislamiento adecuado
de recursos, seguridad, etc. En este contexto, un inquilino puede verse como un subconjunto de los recursos
del cluster que estan configurados para ser utilizados por un grupo particular de usuarios para un propdsito
exclusivo. La configuracién de multiples inquilinos en un cluster Red Hat OpenShift ofrece las siguientes
ventajas:

* Una reduccion en CapEx y OpEx al permitir que se compartan los recursos del cluster
* Menores gastos operativos y de gestion
* Proteger las cargas de trabajo de la contaminacién cruzada por brechas de seguridad

* Proteccién de cargas de trabajo contra una degradacion inesperada del rendimiento debido a la
contencion de recursos

Para un cluster OpenShift multiinquilino completamente realizado, se deben configurar cuotas y restricciones
para los recursos del cluster que pertenecen a diferentes grupos de recursos: computo, almacenamiento,
redes, seguridad, etc. Si bien cubrimos ciertos aspectos de todos los recursos en esta solucién, nos
centramos en las mejores practicas para aislar y proteger los datos atendidos o consumidos por multiples
cargas de trabajo en el mismo cluster Red Hat OpenShift mediante la configuracion de multiples inquilinos en
recursos de almacenamiento asignados dinamicamente por Trident respaldado por NetApp ONTAP.

Arquitectura

Si bien Red Hat OpenShift y Trident respaldados por NetApp ONTAP no proporcionan
aislamiento entre cargas de trabajo de manera predeterminada, ofrecen una amplia
gama de caracteristicas que se pueden usar para configurar la multitenencia. Para
comprender mejor el disefio de una solucion multiinquilino en un cluster Red Hat
OpenShift con Trident respaldado por NetApp ONTAP, consideremos un ejemplo con un
conjunto de requisitos y describamos la configuracion en torno a él.

Supongamos que una organizacion ejecuta dos de sus cargas de trabajo en un cliuster Red Hat OpenShift
como parte de dos proyectos en los que trabajan dos equipos diferentes. Los datos de estas cargas de trabajo
residen en PVC que Trident aprovisiona dinamicamente en un backend NAS de NetApp ONTAP . La
organizacion tiene el requisito de disefiar una solucion multiinquilino para estas dos cargas de trabajo y aislar
los recursos utilizados para estos proyectos para asegurarse de que se mantenga la seguridad y el
rendimiento, centrados principalmente en los datos que sirven a esas aplicaciones.

La siguiente figura muestra la solucion multiinquilino en un cluster Red Hat OpenShift con Trident respaldado
por NetApp ONTAP.
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& RedHat
OpenShift

pad-1 pod-2 pod-3 pod-1 pod-2

puc-1 pvc=2 pvc-3 pve-1 pic=2
praject:] project-1 storageclhass project-2 storageclass P~
entap-nas backend antap-nas backend "

[praject-1) |project-2]

TRIDENT NetApp

SV [project-1] SWM [project-2] "

NetApp

Requisitos tecnolégicos

1. Cluster de almacenamiento NetApp ONTAP
2. Cluster Red Hat OpenShift
3. Trident

Red Hat OpenShift — Recursos de cluster

Desde el punto de vista del cluster Red Hat OpenShift, el recurso de nivel superior con el que comenzar es el
proyecto. Un proyecto OpenShift puede verse como un recurso de cluster que divide todo el cluster OpenShift
en multiples clusteres virtuales. Por lo tanto, el aislamiento a nivel de proyecto proporciona una base para
configurar la multitenencia.

El siguiente paso es configurar RBAC en el cluster. La mejor practica es tener a todos los desarrolladores que
trabajan en un solo proyecto o carga de trabajo configurados en un solo grupo de usuarios en el proveedor de
identidad (IdP). Red Hat OpenShift permite la integracién de IdP y la sincronizacion de grupos de usuarios,
permitiendo asi que los usuarios y grupos del IdP se importen al cluster. Esto ayuda a los administradores del
cluster a segregar el acceso a los recursos del cluster dedicados a un proyecto a un grupo o grupos de
usuarios que trabajan en ese proyecto, restringiendo asi el acceso no autorizado a cualquier recurso del
cluster. Para obtener mas informacion sobre la integracion de IdP con Red Hat OpenShift, consulte la
documentacion "aqui” .
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ONTAP de NetApp

Es importante aislar el almacenamiento compartido que funciona como proveedor de almacenamiento
persistente para un cluster de Red Hat OpenShift para asegurarse de que los volimenes creados en el
almacenamiento para cada proyecto aparezcan para los hosts como si se hubieran creado en un
almacenamiento separado. Para ello, cree tantas SVM (maquinas virtuales de almacenamiento) en NetApp
ONTAP como proyectos o cargas de trabajo y dedique cada SVM a una carga de trabajo.

Trident

Una vez que tenga diferentes SVM para diferentes proyectos creados en NetApp ONTAP, debe asignar cada
SVM a un backend Trident diferente. La configuracion del backend en Trident impulsa la asignacién de
almacenamiento persistente a los recursos del cluster OpenShift y requiere que se asignen los detalles de la
SVM. Este deberia ser el controlador de protocolo para el backend como minimo. De manera opcional,
permite definir cdmo se aprovisionan los volumenes en el almacenamiento y establecer limites para el tamafo
de los volumenes o el uso de agregados, etc. Los detalles sobre la definicién de los backends de Trident se
pueden encontrar "aqui" .

Red Hat OpenShift: recursos de almacenamiento

Después de configurar los backends de Trident , el siguiente paso es configurar StorageClasses. Configure
tantas clases de almacenamiento como backends haya, proporcionando a cada clase de almacenamiento
acceso para activar volimenes solo en un backend. Podemos asignar StorageClass a un backend Trident
particular utilizando el parametro storagePools al definir la clase de almacenamiento. Los detalles para definir
una clase de almacenamiento se pueden encontrar "aqui" . Por lo tanto, existe una asignacioén uno a uno
desde StorageClass al backend de Trident que apunta a una SVM. Esto garantiza que todas las
reclamaciones de almacenamiento a través de la StorageClass asignada a ese proyecto sean atendidas
unicamente por la SVM dedicada a ese proyecto.

Debido a que las clases de almacenamiento no son recursos con espacios de nombres, ;como garantizamos
que las reclamaciones de almacenamiento a la clase de almacenamiento de un proyecto por parte de pods en
otro espacio de nombres o proyecto sean rechazadas? La respuesta es utilizar ResourceQuotas.
ResourceQuotas son objetos que controlan el uso total de recursos por proyecto. Puede limitar el nimero y la
cantidad total de recursos que pueden consumir los objetos del proyecto. Casi todos los recursos de un
proyecto se pueden limitar mediante el uso de ResourceQuotas y su uso eficiente puede ayudar a las
organizaciones a reducir costos y cortes debido al exceso de aprovisionamiento o consumo excesivo de
recursos. Consulte la documentacion "aqui" Para mas informacion.

Para este caso de uso, necesitamos limitar que los pods de un proyecto en particular reclamen
almacenamiento de clases de almacenamiento que no estan dedicadas a su proyecto. Para hacer eso,
necesitamos limitar las reclamaciones de volumen persistente para otras clases de almacenamiento
configurando <storage-class-name>.storageclass.storage.k8s.1io/persistentvolumeclaims
a 0. Ademas, un administrador de cluster debe asegurarse de que los desarrolladores de un proyecto no
tengan acceso para modificar las ResourceQuotas.

Configuracion

En cualquier solucion multiinquilino, ningun usuario puede tener acceso a mas recursos
del cluster de los necesarios. Por lo tanto, todo el conjunto de recursos que se deben
configurar como parte de la configuracién multiinquilino se divide entre el administrador
del cluster, el administrador de almacenamiento y los desarrolladores que trabajan en
cada proyecto.

En la siguiente tabla se describen las diferentes tareas que deben realizar los distintos usuarios:
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Role

Administrador del cluster

Administrador de almacenamiento

Desarrolladores

Configuracion

Tareas

Crear proyectos para diferentes aplicaciones o cargas
de trabajo

Crear roles de cluster y enlaces de roles para el
administrador de almacenamiento

Crear roles y vinculaciones de roles para
desarrolladores que asignen acceso a proyectos
especificos

[Opcional] Configurar proyectos para programar pods
en nodos especificos

Crear SVM en NetApp ONTAP

Crear backends de Trident

Crear clases de almacenamiento

Crear cuotas de recursos de almacenamiento

Validar el acceso para crear o parchar PVC o pods en
el proyecto asignado

Validar el acceso para crear o parchar PVC o pods en
otro proyecto

Validar el acceso para ver o editar proyectos, cuotas
de recursos y clases de almacenamiento

A continuacion se detallan los requisitos previos para configurar la multitenencia en Red

Hat OpenShift con NetApp.

Prerrequisitos

 Cluster NetApp ONTAP
 Cluster Red Hat OpenShift

» Trident instalado en el cluster

« Estacion de trabajo de administracion con herramientas tridentctl y oc instaladas y agregadas a $PATH

* Acceso de administrador a ONTAP

* Acceso de administrador de cluster al cluster OpenShift

 El cluster esta integrado con el proveedor de identidad

 El proveedor de identidad esta configurado para distinguir de manera eficiente entre usuarios de diferentes

equipos.

Configuracion: tareas de administracion del cluster

El administrador del cluster de Red Hat OpenShift realiza las siguientes tareas:

1. Inicie sesion en el cluster Red Hat OpenShift como administrador del cluster.
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2. Crea dos proyectos correspondientes a proyectos diferentes.

oc create namespace project-1

oc create namespace project-2

3. Cree el rol de desarrollador para el proyecto 1.

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/v1l
kind: Role
metadata:
namespace: project-1
name: developer-project-1
rules:
- verbs:
— T %1
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

— LA |

- verbs:

— T %0

apiGroups:

L}

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach
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podtemplates
replicationcontrollers
services

limitranges

namespaces
componentstatuses

nodes

- verbs:

(|

apiGroups:

trident.netapp.io

resources:

EOF

@ La definicion de rol proporcionada en esta seccion es soélo un ejemplo. Los roles de
desarrollador deben definirse en funcion de los requisitos del usuario final.

1. De manera similar, cree roles de desarrollador para el proyecto 2.

2. Todos los recursos de almacenamiento de OpenShift y NetApp generalmente son administrados por un

tridentsnapshots

administrador de almacenamiento. El acceso de los administradores de almacenamiento esta controlado
por el rol de operador de Trident que se crea cuando se instala Trident . Ademas de esto, el administrador

de almacenamiento también requiere acceso a ResourceQuotas para controlar como se consume el

almacenamiento.

3. Cree un rol para administrar ResourceQuotas en todos los proyectos del cluster para adjuntarlo al

administrador de almacenamiento.
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cat << EOF | oc create
kind: ClusterRole

apiVersion: rbac.authorization.k8s.io/vl

metadata:

name: resource—quotas—role

rules:
- verbs:

I |

apiGroups:

L}

resources:
- resourcequotas
- verbs:

S I |

apiGroups:

- gquota.openshift.io

resources:

B T |

EOF

4. Asegurese de que el cluster esté integrado con el proveedor de identidad de la organizacién y que los
grupos de usuarios estén sincronizados con los grupos del cluster. El siguiente ejemplo muestra que el
proveedor de identidad se ha integrado con el cluster y se ha sincronizado con los grupos de usuarios.

$ oc get groups

NAME
ocp-netapp-storage-admins
ocp-project-1
ocp-project-2

USERS
ocp-netapp-storage-admin
ocp-project-l-user
ocp-project-2-user

1. Configurar ClusterRoleBindings para administradores de almacenamiento.
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cat << EOF | oc create -f -
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/v1l
metadata:
name: netapp-storage-admin-trident-operator
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: trident-operator
kind: ClusterRoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:
name: netapp-storage-admin-resource-quotas-cr
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: ocp-netapp-storage-admins
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: resource-quotas-role
EQOF

CD Para los administradores de almacenamiento, se deben vincular dos roles: trident-operator y
resource-quotas.

1. Cree RoleBindings para desarrolladores que vinculen el rol desarrollador-proyecto-1 al grupo
correspondiente (ocp-proyecto-1) en proyecto-1.
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cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: project-l-developer

namespace: project-1
subjects:

- kind: Group

apiGroup: rbac.authorization.k8s.io

name: ocp-project-1

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-1

EQOF

2. De manera similar, cree RoleBindings para los desarrolladores que vinculen los roles de desarrollador al
grupo de usuarios correspondiente en el proyecto 2.

Configuracion: Tareas de administracion de almacenamiento

Los siguientes recursos deben ser configurados por un administrador de
almacenamiento:

1. Inicie sesion en el cluster NetApp ONTAP como administrador.

2. Vaya a Almacenamiento > Maquinas virtuales de almacenamiento y haga clic en Agregar. Cree dos SVM,
uno para el proyecto 1y otro para el proyecto 2, proporcionando los detalles requeridos. También cree una
cuenta vsadmin para administrar el SVM y sus recursos.
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Add Storage VM X

STORAGEYM HAME

project-1-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Enabls SMB/CIFS
B ersbi=nirs

B Allow NFS client acoess

Add at least one ruls to sllow NFS cliznts to socezs volumes in this storage VL @

EXPORT PCLICY

Default
Rule Index Clients Access Protocols Read-Only R... Read/Wr
1062 181.0/24 Any Ary Any
+ Add
DEFAUT LANGUAEE (3
c.utf_& b

NETWORK INTERFACE
Use multiple network interfaces when.client traffic is high.

K8s-Ontap-01

IPADDREES SUBNET MASK GATEWRY SROADCAST DOMEIN
10.61.181.224 24 Add-optiona| Defaultd v
gateway

1. Inicie sesioén en el cluster Red Hat OpenShift como administrador de almacenamiento.

2. Cree el backend para el proyecto 1y asignelo al SVM dedicado al proyecto. NetApp recomienda utilizar la

cuenta vsadmin de SVM para conectar el backend a SVM en lugar de utilizar el administrador de cluster
de ONTAP .
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cat << EOF | tridentctl -n trident create backend

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 1",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.224",

"svm": "project-l-svm",
"username": "vsadmin",

"password": "NetAppl23"

EOF

Estamos utilizando el controlador ontap-nas para este ejemplo. Utilice el controlador apropiado

@ al crear el backend segun el caso de uso.

®

1. De manera similar, cree el backend Trident para el proyecto 2 y asignelo al SVM dedicado al proyecto 2.

2. A continuacion, cree las clases de almacenamiento. Cree la clase de almacenamiento para el proyecto-1y
configurela para utilizar los grupos de almacenamiento del backend dedicados al proyecto-1 configurando
el parametro storagePools.

3. Del mismo modo, cree una clase de almacenamiento para el proyecto 2 y configurela para utilizar los

4. Cree una ResourceQuota para restringir los recursos en el proyecto 1 que solicitan almacenamiento de
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cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-1-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 1:.*"
EOF

grupos de almacenamiento del backend dedicados al proyecto 2.

clases de almacenamiento dedicadas a otros proyectos.

Suponemos que Trident esta instalado en el proyecto trident.
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cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-l-sc-rg
namespace: project-1
spec:
hard:

project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims:

EOF

5. De manera similar, cree un ResourceQuota para restringir los recursos en el proyecto 2 que solicitan
almacenamiento de clases de almacenamiento dedicadas a otros proyectos.

Validacion

Para validar la arquitectura multiinquilino que se configuré en los pasos anteriores,
complete los siguientes pasos:

Validar el acceso para crear PVC o pods en el proyecto asignado

1. Inicie sesion como ocp-project-1-user, desarrollador en proyecto-1.

2. Verifique el acceso para crear un nuevo proyecto.
oc create ns sub-project-1
3. Cree una PVC en el proyecto-1 utilizando la clase de almacenamiento asignada al proyecto-1.

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

0
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4. Verifique el PV asociado con el PVC.

oc get pv

5. Valide que el PV y su volumen se creen en una SVM dedicada al proyecto 1 en NetApp ONTAP.

volume show -vserver project-1l-svm

6. Cree un pod en el proyecto-1 y monte el PVC creado en el paso anterior.

cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod
namespace: project-1
spec:
volumes:
- name: test-pvc-project-1
persistentVolumeClaim:
claimName: test-pvc-project-1
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
volumeMounts:
- mountPath: "/usr/share/nginx/html"
name: test-pvc-project-1
EOF

7. Verifique si el pod esta ejecutandose y si monto el volumen.

oc describe pods test-pvc-pod -n project-1

Validar el acceso para crear PVC o pods en otro proyecto o utilizar recursos dedicados a otro proyecto

1. Inicie sesidon como ocp-project-1-user, desarrollador en proyecto-1.

2. Cree una PVC en el proyecto-1 utilizando la clase de almacenamiento asignada al proyecto-2.
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cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-1l-sc-2
namespace: project-1
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-2-sc
EQOF

3. Crea un PVC en el proyecto-2.

cat << EOF | oc create -f -
kind: PersistentVolumeClaim
apiVersion: vl
metadata:
name: test-pvc-project-2-sc-1
namespace: project-2
annotations:
trident.netapp.io/reclaimPolicy: Retain
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: project-1l-sc
EOF

4. Asegurese de que los PVC test-pvc-project-1-sc-2 Yy test-pvc-project-2-sc-1 no fueron
creados

oc get pvc -n project-1

oc get pvc -n project-2

5. Crear un pod en el proyecto-2.



cat << EOF | oc create -f -
kind: Pod
apiVersion: vl
metadata:
name: test-pvc-pod

namespace: project-1

spec:
containers:
- name: test-container
image: nginx
ports:
- containerPort: 80
name: "http-server"
EOF

Validar el acceso para ver y editar proyectos, cuotas de recursos y clases de almacenamiento

1. Inicie sesidon como ocp-project-1-user, desarrollador en proyecto-1.

2. Verificar el acceso para crear nuevos proyectos.

oc create ns sub-project-1

3. Validar el acceso para ver proyectos.

oc get ns

4. Verifique si el usuario puede ver o editar ResourceQuotas en el proyecto-1.

oc get resourcequotas -n project-1
oc edit resourcequotas project-l-sc-rg -n project-1

5. Validar que el usuario tenga acceso para ver las clases de almacenamiento.

oc get sc

6. Compruebe el acceso para describir las clases de almacenamiento.

7. Validar el acceso del usuario para editar las clases de almacenamiento.

oc edit sc project-1l-sc
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Escalado: agregar mas proyectos

En una configuracion multiinquilino, agregar nuevos proyectos con recursos de
almacenamiento requiere una configuracion adicional para garantizar que no se viole la
multiinquilino. Para agregar mas proyectos en un cluster multiinquilino, complete los
siguientes pasos:

1. Inicie sesion en el cluster NetApp ONTAP como administrador de almacenamiento.

2. Navegar a Storage — Storage VMs Yy haga clic Add . Cree una nueva SVM dedicada al proyecto 3.
También cree una cuenta vsadmin para administrar el SVM y sus recursos.
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1.

Add Storage VM

TORADE VM NEME

i

project-3-svm

Access Protocol

& SMB/CIFS, NFS ISCSI

Ensble SME/TIFS
BB ersblenrs

B Allow NFS client access
Add st lezst one rule to allow NFS clients to sccess volumes inthiz storsge L ()

EXPORT 2ELICY

Default
HULEE
Rule Index Clients Access Protocols | Read-Only R... Read/Wr
10611810724 Ay Any Ay
=+ 2dd
DEFAULT LANGIWAGE @
cutf & b

NETWORK INTERFACE

Uze multiple network interfaces when client traffic is high.

K8s-Ontap-01

IPADOREEE SUBMET MaSE QATEWAY SROSDCAST DOMAEIN
10,61.181.228 24 Add optional Default-a  ~
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Inicie sesion en el cluster Red Hat OpenShift como administrador del cluster.

2. Crear un nuevo proyecto.
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3. Asegurese de que el grupo de usuarios del proyecto 3 esté creado en IdP y sincronizado con el cluster
OpenShift.

oCc get groups

4. Crear el rol de desarrollador para el proyecto 3.

cat << EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/v1l
kind: Role
metadata:
namespace: project-3
name: developer-project-3
rules:
- verbs:
— LIS |
apiGroups:
- apps
- batch
- autoscaling
- extensions
- networking.k8s.io
- policy
- apps.openshift.io
- build.openshift.io
- image.openshift.io
- ingress.operator.openshift.io
- route.openshift.io
- snapshot.storage.k8s.io
- template.openshift.io
resources:

I I |

- verbs:

= " %1

apiGroups:

L}

resources:
- bindings
- configmaps
- endpoints
- events
- persistentvolumeclaims
- pods
- pods/log
- pods/attach



- podtemplates
- replicationcontrollers
- services
- limitranges
- namespaces
- componentstatuses
- nodes
- verbs:
— T %1
apiGroups:
- trident.netapp.io
resources:
- tridentsnapshots
EQOF

@ La definicion de rol proporcionada en esta seccion es soélo un ejemplo. El rol de desarrollador
debe definirse en funcion de los requisitos del usuario final.

1. Cree un RoleBinding para los desarrolladores en el proyecto 3 que vincule el rol de desarrollador-
proyecto-3 al grupo correspondiente (ocp-proyecto-3) en el proyecto-3.

cat << EOF | oc create -f -
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/vl
metadata:

name: project-3-developer

namespace: project-3
subjects:

- kind: Group

apiGroup: rbac.authorization.k8s.io

name: ocp-project-3

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: developer-project-3

EOF

2. Inicie sesion en el cluster Red Hat OpenShift como administrador de almacenamiento

3. Cree un backend Trident y asignelo al SVM dedicado al proyecto 3. NetApp recomienda utilizar la cuenta
vsadmin de SVM para conectar el backend a SVM en lugar de utilizar el administrador de cluster de
ONTAP .
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cat << EOF | tridentctl -n trident create backend -f

"version": 1,

"storageDriverName": "ontap-nas",
"backendName": "nfs project 3",
"managementLIF": "172.21.224.210",
"dataLIF": "10.61.181.228",

"svm": "project-3-svm",
"username": "vsadmin",

"password": "NetApp!23"

EOF

(D Estamos utilizando el controlador ontap-nas para este ejemplo. Utilice el controlador apropiado
para crear el backend segun el caso de uso.

(D Suponemos que Trident esta instalado en el proyecto trident.

1. Cree la clase de almacenamiento para el proyecto 3 y configurela para utilizar los grupos de
almacenamiento del backend dedicados al proyecto 3.

cat << EOF | oc create -f -
apiVersion: storage.k8s.io/vl
kind: StorageClass
metadata:
name: project-3-sc
provisioner: csi.trident.netapp.io
parameters:
backendType: ontap-nas
storagePools: "nfs project 3:.*"
EQOF

2. Cree una ResourceQuota para restringir los recursos en el proyecto 3 que solicitan almacenamiento de
clases de almacenamiento dedicadas a otros proyectos.



cat << EOF | oc create -f -
kind: ResourceQuota
apiVersion: vl
metadata:
name: project-3-sc-rg
namespace: project-3
spec:
hard:
project-l-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
project-2-sc.storageclass.storage.k8s.io/persistentvolumeclaims: O
EOF

3. Parchee ResourceQuotas en otros proyectos para restringir que los recursos en esos proyectos accedan
al almacenamiento desde la clase de almacenamiento dedicada al proyecto 3.

oc patch resourcequotas project-l-sc-rg -n project-1 —--patch
'"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'
oc patch resourcequotas project-2-sc-rg -n project-2 —--patch
'"{"spec":{"hard":{ "project-3-
sc.storageclass.storage.k8s.io/persistentvolumeclaims": 0} }}"'

Gestion avanzada de clusteres para Kubernetes

Gestion avanzada de clusteres para Kubernetes: Red Hat OpenShift con NetApp -
Descripcién general

A medida que una aplicacion en contenedores pasa del desarrollo a la produccion,
muchas organizaciones requieren multiples clusteres Red Hat OpenShift para respaldar
las pruebas y la implementacidn de esa aplicacion. Junto con esto, las organizaciones
generalmente alojan multiples aplicaciones o cargas de trabajo en clusteres de
OpenShift. Por lo tanto, cada organizacion termina administrando un conjunto de
clusteres, y los administradores de OpenShift deben enfrentar el desafio adicional de
administrar y mantener multiples clusteres en una variedad de entornos que abarcan
multiples centros de datos locales y nubes publicas. Para abordar estos desafios, Red
Hat presentd la gestion avanzada de clusteres para Kubernetes.

Red Hat Advanced Cluster Management for Kubernetes le permite realizar las siguientes tareas:

1. Cree, importe y administre multiples clusteres en centros de datos y nubes publicas
2. Implemente y administre aplicaciones o cargas de trabajo en multiples clusteres desde una unica consola
3. Supervisar y analizar la salud y el estado de los diferentes recursos del cluster

4. Supervisar y hacer cumplir el cumplimiento de la seguridad en multiples clusteres

100



Red Hat Advanced Cluster Management for Kubernetes se instala como un complemento a un cluster Red Hat
OpenShift y utiliza este cluster como controlador central para todas sus operaciones. Este cluster se conoce
como cluster concentrador y expone un plano de administracion para que los usuarios se conecten a la
Administracion avanzada de cluster. Todos los demas clusteres OpenShift que se importan o crean a través de
la consola de administracion avanzada de clusteres son administrados por el cluster central y se denominan
clusteres administrados. Instala un agente llamado Klusterlet en los clusteres administrados para conectarlos
al cluster central y atender las solicitudes para diferentes actividades relacionadas con la administracion del
ciclo de vida del cluster, la administracién del ciclo de vida de las aplicaciones, la observabilidad y el
cumplimiento de la seguridad.
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Para obtener mas informacion, consulte la documentacion. "aqui” .

Implementar ACM para Kubernetes

Implementar la gestion avanzada de clusteres para Kubernetes

Esta seccion cubre la gestidn avanzada de clusteres para Kubernetes en Red Hat
OpenShift con NetApp.

Prerrequisitos

1. Un cluster Red Hat OpenShift (superior a la version 4.5) para el cluster central

2. Clusteres Red Hat OpenShift (superiores a la version 4.4.3) para clusteres administrados

3. Acceso de administrador de cluster al cluster Red Hat OpenShift

4. Una suscripcion a Red Hat para la gestién avanzada de clusteres para Kubernetes
La gestién avanzada de clusteres es un complemento para el cluster OpenShift, por o que existen ciertos
requisitos y restricciones en los recursos de hardware segun las funciones utilizadas en el concentrador y los

clusteres administrados. Es necesario tener en cuenta estas cuestiones a la hora de dimensionar los
clusteres. Ver la documentacion "aqui” Para mas detalles.

De manera opcional, si el cluster central tiene nodos dedicados para alojar componentes de infraestructura y
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desea instalar recursos de Administracion avanzada de cluster solo en esos nodos, debe agregar tolerancias y
selectores a esos nodos segun corresponda. Para mas detalles, consulte la documentacion. "aqui” .

Implementar la gestion avanzada de clusteres para Kubernetes

Para instalar Advanced Cluster Management for Kubernetes en un cluster de OpenShift,
complete los siguientes pasos:

1. Seleccione un cluster OpenShift como cluster central e inicie sesion en él con privilegios de administrador
del cluster.

2. Vaya a Operadores > Centro de operadores y busque Administracion avanzada de clusteres para
Kubernetes.

You are logged in as a temporary administrative user. Update the cluster ©Auth configuration to allow others to log in.

& Administrator
Project: default =

Home
| Allitems All ltems
Overview
Filter 450 items
Projects Alf/Machine Learning
Application Runtime
Search
Big Data
Explore Cloud Provider Community
A akka
Events Database
Developer Tools 3scale APl Management Advanced Cluster Management Akka Cluster Operator
" orovided by Red Hat for Kubernetes brovided by Lightbend, Inc
Gperators Development Tools e e
Drivers And Plugins 3scale Operator to provision Run Alcka Cluster applications on

OperatorHub

3scale and publish/manage AP Advanced provisioning and Kubernetes.
management of OpenShift and
Kubemetes clusters

Integration & Delivery

Installed Operators Logging & Tracing

Modernization & Migration

3. Seleccione Administracién avanzada de clusteres para Kubernetes y haga clic en Instalar.
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Advanced Cluster Management for Kubernetes

22 3 provided by Red Hat

Install

Latest version
223

Capabllity level
& BasicInstall
]
® Seamless Upgrades

1
() Full Lifecycle

) Deep Insights

{_) Auto Pilot

Provider type
Red Hat

Provider
Red Hat

Infrastructure features

Disconnected

Red Hat Advanced Cluster Management for Kubernetes provides the multicluster hub, a central
management console for managing multiple Kubernetes-bazed clusters across data centers, public
clouds, and private clouds. You can use the hub to create Red Hat OpenShift Container Platform
clusters on selected providers, or import existing Kubernetes-based clusters. After the clusters are
managed, you can set compliance requirements to ensure that the clusters maintain the specified

security requirements. You can also deploy business applications across your clusters.

Red Hat Advanced Cluster Management for Kubernetes also provides the following operators:

o Multicluster subscriptions: An operator that provides application management capabilties including

subscribing to resources from a channel and deploying those resources on MCH-managed
Kubernetes clusters based on placement rules.

e Hive for Red Hat OpenShift: An operator that provides APIs for provisioning and performing initial

configuration of OpenShift clusters. These operators are used by the multicluster hub to provide its

provisioning and application-management capabilities.

How to Install

Use of this Red Hat product requires a licensing and subscription agreement.

4. En la pantalla Instalar operador, proporcione los detalles necesarios (NetApp recomienda conservar los

parametros predeterminados) y haga clic en Instalar.
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OperzmorHub *  Operstor Instailaton

Install Operator

Inztall your Cperstor by subscribing to one of the update channels to keep the Operator up to:date The strateqy determines either manual or automatic updates

Update channel ™
D release-20
2 release-2]

W relegse-22

Installation mode *

This mode s not supported by this Operator

i A specific namespace on the cluster

Ciperator will be avadlable m a single Namespace only

Installed Mamespace *

® Operator recommended Namespace @Dpen—clmﬁer—management

) Namespace creation

Mamespacs open-cluster-management doss not eost and will be ceated.

0 SelectaMNamespace

Approval strategy ©
Wl Automabc

O Manual

5. Espere a que se complete la instalacion del operador.

@ Advanced Cluster Management for Kubernetes
2.2.3 provided by Red Hat "

Installing Operator
The Operator is being installed. This may take a few minutes.

View installed Operators in Namespace open-cluster-management

6. Una vez instalado el operador, haga clic en Crear MultiClusterHub.
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Advanced Cluster Management for Kubernetes o
2.2.3 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

MultiClusterHub @ Required
Advanced provisioning and management of OpenShift and Kubernetes clusters

Create MultiClusterHub

View installed Operators in Namespace open-cluster-management

7. En la pantalla Crear MultiClusterHub, haga clic en Crear después de proporcionar los detalles. Esto inicia
la instalacion de un concentrador multicluster.

Project: open-cluster-management  «

Advanced Cluster Management for Kubernetes » Create MultiClusterHub

Create MultiClusterHub

Create by completing the form. Default values may be provided by the Operator authors.

Configure via: @ Form view O YAML view

MultiClusterHub
o Note: Some fields may not be represented in this form view. Please select "YAML view" for full control. provided by Red Hat
MultiClusterHub defines the configuration for an instance of the MultiCluster Hub
MName *

multiclusterhub

Labels

app=frontend

> Advanced configuration

8. Una vez que todos los pods pasan al estado En ejecucion en el espacio de nombres open-cluster-
management y el operador pasa al estado Correcto, se instala Advanced Cluster Management para
Kubernetes.
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Project: open-cluster-management  +

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create

an Operator and ClusterServiceVersion using the Operator SDK .

Name « Search by name... #

Name 1 Managed Namespaces
Advanced Cluster open-cluster-management
Management for
Kubernetes

2.2 3 provided by Red Hat

Status

@ Succeeded
Up to date

Provided APlIs

MultiClusterHub .
ClusterManager

ClusterDeployment

ClusterState

View 25 more...

9. Lainstalacién del concentrador tarda un tiempo en completarse y, una vez realizada, el concentrador

MultiCluster pasa al estado en ejecucion.

Installed Operators > Operator details

@ Advanced Cluster Management for Kubernetes
223 provided by Red Hat

Details YAML  Subscription Events  Allinstances
MultiClusterHubs

Name Search by name... /

Name T Kind

multiclusterhub MultiClusterHub

MultiClusterHub

Status

Phase:@ Running

ClusterManager

Actions =

ClusterSti

Create MultiClusterHub

ClusterDeployment

Labels

No labels :

10. Crea una ruta en el espacio de nombres open-cluster-management. Conéctese a la URL en la ruta para
acceder a la consola de administracion avanzada de cluster.

Project: open-cluster-management w

Routes
Y Filter ~ Name ~  mul 7
Name mul X Clear all filters
Name T Status Location
@ multicloud-conscle @ Accepted https:/multicloud-
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Gestion del ciclo de vida del clister

Para administrar diferentes clusteres de OpenShift, puede crearlos o importarlos en
Administracién avanzada de clusteres.

1. Primero navegue a Automatizar Infraestructuras > Clusteres.
2. Para crear un nuevo cluster de OpenShift, complete los siguientes pasos:

a. Crear una conexion de proveedor: navegue a Conexiones de proveedor y haga clic en Agregar una
conexion, proporcione todos los detalles correspondientes al tipo de proveedor seleccionado y haga
clic en Agregar.

Select a provider and enter basic information
Prowider * &

aws Amazon Web Services -
Connection name * @

nik-hcl-aws
Namespace * &

default -
Configure your provider connection

Base DNS domain @&

dlenetapp.com

AWS access key 1D * @

AKIATCFBZDOIASDSAH

AWS secret accesskey * @

Red Hat OpenShift pull secret *
FuS3phbktvaHplNFcZMEZsbmtBYGNE ThtmUIZXcHoOW St EZw Q0IY Z1d 3¢ obGx JeDBONOXIZEOye GMEQ0Zw ZkSRRZ.JUanlxMnNUM2IRBOFIE !
UFNCIBYIpEWVZECHItNkx TMDZPUNpoWFRHCGWIREIDQZRSYIJRaTIXbIALT 20y 03 p Ve U MIWCENSa2Yy OUsyLWZGSFVINA==""email "Mikhi k. ™
utkamignetapp.com”s, registry.redhatic” -

SSHprivatekey * @

----- BEGIN OPENSSH PRIVATE KEY---— -
b3BlbnNzaCIrZxktdjEAAAAABGSVEBMUAA AAEDbasdadssadmBUZOAAAAASAAABAAAAMNAAAALZCZGEEZW i
QYNTUxOQAAACCLowl gAvEIHAEP+DevIRNzaG2zkNre MIZ/ UHy fFOUWWAAAAA Jh/waGxfGu i
S5H publickey * @
ssh-ed25519 AAAACINZ2CIZDINTESAAAAZAUACTY6agdh21c B4/ 4MN6/VEINobbOG2t42vn9 Of J/RRaBA root@nik-rhels
s

b. Para crear un nuevo cluster, navegue a Clusteres y haga clic en Agregar un cluster > Crear un cluster.
Proporcione los detalles del cluster y el proveedor correspondiente y haga clic en Crear.
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~ Configuration

Cluster name *

rh-aws

~ Distribution

Select the type of Kubemetes distribution to use for your cluster

‘ Red Hat
OpenShift

Sslect an infrastructurs provider to host your Red Hat OpenShift cluster
Amazon °
aWS . Google Cloud A Microsoft Azure
e’ Web Services
VMware —l Bare
vSphere Metal
-l
Release image * @
quay.io/openshift-release-dev/ocp-release:4.712-x86_64 o -
Provider connection * &
nik-hcl-aws 0O -

Add a connection

c. Una vez creado el cluster, aparece en la lista de clusteres con el estado Listo.
3. Para importar un cluster existente, complete los siguientes pasos:
a. Vaya a Clusteres y haga clic en Agregar un cluster > Importar un cluster existente.

b. Ingrese el nombre del cluster y haga clic en Guardar importacion y generar codigo. Se muestra un
comando para agregar el cluster existente.

¢. Haga clic en Copiar comando y ejecute el comando en el cluster que se agregara al cluster central.
Esto inicia la instalacion de los agentes necesarios en el cluster y, una vez completado este proceso,
el cluster aparece en la lista de clusteres con el estado Listo.

108



Mame *

ocp-vmw]

Additional labels

Onee you chek on "Savemport 2nd generate code”, the information you snterad will be vted to generate the code and cannot be
madified snymone, if you wizh to change any informatnon, you will have 1o delete and re-mport this cluster

Code generated successfully & import saved

Run a command

1. Copy this command

Click the button to have the command automatically copled to your clipboard,

Copy command L]

2. Run this command with kubect] configured for your targeted cluster to start the import

Login to the existing cluster in your terminal and run the command.

View cluster L Import another

4. Después de crear e importar varios clusteres, puede supervisarlos y administrarlos desde una unica
consola.

Gestion del ciclo de vida de las aplicaciones
Para crear una aplicacion y administrarla en un conjunto de clusteres,

1. Vaya a Administrar aplicaciones desde la barra lateral y haga clic en Crear aplicacion. Proporcione los
detalles de la aplicacion que desea crear y haga clic en Guardar.
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Applications

Create an application @ v =

Name* (D

demo-app

Namespace* (D

default X -

~. Repository location for resources

~ Repository types

Select the type of repository where resources that you want to deploy are located

o@ Git

URL* @)

hitps)//aithub.com/open-cluster-management/acm-hive-openshift-releases.qit X -

Branch (@)

main X -

Path ()

clusterimageSets/fast/47 X -

2. Una vez instalados los componentes de la aplicacion, ésta aparece en la lista.

Appllcatlons C Refresh every 15s ¥

Last update: 7:36:23 PM

Overview Advanced configuration Create application

Q, Search
Name Namespace Clusters ® Resource ® Time window ® Created
demo-app default Local Git & 8 days ago H

1-1ofl = 1 of 1

3. Ahora la aplicacion se puede monitorizar y gestionar desde la consola.
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Gobernanza y riesgo

Esta funcion le permite definir las politicas de cumplimiento para diferentes clusteres y
asegurarse de que los clusteres las cumplan. Puede configurar las politicas para
informar o remediar cualquier desviacion o violacion de las reglas.

1. Navegue a Gobernanza y Riesgo desde la barra lateral.

2. Para crear politicas de cumplimiento, haga clic en Crear politica, ingrese los detalles de los estandares de
la politica y seleccione los clusteres que deben cumplir con esta politica. Si desea remediar
automaticamente las violaciones de esta politica, seleccione la casilla de verificacion Aplicar si se admite y
haga clic en Crear.

1M



Governanceand sk / Policies /[

Create policy @ @D vuor

Mame *

policy-complianceoperator

Mamespace * (i)

default -

Specifications * (i)

@ ComplianceOperator v

Cluster selector (i)

@ local-cluster: "true’ o

Standards (i)

@E® nisT-csF -

Categories (i)

@ PR.IP Information Protection Processes and Procedures »
Controls (i)
@ FR.IP-1 Baseline Configuration ¥

I:I Enforce if supported (i)

D Disable pelicy (i)

3. Una vez configuradas todas las politicas necesarias, cualquier violacion de politicas o cluster se puede
monitorear y remediar desde la Administracion avanzada de clusteres.
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+ Filter C Refresheveryi0s +

Lastupdate 2:54:01 PM

Governance and risk ® -
Create policy

Summary 1 Standards = v

NIST-CSF

No vielations found

Based-on the industry standards, there are no cluster or
policy violations
Cluster violations
Q, Find paolicies
Cluster
Policy name Namespace Remediation  viclations Standards Categories Controls Created |
default inform @ 0N MIST-CSF PRIP Information PR IP-1 Baseline 32 minutes ago
Protection Processesand  Configuration
Procedures
1=-1o0f1 = 1 of 1

Observabilidad

La gestion avanzada de clusteres para Kubernetes proporciona una manera de
supervisar los nodos, pods y aplicaciones, y las cargas de trabajo en todos los clusteres.

1. Vaya a Observar entornos > Descripcion general.
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= Red Hat 2ial @ @  kubezadmin ~

Advanced Cluster Management for Kubernetes

Q

Overview + Add provider connection

ey

Other

3

Cluster

Summary

0 3 1 1 20 n35
Applications Clusters. Kubernetes type Region Nodes Pods
Cluster compliance 2 Pods m32 Cluster status 2

2. Todos los pods y cargas de trabajo en todos los clusteres se monitorean y clasifican segun una variedad
de filtros. Haga clic en Pods para ver los datos correspondientes.

Red Hat

Advanced Cluster Management for Kubernetes

Search

Saved searches ¥ Open new search tab
3 Related cluster 673 Related secret ZO Related node 8 Related persistentvolumeclaim
8 Related persistentvolume 1 Related provisioning 2 Related searchcollector 3 Related iampolicycontroller

Show all (38) ‘

~ Pod (1135)

Name

Namespace
Cluster
Status
Restarts
Host IP
Pod IP

Created

Labels ce-40e2-85d3-6ccf56904bad

3. Se monitorean y analizan todos los nodos de los clusteres en funcion de una variedad de puntos de datos.
Haga clic en Nodos para obtener mas informacion sobre los detalles correspondientes.
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Search

Savedsearches W Open new search tab[#

3 Related cluster 1k Related pod 12 Related service

‘ Show all (3)

v Node (20)

Name 1 Cluster Role Architecture OSimage cPU Created Labels
ocp-bare-  master; amd64 Red Hat Enterprise Linux CoreOS 48 amonthago  betakubemetesio/arch-amd64  beta kubermetesiofos=linux
metal worker 47.83202103292105-0 (Ootpa)

kubernetesio/arch-amd64 5 more

ocp-bare- master, amde4 Red Hat Enterprise Linux CoreOS 48 amonthago betakubernetes iofarch=amd64  betakubernetes.o/os=linux
metal worker 47.83202103292105-0 (Ootpa)

kubernetesio/arch=amd64 5 mare
ocp-bare- master; amde4 se Linux Core0S 18 amonthago beta kubernetes iofarch=amd64  batakubemetesio/os=linux

metal worker 05-0 (Ootpa)

kubemnetesio/arch=amd64 5 more

4. Todos los clusteres se monitorean y organizan en funcion de diferentes recursos y parametros del cluster.
Haga clic en Clusteres para ver los detalles del cluster.

Search

Savedsearches v Open new search tab 4
3k Related secret 787 Related pod 15 Related persistentvolumeclaim 17 Related node | Related application
15 Related persistentvolume 1 Related searchcollector 8 Related clusterclaim 3 Related resourcequota 5 Related identity

Show all (159)

v Cluster (2)

Name T  Available Hub accepted Joined Nodes Kubernetes version cPU Memory Console URL Labels
local- True True True 8 v120.07c8905da 84 418501Mi Launch cloud=VSphere  clusterlD=148632d9-69d5-4ae4-98e=-Bdff886463c3
cluster
installername=multiclusterhub 4 mers
acp-vmw True True True 2 vI20.0+df9c838 28 M98IMi Launch cloud=VSphere  clusterlD=9d76ac4e-4aae-4d45-2228-1106054282fe  name=ocp-vmw | mare

Crear recursos en varios cliusteres

La administracion avanzada de clusteres para Kubernetes permite a los usuarios crear
recursos en uno o mas clusteres administrados simultaneamente desde la consola. A
modo de ejemplo, si tiene clusteres OpenShift en diferentes sitios respaldados por
diferentes clusteres NetApp ONTAP y desea aprovisionar PVC en ambos sitios, puede
hacer clic en el signo (+) en la barra superior. Luego, seleccione los clusteres en los que
desea crear el PVC, pegue el recurso YAML y haga clic en Crear.
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Create resource Cancel

Clusters | Select the clusters where the resource(s) will be deployed.

Resource configuration | Enter the configuration manifest for the resource(s).

YAML

fVolumeClaim

1
2
3
4
5
6
7
8
=]

iy
L]

cp-trident

=
=

Proteccion de datos para aplicaciones de contenedores y
magquinas virtuales mediante Trident Protect

Esta solucion muestra como utilizar Trident Protect para realizar operaciones de
proteccion de datos para contenedores y maquinas virtuales.

1. Para obtener detalles sobre como crear instantaneas y copias de seguridad y restaurarlas para
aplicaciones de contenedores en la plataforma OpenShift Container, consulte"aqui” .

2. Para obtener detalles sobre cémo crear y restaurar desde una copia de seguridad para maquinas virtuales
en OpenShift Virtualization implementadas en la plataforma OpenShift Container, consulte"aqui" .

Proteccién de datos para aplicaciones de contenedores y
maquinas virtuales mediante herramientas de terceros

Esta solucion muestra cdémo utilizar Velero que esta integrado con el operador OADP en
la plataforma Red Hat OpenShift Container para realizar operaciones de proteccion de
datos para contenedores y maquinas virtuales.

1. Para obtener detalles sobre como crear y restaurar desde una copia de seguridad para aplicaciones de
contenedor en la plataforma OpenShift Container, consulte"aqui" .

2. Para obtener detalles sobre cémo crear y restaurar desde una copia de seguridad para maquinas virtuales
en OpenShift Virtualization implementadas en la plataforma OpenShift Container, consulte"aqui" .
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Recursos adicionales para aprender sobre la integracién de
Red Hat OpenShift Virtualization con el almacenamiento de
NetApp

Acceda a recursos adicionales que ofrecen mas informacion sobre como respaldar la
implementacién, la administracion y la optimizacion de Red Hat OpenShift Virtualization
con ONTAP en diversas plataformas y tecnologias.

Documentacién de NetApp

"https://docs.netapp.com/"

Documentacion de Trident

"https://docs.netapp.com/us-en/trident/index.html"

Documentacion de Red Hat OpenShift
"https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/"
Documentacion de la plataforma Red Hat OpenStack
"https://access.redhat.com/documentation/en-us/red_hat_openstack_platform/16.1/"
Documentacion de virtualizacion de Red Hat
"https://access.redhat.com/documentation/en-us/red_hat_virtualization/4.4/"
Documentacién de VMware vSphere

"https://docs.vmware.com/"
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