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Aprovisionar almacenamiento ONTAP para
Proxmox VE

Obtenga mas informacién sobre la arquitectura de
almacenamiento ONTAP para el entorno virtual Proxmox

NetApp ONTAP se integra con Proxmox Virtual Environment (VE) para proporcionar
capacidades de almacenamiento de nivel empresarial a través de protocolos NAS y
SAN. ONTAP ofrece funciones avanzadas de gestidén de datos que incluyen
instantaneas, clonacion, replicacion y proteccion contra ransomware para cargas de
trabajo virtualizadas que se ejecutan en clusteres Proxmox VE.

Arquitectura de la solucion

La arquitectura de la solucion incluye los siguientes componentes clave:
 Cluster Proxmox VE: un cluster de nodos Proxmox VE que proporcionan capacidades de virtualizacion y
administran maquinas virtuales (VM) y contenedores.

» * Aimacenamiento NetApp ONTAP :* Un sistema de almacenamiento escalable de alto rendimiento que
proporciona almacenamiento compartido para el cluster Proxmox VE.

* Infraestructura de red: Una configuracion de red robusta que garantiza conectividad de baja latencia y
alto rendimiento entre los nodos Proxmox VE y el almacenamiento ONTAP .

* * NetApp Console:* Una interfaz de administracion centralizada para administrar multiples sistemas de
almacenamiento y servicios de datos de NetApp .

» Servidor de respaldo Proxmox: Una solucién de respaldo dedicada para Proxmox VE que se integra con
el almacenamiento ONTAP para una proteccion de datos eficiente.

El siguiente diagrama muestra la arquitectura de alto nivel de la configuracién del laboratorio:
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Funciones de ONTAP para Proxmox VE

ONTAP proporciona un conjunto integral de funciones de almacenamiento empresarial que mejoran las
implementaciones de Proxmox VE. Estas caracteristicas abarcan la gestion de datos, la proteccion, la
eficiencia y la compatibilidad de protocolos en arquitecturas de almacenamiento NAS y SAN.

Funciones basicas de gestion de datos

* Arquitectura de cluster escalable

 Autenticacion segura y compatibilidad con RBAC

» Soporte multiadministrador de confianza cero

* Multitenencia segura

* Replicacién de datos con SnapMirror

» Copias puntuales con instantaneas

 Clones que ahorran espacio

» Funciones de eficiencia de almacenamiento que incluyen deduplicacion y compresion
* Compatibilidad de Trident CSI con Kubernetes

» SnaplLock para cumplimiento

* Bloqueo de copia de instantaneas a prueba de manipulaciones

* Proteccion contra ransomware con deteccion autonoma de amenazas

« Cifrado de datos en reposo y en transito

» FabricPool para organizar datos frios en niveles de almacenamiento de objetos
* Integracion de NetApp Console y Data Infrastructure Insights

» Transferencia de datos descargados de Microsoft (ODX)

Caracteristicas del protocolo NAS

* Los volumenes FlexGroup proporcionan contenedores NAS escalables con alto rendimiento, distribucion
de carga y escalabilidad.

* FlexCache distribuye datos globalmente y al mismo tiempo proporciona acceso local de lectura y escritura.
» La compatibilidad con multiples protocolos permite acceder a los mismos datos a través de SMB y NFS

* NFS nConnect permite multiples sesiones TCP por conexién para aumentar el rendimiento de lared y
utilizar NIC de alta velocidad.

 El enlace troncal de sesion NFS proporciona mayores velocidades de transferencia de datos, alta
disponibilidad y tolerancia a fallas.

 El multicanal SMB proporciona mayores velocidades de transferencia de datos, alta disponibilidad y
tolerancia a fallas.

* Integracion con Active Directory y LDAP para permisos de archivos
» Conexiones seguras con NFS sobre TLS

» Compatibilidad con autenticacidon Kerberos de NFS

* NFS sobre RDMA para acceso de baja latencia

« Asignacion de nombres entre identidades de Windows y Unix



* Proteccidon auténoma contra ransomware con deteccion de amenazas integrada

» Andlisis del sistema de archivos para obtener informacién sobre capacidad y uso

Caracteristicas del protocolo SAN
» Extienda los clusteres a través de dominios de falla con la sincronizacién activa de SnapMirror (siempre
verifique la "Herramienta de matriz de interoperabilidad" (para configuraciones compatibles)
* Los modelos ASA proporcionan multirruta activo-activo y conmutacién por error de ruta rapida
» Compatibilidad de protocolos con FC, iSCSI y NVMe-oF
* Autenticacion mutua iSCSI CHAP

* Mapeo selectivo de LUN y conjuntos de puertos para una mayor seguridad

Tipos de almacenamiento compatibles con el entorno
virtual Proxmox

Proxmox Virtual Environment (VE) admite multiples protocolos de almacenamiento con
NetApp ONTAP, incluidos NFS y SMB para NAS y FC, iSCSI y NVMe-oF para SAN.
Cada protocolo admite diferentes tipos de contenido de Proxmox VE, incluidos discos de
VM, copias de seguridad, volumenes de contenedores, imagenes ISO y plantillas.

Compatibilidad con el protocolo NAS

Los protocolos NAS (NFS y SMB) admiten todos los tipos de contenido de Proxmox VE y normalmente se
configuran una sola vez en el nivel del centro de datos. Las maquinas virtuales invitadas pueden usar
formatos de disco raw, gcow2 o VMDK en el almacenamiento NAS. Las instantaneas de ONTAP se pueden
hacer visibles para los clientes para acceder a copias de datos en un momento determinado.

Compatibilidad con el protocolo SAN
Los protocolos SAN (FC, iSCSI y NVMe-oF) generalmente se configuran por host y admiten tipos de

contenido de imagenes de contenedores y discos de VM en Proxmox VE. Las maquinas virtuales invitadas
pueden usar formatos de disco raw, VMDK o qcow2 en el almacenamiento en bloque.

Matriz de compatibilidad de tipos de almacenamiento

Tipo de Sistema SMBI/CIFS FC iSCSI NVMe-oF
contenido Nacional de

Archivos
Copias de Si Si No' No' No'
seguridad
Discos de VM Si Si Si? Si? Si?
Volumenes de Si Si Si? Si? Si?
TC
Imagenes ISO  Si Si No' No' No'


https://mysupport.netapp.com/matrix/#welcome

Tipo de Sistema SMBJ/CIFS FC iSCSI NVMe-oF
contenido Nacional de

Archivos
Plantillas de TC Si Si No' No' No'
Fragmentos Si Si No' No' No'

Notas:
1. Requiere que el sistema de archivos del cluster cree la carpeta compartida y utilice el tipo de
almacenamiento de directorio.

2. Utilice el tipo de almacenamiento LVM.

Pautas de implementacion para el entorno virtual Proxmox
con almacenamiento NetApp ONTAP

Proxmox Virtual Environment (VE) se integra con el almacenamiento NetApp ONTAP
para proporcionar almacenamiento compartido para maquinas virtuales y contenedores,
lo que permite migraciones en vivo mas rapidas, plantillas consistentes y copias de
seguridad centralizadas. Obtenga informacion sobre las pautas de configuracién de red y
almacenamiento y las mejores practicas para implementar y optimizar un cluster
Proxmox VE con sistemas de almacenamiento ONTAP .

Para obtener informacion sobre los tipos de almacenamiento admitidos y la compatibilidad de contenido,
consulte "Obtenga informacion sobre los tipos de almacenamiento compatibles con Proxmox VE".

Pautas de configuracién de red
Siga estas pautas para optimizar el rendimiento y la confiabilidad de la red:
* Asegurese de que haya rutas de red redundantes duales entre los nodos Proxmox VE y el
almacenamiento ONTAP .
« Utilice la agregacion de enlaces (LACP) para aumentar el ancho de banda y la tolerancia a fallas.

« Disefie la topologia de la red para evitar problemas de arbol de expansion. Utilice funciones como RSTP o
MSTP si es necesario.

» Implementar VLAN para segmentar diferentes tipos de trafico y mejorar la seguridad.

» Configure tramas gigantes (MTU 9000) en todos los dispositivos de red para mejorar el rendimiento del
trafico de almacenamiento.

* Considere usar Open vSwitch (OVS) sobre Linux Bridge cuando se configuran zonas VLAN.

Practicas recomendadas para la configuracion del almacenamiento
Siga estas practicas recomendadas para optimizar el rendimiento y la escalabilidad del almacenamiento:

« Utilice las funciones avanzadas de gestion de datos de ONTAP, como instantaneas y clonacion, para
mejorar la proteccion y recuperacién de datos.



« Utilice volumenes FlexGroup para requisitos de gran capacidad para aprovechar todo el potencial de
escalabilidad de ONTAP .

* En entornos distribuidos geograficamente, utilice FlexCache para distribuir imagenes y plantillas mas
cerca de los nodos Proxmox VE para lograr tiempos de implementacion mas rapidos y una administracion
central.

+ Al utilizar FlexGroup con NFS, utilice la combinacién de nConnect o troncalizacién de sesion y pNFS para
optimizar el rendimiento y la disponibilidad.

 Para los protocolos de bloque, asegurese de que la zonificacién y el enmascaramiento de LUN sean
adecuados para restringir el acceso unicamente a los nodos Proxmox VE autorizados.

» Asigne suficiente capacidad de almacenamiento para adaptarse al crecimiento de la maquina virtual y las
necesidades de datos.

* Implemente niveles de almacenamiento para optimizar el rendimiento y la rentabilidad.

» Supervise periddicamente el rendimiento y el estado del almacenamiento utilizando las herramientas de
gestion de NetApp .

« Utilice NetApp Console para la gestion centralizada de multiples sistemas ONTAP .

* Habilite las funciones de proteccion contra ransomware en ONTAP para protegerse contra ataques de
ransomware.

Pautas de configuracién de Proxmox VE

Siga estas pautas para optimizar Proxmox VE con el almacenamiento NetApp ONTAP :
« Actualice Proxmox VE a la ultima version estable para beneficiarse de las caracteristicas recientes y las
correcciones de errores.

» Configure Proxmox VE para utilizar almacenamiento compartido de NetApp ONTAP para el
almacenamiento de VM.

» Configure clusteres Proxmox VE para permitir alta disponibilidad y migracién en vivo de maquinas
virtuales.

« Utilice una red redundante para la comunicacion del cluster y dedique una para la migracion en vivo.
* Evite reutilizar los mismos ID de VM o contenedor en distintos clusteres para evitar conflictos.

« Utilice el controlador unico SCSI VirtlO para obtener un mejor rendimiento y funciones en las maquinas
virtuales.

+ Habilite la opcion de subprocesos de E/S para maquinas virtuales con altas demandas de E/S.

+ Habilite la compatibilidad con descartar/TRIM en los discos de VM para optimizar el uso del
almacenamiento.

Configurar protocolos de almacenamiento con ONTAP para
Proxmox VE

Obtenga informacién sobre los protocolos de almacenamiento para Proxmox VE
con NetApp ONTAP

Aprovisione almacenamiento ONTAP para el entorno virtual Proxmox (VE) mediante
protocolos NAS (NFS, SMB) y protocolos SAN (FC, iSCSI, NVMe). Seleccione el
procedimiento especifico del protocolo apropiado para configurar el almacenamiento



compartido para su cluster Proxmox VE.

Asegurese de que los hosts Proxmox VE tengan FC, Ethernet u otras interfaces compatibles conectadas a
conmutadores con comunicacion a interfaces logicas ONTAP . Compruebe siempre el "Herramienta de matriz
de interoperabilidad" para configuraciones compatibles. Los escenarios de ejemplo se crean asumiendo que
hay dos tarjetas de interfaz de red de alta velocidad disponibles en cada host Proxmox VE que estan
conectadas entre si para crear interfaces vinculadas para tolerancia a fallas y rendimiento. Se utilizan las
mismas conexiones de enlace ascendente para todo el trafico de red, incluida la administracién del host, el
trafico de maquinas virtuales/contenedores y el acceso al almacenamiento. Cuando haya mas interfaces de
red disponibles, considere separar el trafico de almacenamiento de otros tipos de trafico.

Para obtener informacion sobre la arquitectura de almacenamiento de ONTAP y los tipos de almacenamiento
admitidos, consulte "Obtenga mas informacion sobre la arquitectura de almacenamiento ONTAP para
Proxmox VE" y "Obtenga informacion sobre los tipos de almacenamiento compatibles con Proxmox VE".

Al utilizar LVM con protocolos SAN (FC, iSCSI, NVMe-oF), el grupo de volumenes puede
contener varios LUN o espacios de nombres NVMe. En ese caso, todos los LUN o espacios de

@ nombres deben ser parte del mismo grupo de consistencia para garantizar la integridad de los
datos. No admitimos grupos de voliumenes que abarquen varias SVM de ONTAP . Cada grupo
de volumenes debe crearse a partir de LUN o espacios de nombres de la misma SVM.

Elija un protocolo de almacenamiento

Seleccione el protocolo que coincida con su entorno y requisitos:

 "Configurar el almacenamiento SMB/CIFS" - Configure recursos compartidos de archivos SMB/CIFS para
Proxmox VE con soporte multicanal para tolerancia a fallas y rendimiento mejorado en multiples
conexiones de red.

» "Configurar el almacenamiento NFS" - Configure el almacenamiento NFS para Proxmox VE con nConnect
o troncalizacion de sesion para lograr tolerancia a fallas y mejoras de rendimiento mediante mdltiples
conexiones de red.

 "Configurar LVM con FC" - Configure el Administrador de volimenes légicos (LVM) con Fibre Channel
para obtener acceso al almacenamiento en bloque de alto rendimiento y baja latencia en los hosts de
Proxmox VE.

 "Configurar LVM con iSCSI" - Configurar el Administrador de volimenes légicos (LVM) con iSCSI para el
acceso al almacenamiento en bloque a través de redes Ethernet estandar con soporte de multiples rutas.

 "Configurar LVM con NVMe/FC" - Configure el Administrador de volumenes légicos (LVM) con NVMe
sobre canal de fibra para un almacenamiento en bloque de alto rendimiento utilizando el protocolo NVMe
moderno.

» "Configurar LVM con NVMe/TCP" - Configure el Administrador de volumenes logicos (LVM) con NVMe
sobre TCP para almacenamiento en bloque de alto rendimiento a través de redes Ethernet estandar
utilizando el protocolo NVMe moderno.

Configurar el almacenamiento SMB/CIFS para Proxmox VE

Configure el almacenamiento SMB/CIFS para el entorno virtual (VE) Proxmox mediante
NetApp ONTAP. El multicanal SMB proporciona tolerancia a fallas y mejora el
rendimiento con multiples conexiones de red al sistema de almacenamiento.

Los recursos compartidos de archivos SMB/CIFS requieren tareas de configuracién por parte de los
administradores de almacenamiento y virtualizacion. Para mas detalles, consulte "TR4740 - SMB 3.0


https://mysupport.netapp.com/matrix/#welcome
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https://www.netapp.com/pdf.html?item=/media/17136-tr4740.pdf

Multicanal".

@ Las contrasefias se guardan en archivos de texto sin cifrar y sélo el usuario root puede acceder
a ellas. Referirse a "Documentacion de Proxmox VE".

Grupo de almacenamiento compartido SMB con ONTAP

Tareas del administrador de almacenamiento

Si es nuevo en ONTAP, utilice la Interfaz del Administrador del sistema para completar estas tareas.

1. Habilitar SVM para SMB. Seguir "Documentacion de ONTAP 9" Para mas informacion.

2. Cree al menos dos LIF por controlador. Siga los pasos de la documentacion. Como referencia, aqui hay
una captura de pantalla de los LIF utilizados en esta solucion.

Mostrar ejemplo

Name Status Storage VM IPspace Address Current node = Current p. Portset Protocols

1

3. Configurar la autenticacion basada en Active Directory o grupo de trabajo. Siga los pasos de la
documentacion.

Mostrar ejemplo

ntaphci-a300e9u25::> vserver cifs show -vserver proxmox

Vserver: proxmox
CIFS Server NetBIOS Name: PROXMOX
NetBIOS Domain/Workgroup Name: SDDC
Fully Qualified Domain Name: SDDC.NETAPP.COM
Organizational Unit: CN=Computers

Default Site Used by LIFs Without Site Membership:
Workgroup Name: -
Authentication Style: domain
CIFS Server Administrative Status: up
CIFS Server Description:
List of NetBIOS Aliases: -

ntaphci-a300e9u2s5::

4. Crear un volumen. Marque la opcion para distribuir datos en el cluster para utilizar FlexGroup. Asegurese
de que la proteccion anti-ransomware esté habilitada en el volumen.


https://www.netapp.com/pdf.html?item=/media/17136-tr4740.pdf
https://pve.proxmox.com/pve-docs/chapter-pvesm.html#storage_cifs
https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=5b4ae54a-08d2-4f7d-95ec-b22d015f6035
https://docs.netapp.com/us-en/ontap/smb-config/configure-access-svm-task.html

Mostrar ejemplo
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5. Cree un recurso compartido SMB y ajuste los permisos. Seguir"Documentacion de ONTAP 9" Para mas
informacion.


https://docs.netapp.com/us-en/ontap/smb-config/configure-client-access-shared-storage-concept.html

Mostrar ejemplo

Edit Share X

SHARE MAME

pvesmb01

/pvesmb01

User/group User type Access permission
Authenticated Users Windows Full control
+ Add

Symiinks
@ Symlinks and widelinks
Disable
SHARE PROPERTIES

Enable continuous availability

Allow clients to access Snapshot copies directory

data while acce

Enable change notify
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2 access-based enumeration (ABE)
ders or other shared resources Dased on the access permissions of the user,

6. Proporcione el servidor SMB, el nombre compartido y las credenciales al administrador de virtualizacion.

Tareas del administrador de virtualizacion

Complete estas tareas para agregar el recurso compartido SMB como almacenamiento en Proxmox VE y
habilitar el multicanal para mejorar el rendimiento y la tolerancia a fallas.

1. Recopile el servidor SMB, el nombre del recurso compartido y las credenciales para la autenticacion del
recurso compartido.

2. Asegurese de que al menos dos interfaces estén configuradas en diferentes VLAN para tolerancia a fallas.
Verifique que la NIC admita RSS.

3. Uso de la interfaz de administracion en https:<proxmox-node>: 8006, haga clic en Centro de datos,
seleccione Almacenamiento, haga clic en Agregar y seleccione SMB/CIFS.



Mostrar ejemplo
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4. Introduzca los detalles. El nombre del recurso compartido deberia completarse automaticamente.
Seleccione todos los tipos de contenido y haga clic en Agregar.

Mostrar ejemplo
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5. Para habilitar la opcién multicanal, abra un shell en cualquier nodo del cluster y ejecute el siguiente
comando, donde <storage id> es el ID de almacenamiento creado en el paso anterior:
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pvesm set <storage id> --options multichannel,max channels=16

Mostrar ejemplo
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6. A continuacion se muestra el contenido en /etc/pve/storage.cfg para el almacenamiento configurado:

Mostrar ejemplo

cifs: pvesmbO01l
path /mnt/pve/pvesmbll
server proxmox.sddc.netapp.com
share pvesmb(Ol

content snippets,vztmpl,backup,iso,images, rootdir
options vers=3.11 multichannel,max channels=4
prune—backups keep-all=1

username clfs@sddc.netapp.com

Configurar el almacenamiento NFS para Proxmox VE

Configure el almacenamiento NFS para el entorno virtual (VE) Proxmox mediante
NetApp ONTAP. Utilice el enlace troncal de sesidon con NFS v4.1 o posterior para lograr
tolerancia a fallas y mejoras de rendimiento con multiples conexiones de red al sistema
de almacenamiento.

ONTAP admite todas las versiones de NFS compatibles con Proxmox VE. Usar "troncalizacion de sesiones"
para tolerancia a fallos y mejoras de rendimiento. El enlace troncal de sesién requiere NFS v4.1 o posterior.

Si es nuevo en ONTAP, utilice la Interfaz del Administrador del sistema para completar estas tareas.

Opcién NFS nconnect con ONTAP

Tareas del administrador de almacenamiento

Complete estas tareas para aprovisionar almacenamiento NFS en ONTAP para su uso con Proxmox VE.

11


https://docs.netapp.com/us-en/ontap/nfs-trunking/index.html
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1.

Habilitar SVM para NFS. Referirse a "Documentacion de ONTAP 9".

2. Cree al menos dos LIF por controlador. Siga los pasos de la documentacién. Como referencia, aqui hay

12

una captura de pantalla de los LIF utilizados en el laboratorio.

Mostrar ejemplo

Name Status Storage VM IPspace Address Current node = Current p... Portset Pretocols

o & [y a a a a a Qs
f_prowmox_nas0d &) proxmox Default 12211769 ntaphci-a300-01 ala-3373 SMB/CIFS, NFS, 53

If_proxmox_nas03 z proxmox Default 1722111768 ntaphci-a300-01 ala-3373 SME/CIFS, NFS. 53
f_prowmox_nas0l ® proxmox Default 1722112068 ntaphci-a300-02 a03-3376 SMB/CIFS . NFS

|u
o
b

If_proxmox_nas02 {~ proxmox Default 1722112065 ntaphci-a300-02 ala-3376 SMB/CIFS . NFS

Cree 0 actualice una politica de exportacion NFS para proporcionar acceso a direcciones IP o subredes
del host Proxmox VE. Referirse a "Creacion de politicas de exportacion" y "Agregar regla a una politica de
exportaciéon”.

"Crear un volumen". Para necesidades de gran capacidad (>100 TB), marque la opcién para distribuir
datos en el cluster para usar FlexGroup. Si usa FlexGroup, considere habilitar pNFS en el SVM para un
mejor rendimiento siguiendo estos pasos: "Habilitar pNFS en SVM". Al utilizar pNFS, asegurese de que los
hosts Proxmox VE tengan acceso a los datos de todos los controladores (LIF de datos). Asegurese de que
la proteccion anti-ransomware esté habilitada en el volumen.


https://docs.netapp.com/us-en/ontap/nfs-config/verify-protocol-enabled-svm-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/add-rule-export-policy-task.html
https://docs.netapp.com/us-en/ontap/nfs-config/create-volume-task.html
https://docs.netapp.com/us-en/ontap/pnfs/pnfs-commands.html#enable-nfsv4-1

Mostrar ejemplo

Add volume

AKE

STORAGE Wi

Proxamox

Add a5 a cache for 2 remote volume (FlexCache)
Simplfies fle datnbubon, reduces WAN latency, and krwers WAN Bandwadth coats

Storage and optimization

CARPACITY
Size GiBl b
PERFCRMANCE SERNICE LEVEL
Extrame ~

Mot sure?  Get help selecting type

OFTIMIZATION OPTIONS
Distribute volume data across the cluster (FlexGroup) (2)

Access permissions
B Export viz NFS
GRANT ACCESS TO HOST
default w

Craate a new export policy, or select an existing export policy,

. "Asignar la politica de exportacion al volumen".
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https://docs.netapp.com/us-en/ontap/nfs-config/associate-export-policy-flexvol-task.html
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Mostrar ejemplo



Edit volume X
Nawe
pyenfsOt
Storage and optimization
aamary
315.7¢ GiB -
£0STING DATA sPACE
300 GiB
[® Enabe thin provisioning
15 resize sutomatiesly
AUTOGROW MODE
@ Grow
e
3789 GB v
Grow or shrnk automatically ()
Enable fractional reserve (100%)
Enable quota
Enforce performance limits
485 05 POUCY SROU
@ cxisting
extreme-fixed -~
New
secummyTYPE
UNIX ~
unxpeamssONS
[ Read B Execute
omner ] ]
Grow = ]
omvess ]
Storage efficiency
Enable higher storage efficiency
Dont enable g mode pications. Lesm more [
Snapshot copies (local) settings
SNAPSHOT RESERVE 6
5
HSTING SHAFSHOT RESERVE
15.79 Gig
188 schedue Snapsht copies
SNAPSHOT POLEY
default ~
Schedule ... Maximum Snapshot copies Schedule ‘SnapMirror label SnapLock retention perio
hourly 6 s - 0 second
minutes
past the
hour, every
hour
daily 2 At1210 daily 0 second
AM. every
day
weekly z At12:45 weekly 0 second
AM. only
on Sunday
enable Snapshot locking @
- ™
a retention peniod is specified.
{8 Automatically delete older Snapshot copies
18 show the Snapshot copies directory to clients
it syvtems i e v 0 iy 0 cces T SOt Copies drectoy
Export settings Export settings considerations
[
o
fovenfsO1
EP0RT POUCES
@ select an eisting policy.
expom pOLCY
default ~
(@) This expart policy is being used by 19 objects.
auies
Rule index Clients Access protocols  Read-onlyrule  Read/writerule  SuperUser
1 17221.1200/24 Any Any Any Any
2 17221.117.0/24 Any Any Any Any
+ add
Add a new policy

Sae?

@ Save to Ansible playbook
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6. Notifique al administrador de virtualizacion que el volumen NFS esta listo.

Tareas del administrador de virtualizacion

Complete estas tareas para agregar el volumen NFS como almacenamiento en Proxmox VE y configurar

nConnect o el enlace troncal de sesidon para un mejor rendimiento.

1. Asegurese de que al menos dos interfaces estén configuradas en diferentes VLAN para tolerancia a fallas.

Utilice la unién NIC.

2. Uso de la interfaz de administracion en https : <proxmox-node>:8006, haga clic en Centro de datos,

seleccione Almacenamiento, haga clic en Agregar y seleccione NFS.

Mostrar ejemplo

XK PROXMOX virtual Environment 822 sarch

Sarver View

EE Datacenter (Cluster01)

B pxmox01
E= pxmox02
103 (kube-cir-01) @

E22 RTP (pxmox02)
£28 localnetwork (pxmox02)
O3 H410C-01 (pxmoxD2)
= local (pxmox02)
=[] local-lv (pxmox02)
=[] pvedi? (pxmox02)
=[] pvelun01 (pxmax2)
= pvelund2 (prmox02)
= pvelun(d (pxmox02)
=[] pvelunDd-thin (pxmox02)
=[] pvenfs01 {pxmox2)
= (] pvenfsd2 {pxmox02)
=[] pvens1 (pxmox02)
=[] pvesmbl1 {pxmox02)

Eb pxmox03

W Accounting

W Engineering

W Sales

o Datacenter

Q Search

& Summary

O HNotes

B Cluster

@ Ceph

£ Options

& Storage

E Backup

3 Replication

o' Parmissions
& Users
& API Tokens
&, Two Factor
& Groups
W Pools
# Roles

8

PE FEESE SO S S EFEFEFR

Directory

LVM

LVM-Thin
BTRFS

NFS
SMB/CIFS
GlusterFS
isCSI

CephFS

RED

ZFS over iSCSI
ZFS

Proxmax Backup Server
ESXI

3. Introduzca los detalles. Después de proporcionar la informacion del servidor, las exportaciones NFS
deberian completarse. Seleccione de la lista y elija las opciones de contenido.
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Mostrar ejemplo

Backup Retention

prenfz01 Mo lo resk

pyanas sddc nelapp com

|
fpventsOl
fpvenfs02

pvesmbl 1

© Help Advanecad

4. Para habilitar la opcién nConnect, abra un shell en cualquier nodo del cluster y ejecute el siguiente
comando, donde <storage id> es el ID de almacenamiento creado en el paso anterior:

pvesm set <storage id> --options nconnect=4

Para utilizar el enlace troncal de sesion, asegurese de utilizar NFS v4.1 y configure las opciones
trunkdiscovery y max_connect:

pvesm set <storage id> --options vers=4.1,trunkdiscovery,max connect=16

5. A continuacion se muestra el contenido en /etc/pve/storage.cfg para el almacenamiento configurado:

Mostrar ejemplo

3: pvenirs
export /pvenfs0l
path /mnt/pve/pvenfs01
server pvenas.sddc.netapp.com

content iso,backup,images, rootdir,vztmpl, import, snippets
options vq.1,nconnectzq,trunkdiacovery,max_connethIG
prune—-backups keep-all=1

6. Para verificar que la opcién nConnect esté configurada, ejecute ss -an | grep :2049 en cualquier
host Proxmox VE y verifique si hay multiples conexiones a la IP del servidor NFS. Para verificar que pNFS
esté habilitado, ejecute nfsstat -cy comprobar las métricas relacionadas con el disefio. En funcion del
trafico de datos, deberian ser visibles multiples conexiones a LIF de datos.

En la troncalizacion de sesion, la opcion nconnect se configura solo en una de las interfaces
@ troncales. Con pNFS, la opcion nconnect se configura en las interfaces de metadatos y datos.
Para entornos de produccion, utilice nConnect o troncalizacion de sesion, no ambos.
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Configurar LVM con FC para Proxmox VE

Configure el Administrador de volumenes légicos (LVM) para el almacenamiento
compartido entre hosts del entorno virtual (VE) Proxmox mediante el protocolo Fibre
Channel con NetApp ONTAP. Esta configuracién permite el acceso al almacenamiento a
nivel de bloque con alto rendimiento y baja latencia.

Tareas iniciales del administrador de virtualizacion

Complete estas tareas iniciales para preparar los hosts Proxmox VE para la conectividad FC y recopilar la
informacién necesaria para el administrador de almacenamiento.

1. Verifique que haya dos interfaces HBA disponibles.

2. Asegurese de que multipath-tools esté instalado en todos los hosts Proxmox VE y se inicie en el arranque.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable multipathd

3. Recopile el WWPN de todos los hosts de Proxmox VE y proporciénelo al administrador de
almacenamiento.

cat /sys/class/fc host/host*/port name

Tareas del administrador de almacenamiento

Si es nuevo en ONTAP, utilice el Administrador del sistema para obtener una mejor experiencia.

1. Asegurese de que el SVM esté disponible con el protocolo FC habilitado. Seguir "Documentacion de
ONTAP 9".

2. Cree dos LIF por controlador dedicados para FC.

= P NetApp ONTAP System Manager | MSOL-Netapp-A50-T1901 1ak {{ L search actions, objects, and pages 1] 0 {» B
Dashboard
Network overview o
insights
Sterage
dotwork inte il »
Hests Naot 'k interfaces Subnets ¥
Netwark ~
Eihemet ports Mame | Stfus | Storage WM | iPspace | Adddress | cument node | current post | Portst | Protocols | Type | Throughg
FC ports a | | a m |a | & | a | & | & | a &« | a | &
Ewents & joba - f_prve 6151 - 0RA0GTEEoEdEcT  NSOL-NeApD-ASO-TISU TR 1 14 Cata
Protection g Iif prve 615 2 _'. e 20 0xc0 20 déaac? NEOL-NetApp-AS0-T1SU 1 ] B Cats

Cluster - Tif pve_35.3 %) pve HOLH0IeIELAT  NSOL-NAPP-ASO-TIRY

W pve 6154 { pre W0cAITendtaaxT  NSOL-Nethpp-ASC-EIS 1D t FC Cata o
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https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html

3. Cree un igroup y complete los iniciadores FC del host.

4. Cree el LUN con el tamafio deseado en el SVM y preséntelo al igroup creado en el paso anterior.
Asegurese de que la proteccion anti-ransomware esté habilitada en la pestafia de seguridad para los
sistemas ASAYy en la pestaina de seguridad de volumen para los sistemas AFF/ FAS .

= PENetApp ONTAP System Manager | NEOL-Netipp-A50-T 18011 a0 (X Search actions, objects and pages ) Wt e o 9
Dashbaard
. ; ey ShearagE VM fo Seval Ne (ASC il
Insights ; i ]
(-) Onling = o L4 BMe3+IIGASP O Linux
Storage
Hosts
Performance 2
Network - Storage
Ciardiow
Hour
Etharat parts a 144xe  500ce
£ ports Uszd Sae Latency 0.24 ms
Everits & jobs -
Protection - Data meduction Snapshot used Qo5 pohcy
2tol 61 MiB - & = -
Cluster “ 3 134 = 4 20
3 0
Protection (_JB Show wninialized
clustesd Z) default * None = 1300 g 133 g 1ty
Throughput 0.03 me/s
Host mapping

5. Notifique al administrador de virtualizacién que se creo el LUN.

Tareas finales del administrador de virtualizacion

Complete estas tareas para configurar el LUN como almacenamiento LVM compartido en Proxmox VE.

1. Navegue a un shell en cada host Proxmox VE en el cluster y verifique que el disco esté visible.

lsblk -S
rescan-scsi-bus.sh
lsblk -S

2. Verifique que el dispositivo aparezca en la lista de rutas multiples.

multipath -11
multipath -a /dev/sdX # replace sdX with the device name
multipath -r
multipath -11

3. Crear el grupo de volumenes.
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vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device 1d> is the multipath device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

4. Uso de la interfaz de administracion en https:<proxmox node>:8006, haga clic en Centro de datos,

5.

20

seleccione Almacenamiento, haga clic en Agregar y seleccione LVM.

Mostrar ejemplo

% PRO MO < Virtual Environment 9.1 4

Sea
S o Datacenter
& Datacenter (Cluster03)
% onehost02 Q Search Remove  Edit
B8 Directory
& Summary B UM
J Notes B LVM-Thin
£ Cluster B BTRFS
NFS
@ Ceph 8
B SMBICIFS
£+ Options | iscsl
8 Fege B CephFs
Backup B RBD
3 Repﬁcahon @ ZFS over iSCSI
m ZFS
of* Permissions
) Proxmox Backup Server
R & ESXi
& API Tokens
&, Two Factor

Proporcione el nombre del ID de almacenamiento, elija el grupo de volumenes existente y seleccione el
grupo de volumenes que se acaba de crear con la CLI. Marque la opcidon compartida. Con Proxmox VE 9y
superior, habilite la Allow Snapshots as Volume-Chain opcion, que es visible cuando la casilla de
verificacion Avanzado esta habilitada.



Mostrar ejemplo

Add: LVM
Backup Retention
D pvefc01 Nodes All (No restrictions)
Base storage Existing volume groups Enable
Volume group ablic Shared
Content Disk image, Container Wipe Removed
Volumes
| Allow Snapshots as Volume-Chain

Snapshots as Volume-Chain are a technology preview.

Keep Snapshots as Volume-Chain enabled if gcow2 images exist!
& Help Advanced “

6. A continuacion se muestra el archivo de configuracién de almacenamiento de muestra para LVM usando
FC:

Mostrar ejemplo

lvm: pvefcO0l
vgname ad0fc
content images,rootdir

saferemove 0
shared 1
snapshot-as-volume-chain 1

Con Proxmox VE 9 y superior, el archivo de configuracion de almacenamiento incluye la opcién adicional
snapshot-as-volume-chain 1 cuando Allow Snapshots as Volume-Chain esta habilitado.

Configurar LVM con iSCSI para Proxmox VE

Configure el Administrador de volumenes légicos (LVM) para el almacenamiento
compartido entre hosts del entorno virtual (VE) Proxmox mediante el protocolo iSCSI con
NetApp ONTAP. Esta configuracién permite el acceso al almacenamiento a nivel de
bloque a través de redes Ethernet estandar con soporte de multiples rutas.
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Pool compartido de LVM con iSCSI mediante ONTAP

Tareas iniciales del administrador de virtualizacion

Complete estas tareas iniciales para preparar los hosts Proxmox VE para la conectividad iSCSI y recopilar la
informacién necesaria para el administrador de almacenamiento.

1. Verifique que haya dos interfaces VLAN de Linux disponibles.

2. Asegurese de que multipath-tools esté instalado en todos los hosts Proxmox VE y se inicie en el arranque.

apt list | grep multipath-tools

# If need to install, execute the following line.
apt-get install multipath-tools

systemctl enable multipathd

3. Recopile el IQN del host iSCSI para todos los hosts Proxmox VE y proporcionelo al administrador de
almacenamiento.

cat /etc/iscsi/initiator.name

Tareas del administrador de almacenamiento

Si es nuevo en ONTAP, utilice el Administrador del sistema para obtener una mejor experiencia.

1. Asegurese de que la SVM esté disponible con el protocolo iSCSI habilitado. Seguir "Documentacion de
ONTAP 9".

2. Cree dos LIF por controlador dedicados para iSCSI.

Name Status Storage VM IPspace Address Current node = Current p... Portset Protocols
qQ A prox Q Q Q Q Q Q scst
lif_proxmox_iscsi01 {_.7' proxmox Default 172.21.118,109 ntaphei-a300-01 a0a-3374 ISCSH
Iif_proxmox_iscsi02 @ Proxmox Defauit 172.21.119.108 ntaphci-a300-01 ala-3375 iSCSI
lif_proxmox_iscsi04 ) proxmox Defauit 172.21.119.110 ntaphci-a300-02 a0a-3375 iSCSI

lif_proxmox_iscsi03 [© proxmox Default 17221.118110 ntaphci-a300-02 ala-3374 iSCsl

3. Cree un igroup y complete los iniciadores iSCSI del host.

4. Cree el LUN con el tamafio deseado en el SVM y preséntelo al igroup creado en el paso anterior.
Asegurese de que la proteccion anti-ransomware esté habilitada en la pestafia de seguridad de los
sistemas ASA . Para los sistemas AFF/ FAS , asegurese de que la proteccion anti-ransomware esté
habilitada en la pestafia de seguridad del volumen.
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=d66ef67f-bcc2-4ced-848e-b22e01588e8c
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html
https://docs.netapp.com/us-en/ontap/san-admin/provision-storage.html

Edit LUN X

pvelun(l

proxmaox

Storage and optimization

Thin provisioning

Enable space allocation

Haost information

Q) search @ Showhide = Filter
Initiator group LUN 1D Type
o ] Q Lifux
Cancel LA]

5. Notifique al administrador de virtualizacién que se cre6 el LUN.

Tareas finales del administrador de virtualizacion

Complete estas tareas para configurar el LUN iSCSI como almacenamiento LVM compartido en Proxmox VE.

1. Uso de la interfaz de administracion en https:<proxmox node>:8006, haga clic en Centro de datos,
seleccione Almacenamiento, haga clic en Agregar y seleccione iSCSI.
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x PRO X MO X Vitual Environment 822 Search

Server View

2 Datacenter (Cluster01)
B pamox01
B pxmox02
103 (kube-ctri-01) @

222 RTP (pxmox02)
£22 |ocalnetwork (prmox(2)
& HA10C-01 (pxmoxd2)
= llocal {prmox(2)
=] local-ivm (pxmeox02)
=[] pvedir01 (pxmox02)
=[] pvelun01 (pxmox02)
= prelun02 (pemoxd2)
= pvelundd (prmoxl2)
E i] pvalund-thin (paomox02)
=[] pvenfsd1 (pxmox2)
=[] pvenfsd2 (pxmox02)
=[] pvens01 (pxmox02)
=[] pvesmb01 (pxmox02)

Eb pomox)

¥ Accounting

% Engineering

¥ Sales

b Datacenter

Q Search

& Summary

[J Motes

E Cluster

@ Ceph

#3 Options

£ Storage

Backup

3 Replication

w' Permissions
& Users
& APl Tokens
4, Two Factor
& Groups
W Pools
$ Roles
@ Realms

=
a

g EEENEDESFFEFR

- L

Remove Edit
Directory
LvM
LVM-Thin
BTRFS
NFS
SMBICIFS
GlusterFS
iISCSI
CephF3s
RBD
ZFS over iSCSI
ZFS
Proxmox Backup Server
ESXi

2. Proporcione el nombre de ID de almacenamiento. La direccion iSCSI LIF de ONTAP deberia poder elegir
el destino cuando no haya problemas de comunicacion. Si la intencién es no proporcionar acceso LUN

directamente a las maquinas virtuales invitadas, desmarque esa opcion.

Add: iISCS]
m Backup Retantion
1] p'ﬁﬂl1ﬂ1 MNodes A (Na resirictions}
Paral 172.21.118.109 Enaliz
Targat | \dcO0al98b46a21vs 48 Use LUNS
. e — directly
@ Help

3. Haga clic en Agregar y seleccione LVM.
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X PROXMO X vinuai Envionment 822 <o

Server View

£= Datacenter (Cluster01)

B pxmoxd 1
B pxmox(i2

103 (kube-ctri-01) @
22 RTP (pxmox(2)
£22 localnetwork [poemox(2}
& HA10C-01 (premoxd?)
= [ tocal (pxmoxi2)
£ [ local-vm (pxmox02)
=[] pvedicd1 (pxmox02)
=[] pvelund1 (pxmox02)
£ pvemD2 (pxmox(2)
2 pvelun04 (pxmox02)
£ (] pvelun04-thin (pxmox(i2)
Eﬂ pvenfsl (pomox02)

[ pvenfs02 (prmox02)
2] pvensd1 (pmoxd2)
£ presmb01 (pxmox02)

b Datacenter

Q, Search

& Summary

O Notes

= Cluster

@ Ceph

& Options

£ Storage

E Backup

3 Replication

o Pemissions
& Users
B APi Tokens
&, Two Factor

B rxmox(3
W Accounting
W Enginssring
W Sales

¥ Groups
W Pools
§ Rolss

'ﬂllnlln-mllll_g

i

4

Remove
Directory
LVM
LVM-Thin
BTRFS
NFS
SMBICIFS
GlusterFS
isCsl
CephF5S
RED
ZFS over iSCSI
ZFS

Proxmox Backup Server

ESXi

4. Proporcione el nombre de ID de almacenamiento y seleccione el almacenamiento base que coincida con
el almacenamiento iISCSI creado en el paso anterior. Seleccione el LUN para el volumen base y
proporcione el nombre del grupo de volumenes. Asegurese de que la opciéon compartida esté
seleccionada. Con Proxmox VE 9 y superior, habilite la A11ow Snapshots as Volume-Chain opcion,
que es visible cuando la casilla de verificacion Avanzado esta habilitada.

Add. LVM

m Backup Retention

0 prvelund1
Base storage pvelundl (ISCS1)
Base valume |
Volume group I Mode 1o scan
Content | Naine

© Heip CHODIDOLUND

. CHODIDOLUN 1
CHOOIDOLUN 2
CHOOIDOLUN 3

Modes All (Mo restrictions)

Enable

Shared v

For Size

raw 268 44 GB
Faw 37581 GB
raw 10737 GB
raw 13422 GB

5. A continuacion se muestra el archivo de configuracién de almacenamiento de muestra para LVM usando

iSCSI:
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Mostrar ejemplo

iscai: pvelunll

nodes pamox02, pamox0l, pimox03

lvm: pvelunll
vgname pvelunll
content ima
nodes paxmox03, pamox01, proncx02

Con Proxmox VE 9y superior, el archivo de configuracion de almacenamiento incluye la opcion adicional
snapshot-as-volume-chain 1 cuando Allow Snapshots as Volume-Chain esta habilitado

Configurar LVM con NVMe/FC para Proxmox VE

Configure el Administrador de volumenes légicos (LVM) para el almacenamiento
compartido entre hosts del entorno virtual (VE) Proxmox mediante el protocolo NVMe
sobre canal de fibra con NetApp ONTAP. Esta configuracién proporciona acceso al
almacenamiento a nivel de bloque de alto rendimiento con baja latencia utilizando el
protocolo NVMe moderno.

Tareas iniciales del administrador de virtualizacion

Complete estas tareas iniciales para preparar los hosts Proxmox VE para la conectividad NVMe/FC y recopilar
la informacion necesaria para el administrador de almacenamiento.

1. Verifique que haya dos interfaces HBA disponibles.

2. En cada host Proxmox del cluster, ejecute los siguientes comandos para recopilar la informacion de
WWPN vy verificar que el paquete nvme-cli esté instalado.

apt update
apt install nvme-cli
cat /sys/class/fc host/host*/port name

nvme show-hostngn

3. Proporcione la informacion NQN y WWPN del host recopilada al administrador de almacenamiento y
solicite un espacio de nombres NVMe del tamano requerido.

Tareas del administrador de almacenamiento
Si es nuevo en ONTAP, utilice el Administrador del sistema para obtener una mejor experiencia.

1. Asegurese de que la SVM esté disponible con el protocolo NVMe habilitado. Referirse a "Documentacion
de tareas de NVMe en ONTAP 9".

2. Crea el espacio de nombres NVMe.
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https://docs.netapp.com/us-en/ontap/san-admin/create-nvme-namespace-subsystem-task.html
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Mostrar ejemplo

Add storage units

Mame

pvens01 ‘

Storage VM

pve v ‘

Number of units Capacity per unit

1 ‘500 ‘ GB

Host operating system

Linux v ‘

Host mapping

{ cluster03-nvmeof ~ I

«” More options Cancel m

3. Cree el subsistema y asigne los NQN del host (si usa CLI). Siga el enlace de referencia arriba.

4. Asegurese de que la proteccion Anti-Ransomware esté habilitada en la pestafia de seguridad.
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Mostrar ejemplo

= PINetApp ONTAP System Manager | NSOL-Netapg- ASG-T15U1 16t (€4 search actions, objects, and pages W @ o 6
Dashboard
Back 1o storage
insights
-
Sengs pvens01_1
Mosts Overview Snapshats Replication Securhy 2 e
Hatsrork - Anti-ransomware
tensajors  ~ (@) Enabled
Pas .
Protection g

Cluster -

5. Notifique al administrador de virtualizacion que se creo el espacio de nombres NVMe.

Tareas finales del administrador de virtualizacidon

Complete estas tareas para configurar el espacio de nombres NVMe como almacenamiento LVM compartido
en Proxmox VE.

1. Navegue a un shell en cada host Proxmox VE en el cluster y verifique que el nuevo espacio de nombres
esté visible.

2. Verifique los detalles del espacio de nombres.

nvme list

3. Inspeccionar y recopilar detalles del dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -N

4. Crear el grupo de volumenes.

vgcreate <volume group name> /dev/mapper/<device id>

# Where <volume group name> is the desired name for the volume group and
<device id> is the nvme device id.

pvs

# Verify the physical volume is part of the volume group.

vgs

# Verify the volume group is created.

9. Uso de la interfaz de administracién en https:<proxmox node>:8006, haga clic en Centro de datos,
seleccione Almacenamiento, haga clic en Agregar y seleccione LVM.
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Mostrar ejemplo

% PRO <MO < virtual Environment 9.1.4

Sea
Server View o Datacenter
& Datacenter (Cluster03)
% onehost02 Q Search Remove  Edit
B Directory
& Summary B VM
[J Notes B LVM-Thin
E= Cluster & BTRFS
NFS
@® Ceph 8
B SMBICIFS
& Cpecas B iscsl
£ Storage B CephFS
Backup B RBD
£3 Replication B ZFS overiSCSI
m 7FS
=’ Permissions
= Proxmox Backup Server
& Users & ESX
& API Tokens
Q. Two Factor

6. Proporcione el nombre del ID de almacenamiento, elija el grupo de volumenes existente y seleccione el
grupo de volumenes que se acaba de crear con la CLI. Marque la opcién compartida. Con Proxmox VE 9y
superior, habilite la A11ow Snapshots as Volume-Chain opcion, que es visible cuando la casilla de
verificacion Avanzado esté habilitada.

29



Mostrar ejemplo

AAA | AMRA
il /
FALILE :l“'i ¥l

Backup Retention

D pvens01 Nodes

Base storage Existing volume groups Enable

Volume group pvens01 Shared

Content Disk image, Container Wipe Removed
Volumes

kA ] napshots as Volu 1

Snapshots as Velume-Chain are a technology preview

Keep Snapshots as Volume-Chain enabled if gcow?2 images exist!

& Heip Advanced m

7. A continuacion se muestra un archivo de configuracion de almacenamiento de muestra para LVM usando
NVMe/FC:

Mostrar ejemplo

lvm: pwvens(Ol
vgname pvens0l

content images, rootdir

saferemove 0
shared 1
snapshot—-as-volume-chain 1

Configurar LVM con NVMe/TCP para Proxmox VE

Configure el Administrador de volumenes légicos (LVM) para el almacenamiento
compartido entre hosts del entorno virtual (VE) Proxmox mediante el protocolo NVMe
sobre TCP con NetApp ONTAP. Esta configuracion proporciona acceso de
almacenamiento a nivel de bloque de alto rendimiento a través de redes Ethernet
estandar utilizando el moderno protocolo NVMe.

Pool compartido de LVM con NVMe/TCP mediante ONTAP
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Tareas iniciales del administrador de virtualizacion

Complete estas tareas iniciales para preparar los hosts Proxmox VE para la conectividad NVMe/TCP y
recopilar la informacion necesaria para el administrador de almacenamiento.

1. Verifique que haya dos interfaces VLAN de Linux disponibles.

2. En cada host Proxmox del cluster, ejecute el siguiente comando para recopilar la informacion del iniciador
del host.

nvme show-hostngn

3. Proporcione la informacion NQN del host recopilada al administrador de almacenamiento y solicite un
espacio de nombres NVMe del tamario requerido.

Tareas del administrador de almacenamiento

Si es nuevo en ONTAP, utilice el Administrador del sistema para obtener una mejor experiencia.

1. Asegurese de que la SVM esté disponible con el protocolo NVMe habilitado. Referirse a "Documentacion
de tareas de NVMe en ONTAP 9".

2. Crea el espacio de nombres NVMe.
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Mostrar ejemplo

Add NVMe namespace X

m
o]
X3
n
T

pvens02

LAfSET e AT

NVME SUBSYSTEM

proxmox_subsystem_606 -

Mare options Cancel “

3. Cree el subsistema y asigne los NQN del host (si usa CLI). Siga el enlace de referencia arriba.

4. Asegurese de que la proteccion Anti-Ransomware esté habilitada en la pestafia de seguridad.
5. Notifique al administrador de virtualizacion que se cred el espacio de nombres NVMe.
Tareas finales del administrador de virtualizacion

Complete estas tareas para configurar el espacio de nombres NVMe como almacenamiento LVM compartido
en Proxmox VE.

1. Navegue a un shell en cada host Proxmox VE en el cluster y cree el archivo /etc/nvme/discovery.conf.
Actualice el contenido especifico de su entorno.
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root@pxmox0l:~# cat /etc/nvme/discovery.conf

# Used for extracting default parameters for discovery

#

# Example:

# —-—transport=<trtype> --traddr=<traddr> --trsvcid=<trsvcid> --host
—-traddr=<host-traddr> --host-iface=<host-iface>

-t tcp -1 1800 -a 172.21.118.153
-t tcp -1 1800 -a 172.21.118.154
-t tcp -1 1800 -a 172.21.119.153
-t tcp -1 1800 -a 172.21.119.154

2. Inicie sesion en el subsistema NVMe.

nvme connect-all

3. Inspeccionar y recopilar detalles del dispositivo.

nvme list

nvme netapp ontapdevices
nvme list-subsys

1sblk -1

4. Crear el grupo de volumenes.

vgcreate pvens02 /dev/mapper/<device id>

5. Uso de la interfaz de administracion en https:<proxmox node>:8006, haga clic en Centro de datos,
seleccione Almacenamiento, haga clic en Agregar y seleccione LVM.



Mostrar ejemplo

% PRO MO < Virtual Environment 9.1.4 Sea

Server View

£ Datacenter (Cluster(3)
% onehost02

o Datacenter

Remove Edit

A e B Directory
& Summary = VM
O Notes B LVM-Thin
= Cluster B BTRFS
NFS
@ Ceph B
E SMBICIFS
## Options B iscs
L B CephFS
Backup B RBD
£3 Replication B ZFS overiSCSI
= m /FS
= Permissions
= Proxmox Backup Server
& Users o | esx
& APl Tokens
&, Two Factor

6. Proporcione el nombre del ID de almacenamiento, elija el grupo de volumenes existente y seleccione el
grupo de volumenes que se acaba de crear con la CLI. Marque la opcién compartida. Con Proxmox VE 9y
superior, habilite la A11ow Snapshots as Volume-Chain opcion, que es visible cuando la casilla de
verificacion Avanzado esté habilitada.

Mostrar ejemplo

Add- LV

Backup Retantion

i prensi2 Modes Al (Mo restricions)
Basze storage Existing volume groups Erabias
Valume group prensli2 Shared e
Contant Disk image, Conlainer Wipe Removed
Volpmes

= ==

7. A continuacion se muestra un archivo de configuracion de almacenamiento de muestra para LVM usando
NVMe/TCP:
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Mostrar ejemplo

lvm: pvens02
vgname pvens(02
content rootdir, images

nodes pxmox03, pxmox02, paxmox01
saferemove 0
shared 1

Con Proxmox VE 9y superior, el archivo de configuracion de almacenamiento incluye la opcién adicional
snapshot-as-volume-chain 1 cuando Allow Snapshots as Volume-Chain esta habilitado.

El paquete nvme-cli incluye nvmef-autoconnect.service, que puede habilitarse para conectarse
automaticamente a los destinos durante el arranque. Consulte la documentacion de nvme-cli
para obtener mas detalles.

35



Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.

36


http://www.netapp.com/TM

	Aprovisionar almacenamiento ONTAP para Proxmox VE : NetApp virtualization solutions
	Tabla de contenidos
	Aprovisionar almacenamiento ONTAP para Proxmox VE
	Obtenga más información sobre la arquitectura de almacenamiento ONTAP para el entorno virtual Proxmox
	Arquitectura de la solución
	Funciones de ONTAP para Proxmox VE

	Tipos de almacenamiento compatibles con el entorno virtual Proxmox
	Compatibilidad con el protocolo NAS
	Compatibilidad con el protocolo SAN
	Matriz de compatibilidad de tipos de almacenamiento

	Pautas de implementación para el entorno virtual Proxmox con almacenamiento NetApp ONTAP
	Pautas de configuración de red
	Prácticas recomendadas para la configuración del almacenamiento
	Pautas de configuración de Proxmox VE

	Configurar protocolos de almacenamiento con ONTAP para Proxmox VE
	Obtenga información sobre los protocolos de almacenamiento para Proxmox VE con NetApp ONTAP
	Configurar el almacenamiento SMB/CIFS para Proxmox VE
	Configurar el almacenamiento NFS para Proxmox VE
	Configurar LVM con FC para Proxmox VE
	Configurar LVM con iSCSI para Proxmox VE
	Configurar LVM con NVMe/FC para Proxmox VE
	Configurar LVM con NVMe/TCP para Proxmox VE



