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Conozca el entorno virtual Proxmox

Proxmox Virtual Environment (VE) es un hipervisor tipo 1 de cédigo abierto basado en
Debian Linux, capaz de alojar tanto maquinas virtuales como contenedores Linux (LXC).
Obtenga informacion sobre Proxmox VE, incluido su soporte para virtualizacion completa
basada en VM y contenedores, administracion de clusteres, opciones de computacion y
almacenamiento, capacidades de red, herramientas de monitoreo y estrategias de
proteccion de datos.

Descripcién general

El entorno virtual (VE) de Proxmox admite virtualizacién completa basada en maquinas virtuales y
contenedores en el mismo host. La maquina virtual basada en kernel (KVM) y el emulador rapido (QEMU) se
utilizan para la virtualizacién completa de la maquina virtual. QEMU es un emulador y virtualizador de
maquinas de cédigo abierto y utiliza el médulo Kernel KVM para ejecutar cédigo invitado directamente en la
CPU host. Linux Containers (LXC) permite administrar los contenedores como maquinas virtuales con
persistencia de datos durante los reinicios. Con Proxmox VE 9 y versiones posteriores, se incluye soporte de
registro OCI para extraer imagenes de contenedores de registros publicos y privados. La compatibilidad con
contenedores de aplicaciones se agrega como Vista previa de tecnologia en Proxmox VE 9.
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La APl RESTful esta disponible para tareas de automatizacion. Para obtener informacion sobre las llamadas
API, consulte"Visor de API de Proxmox VE"

Gestion de clusteres

El portal de gestion basado en web esta disponible en el nodo Proxmox VE en el puerto 8006. Es posible unir
una coleccién de nodos para formar un cluster. La configuraciéon de Proxmox VE, /etc/pve , se comparte
entre todos los nodos del cluster. Usos de Proxmox VE"Motor de cluster Corosync" para gestionar el cluster.
Se puede acceder al portal de administracion desde cualquier nodo del cluster.


https://pve.proxmox.com/pve-docs/api-viewer/index.html
https://pve.proxmox.com/wiki/Cluster_Manager
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Un cluster permite monitorear y reiniciar maquinas virtuales y contenedores en otros nodos si el nodo anfitrion
falla. Las maquinas virtuales y los contenedores deben configurarse para alta disponibilidad (HA). Las
maquinas virtuales y los contenedores se pueden alojar en un subconjunto especifico de hosts mediante la
creacion de grupos de afinidad. La maquina virtual o el contenedor estan alojados en un host con la maxima
prioridad. Para mas informacion, consulte "Gerente de HA"

< Edit: HA Group
= 1D Zanel restrictind
nofailback
" Comment
- B | Node ] Memory usage % CPU usage Priority
L prmoxt 16% 14% of 4 CPUs 5
L pemoxi2 13% 25% of 4 CPUs 4
1 prmoxdd 13% 24% of 4 CPUs 5
*

[ @t | ok |

Las opciones de autenticacion incluyen Linux PAM, Proxmox VE PAM, LDAP, Microsoft AD o OpenlD. Los
permisos se pueden asignar a través de roles y el uso de grupos de recursos, que son una coleccion de
recursos. Para obtener mas detalles, consulte"Gestion de usuarios de Proxmox"


https://pve.proxmox.com/wiki/High_Availability
https://pve.proxmox.com/pve-docs/chapter-pveum.html

Las credenciales de conexion de LDAP/Microsoft AD pueden almacenarse en texto sin cifrar y
en un archivo que debe estar protegido por el sistema de archivos del host.

Para administrar varios clusteres Proxmox VE, el producto Proxmox Datacenter Manager esta disponible
como una instalacion independiente. Proporciona un unico panel para administrar multiples clusteres Proxmox
VE vy servidores de respaldo Proxmox. Permite migrar maquinas virtuales y contenedores entre clusteres.

Los clientes con una suscripcion Basica, Estandar o Premium activa para sus controles remotos Proxmox
obtienen acceso al Repositorio Empresarial de Proxmox Datacenter Manager y al soporte técnico.

Calcular

Las opciones de CPU para una VM incluyen la cantidad de nucleos de CPU y sockets (para especificar la
cantidad de vCPU), la opcion de elegir NUMA, definir la afinidad, establecer los limites y el tipo de CPU.

Create: Virtual Machine (=)

General 05  System  Disks Memory

Sockets: 2 4 Type: x86-64-v2-AES X
Cores 2 g Total cores: 4
VCPUs 4 ; CPU units 100
CPU limit unfimited ! Enable NUMA
CPU Affinity All Cores
Extra CPU Flags:
Default O@O) + md-clear Required to let the guest 05 know if MDS is mitigated correctly -~
Default O+ pcd Meltdown fix cost reduction on Westmere, Sandy-, and IvyBridge
i Intel CPUs
Default .O)@( )+ speccrd Allows improved Spectre mitigation with Intel CPUs
Default -O@O) + sshd Protection for "Speculative Store Bypass™ for Intel models
Default O@O + ibpb Allows improved Spectre mitigation with AMD CPUs
Default @y 4+  vit-ssbd Basis for "Speculative Store Bypass™ protection for AMD models b

© Help Advanced [/ [ Next |

Para obtener orientacion sobre los tipos de CPU y como afectan la migracion en vivo, consulte"Seccion de
maquina virtual QEMU/KVM de la documentaciéon de Proxmox VE"

Las opciones de CPU para la imagen del contenedor LXC se muestran en la siguiente captura de pantalla.


https://pve.proxmox.com/pve-docs/chapter-qm.html#qm_cpu
https://pve.proxmox.com/pve-docs/chapter-qm.html#qm_cpu
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La VM y LXC pueden especificar el tamafo de la memoria. Para las maquinas virtuales, la funcion de globo
esta disponible para las maquinas virtuales Linux. Para obtener mas informacion, consulte"Seccion de
maquina virtual QEMU/KVM de la documentacion de Proxmox VE"

Almacenamiento

Una maquina virtual consta de un archivo de configuracion, /etc/pve/gemu-server/<vm id>.confy
componentes de disco virtual. Los formatos de disco virtual admitidos son raw, gcow2 y VMDK. QCOW2
puede proporcionar capacidades de aprovisionamiento fino y de instantaneas en varios tipos de
almacenamiento.

Add- Hard Disk (=

Bandwidth

Bass/Devica SCSl 1 Cache Default (Mo cache)
SCSi Controller:  VirlO SCSI single Oiscard
Storage pvesmbl1 IO thraad
Disk stz (GERY; 32
Famat | QEMU imag format (qc_- |
— Raw disk image (raw)
S50 amulation  QEMU image format Backup kA
Raad-anly {qeowl) Skip replication
Viharars g g foomt Asyne: 10 Default {lo_uring}
(k)

0 e pancss - D

Existe una opcion para presentar los LUN iSCSI a una VM como dispositivos sin procesar.

Proxmox VE 9 y versiones posteriores admiten aprovisionamiento fino y recuperacion de espacio (UNMAP)
con tipos de almacenamiento iISCSI y FC. Para mas detalles, consulte "Almacenamiento Proxmox VE"

LXC también tiene su propio archivo de configuracion, /etc/pve/lxc/<container id>.confy


https://pve.proxmox.com/pve-docs/chapter-qm.html#qm_memory
https://pve.proxmox.com/pve-docs/chapter-qm.html#qm_memory
https://pve.proxmox.com/pve-docs/chapter-pvesm.html#thin_provisioning_and_space_reclamation_support

componentes del disco contenedor. El volumen de datos se puede montar desde los tipos de almacenamiento
admitidos.

L) Creste Mouni Poimt

Mourst Pait 10 0 Path asamaipath

Storage localdm Backup
Digk size (GE) MNami | Typa Aund Capacity
 locatvm | wmthin - 1456GB 145663
pudird1 de B5ETGE  99.80GE
Read-only pushund 1 I 6843GE  26643GE
Mourt aptians. pvesundd-thin bemnthin S1.00 GB 13385 GB
| pventsd? nfs 216468 2221268
@ He | pvenis2 nfs INETGE  32212GB .

| puanstn v 952768 2952768 |
pueansbi) ity 027868 2147568

Los tipos de almacenamiento admitidos incluyen disco local, NAS (SMB y NFS) y SAN (FC, iSCSI, NVMe-oF,
etc.). Para mas detalles, consulte"Almacenamiento Proxmox VE"

Cada volumen de almacenamiento esta configurado con los tipos de contenido permitidos. Los volumenes
NAS admiten todos los tipos de contenido, mientras que la compatibilidad con SAN esta limitada a imagenes
de maquinas virtuales y contenedores. El tipo de almacenamiento de directorio también admite todos los tipos
de contenido.

@ Las credenciales de conexion SMB se almacenan en texto sin cifrar y solo la raiz puede
acceder a ellas.

Add: NFS & |
|
Backup Retention
D [ I Modes All (No restrictions) |
Sarver | l Enable A
Export [ ; l
Conlent | Disk image - |
Disk image
Preallocation: IS0 image MNFS Version Default
Container template
v Il vowessons | -] o |
| Container f
Snippets


https://pve.proxmox.com/pve-docs/chapter-pvesm.html

Add: VM

Backup Retantion

I Nodes All (Mo restrictions)
Base slorage pveluntd (ISCSI) Enable
Base valuma | Shared
Volume group Wipe Removed
r Valumes
Conant Disk image. Containes
Disk image
@ Heip Container |- Add

Para importar maquinas virtuales desde un entorno Broadcom vSphere, el host vSphere también se puede
incluir como dispositivo de almacenamiento.

Red

Proxmox VE admite redes basadas en host y redes virtuales de todo el cluster mediante funciones de red
nativas de Linux, como el puente Linux y Open vSwitch, para implementar redes definidas por software (SDN).
Las interfaces Ethernet del host se pueden unir para proporcionar tolerancia a fallas y alta disponibilidad. Para
otras opciones, consulte "Documentacion de Proxmox VE"
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Las redes de invitados se pueden configurar a nivel de cluster y los cambios se envian a los hosts miembros.
La separacion se gestiona con zonas, redes virtuales y subredes. "Zona" define los tipos de red como Simple
(aislada con NAT de origen), VLAN (802.1Q - dependencia de conmutador externo), Apilamiento de VLAN


https://pve.proxmox.com/pve-docs/chapter-sysadmin.html#_choosing_a_network_configuration
https://pve.proxmox.com/pve-docs/chapter-pvesdn.html

(802.1ad - VLAN privada), VXLAN (Capa 2 sobre Capa 3). Para redes tipo VPC), EVPN (VXLAN con BGP
para crear una red multicluster de capa 3), etc.

Dependiendo del tipo de zona, la red se comporta de manera diferente y ofrece caracteristicas, ventajas y
limitaciones especificas.

Los casos de uso de SDN varian desde una red privada aislada en cada nodo individual hasta redes
superpuestas complejas en multiples clusteres PVE en diferentes ubicaciones.

Después de configurar una VNet en la interfaz de administraciéon SDN del centro de datos de todo el cluster,
esta disponible como un puente Linux comun, localmente en cada nodo, para ser asignado a maquinas
virtuales y contenedores.

Cuando se crea una maquina virtual, el usuario tiene la capacidad de elegir el puente Linux al que conectarse.
Se pueden incluir interfaces adicionales después de crear la maquina virtual.

I
Create: Virtual Machine &)

General 0OS System Disks CPU  Memory Confirm

[ ] Mo network device

Bridge VLAN33T2 Model VirtlO (paravirtualized)
VLAN Tag Bridge | Active Comment
Firewall VLAN1S4 Yes VM Public
— VLAN186 Yes Kubernetes -

Disconnect VLAN33T2 Yes Management VLAN ted
MTU VLANI3TA Yes Guest Block Storage Network 01

VLAN33TS Yes Guest Block Storage MNetwork 02

vmbr( Yes

vmbr1 Yes File Storage

© Help Advanced L m

Y aqui esta la informacion de VNet a nivel de centro de datos.
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La pagina de resumen de la mayoria de los objetos, como centro de datos, host, VM, contenedor,
almacenamiento, etc., proporciona detalles e incluye algunas métricas de rendimiento. La siguiente captura de
pantalla muestra la pagina de resumen de un host e incluye informacion sobre los paquetes instalados.

810 (eunning bernels 8.8.4.R-pva)
[Punsing varsion: 8.3, 29388340 caTafbeed)

Las estadisticas sobre hosts, invitados, almacenamiento, etc. se pueden enviar a una base de datos externa
Graphite o Influxdb. Para mas detalles, consulte"Documentacion de Proxmox VE" .

Proteccion de datos

Proxmox VE incluye opciones para realizar copias de seguridad y restaurar las maquinas virtuales y los
contenedores en el almacenamiento configurado para el contenido de respaldo. Las copias de seguridad se
pueden iniciar desde la interfaz de usuario o la CLI utilizando la herramienta vzdump o se pueden programar.
Para mas detalles, consulte"Seccién de copia de seguridad y restauracion de la documentacion de Proxmox

VE".


https://pve.proxmox.com/pve-docs/chapter-sysadmin.html#external_metric_server
https://pve.proxmox.com/pve-docs/chapter-vzdump.html
https://pve.proxmox.com/pve-docs/chapter-vzdump.html
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El contenido de respaldo debe almacenarse fuera del sitio para protegerlo de cualquier desastre en el sitio de
origen.

Veeam agreg0 soporte para Proxmox VE con la version 12.2. Esto permite restaurar copias de seguridad de
maquinas virtuales desde vSphere a un host Proxmox VE.
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