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Implementar en las instalaciones

Requisitos para implementar Red Hat OpenShift
Virtualization con ONTAP

Revise los requisitos para instalar e implementar la virtualización OpenShift con sistemas
de almacenamiento ONTAP .

Prerrequisitos

• Un clúster Red Hat OpenShift (posterior a la versión 4.6) instalado en una infraestructura física con nodos
de trabajo RHCOS

• Implementar comprobaciones del estado de la máquina para mantener la alta disponibilidad de las
máquinas virtuales

• Un clúster NetApp ONTAP , con SVM configurado con el protocolo correcto.

• Trident instalado en el clúster OpenShift

• Se creó una configuración de backend de Trident

• Una StorageClass configurada en el clúster OpenShift con Trident como aprovisionador

Para conocer los requisitos previos de Trident mencionados anteriormente, consulte"Sección de instalación
del Trident" Para más detalles.

• Acceso de administrador de clúster al clúster Red Hat OpenShift

• Acceso de administrador al clúster NetApp ONTAP

• Una estación de trabajo de administrador con herramientas tridentctl y oc instaladas y agregadas a $PATH

Debido a que OpenShift Virtualization es administrado por un operador instalado en el clúster OpenShift, esto
supone una sobrecarga adicional en la memoria, la CPU y el almacenamiento, que debe tenerse en cuenta al
planificar los requisitos de hardware para el clúster. Ver la documentación "aquí" Para más detalles.

De manera opcional, también puede especificar un subconjunto de los nodos del clúster OpenShift para alojar
los operadores, controladores y máquinas virtuales de OpenShift Virtualization mediante la configuración de
reglas de ubicación de nodos. Para configurar las reglas de ubicación de nodos para OpenShift Virtualization,
siga la documentación "aquí" .

Para el respaldo de almacenamiento de OpenShift Virtualization, NetApp recomienda tener una StorageClass
dedicada que solicita almacenamiento de un backend Trident particular, que a su vez está respaldado por un
SVM dedicado. Esto mantiene un nivel de multitenencia con respecto a los datos que se sirven para cargas de
trabajo basadas en VM en el clúster OpenShift.

Implementar Red Hat OpenShift Virtualization con ONTAP

Instalar OpenShift Virtualization en un clúster bare-metal de Red Hat OpenShift. Este
procedimiento incluye iniciar sesión con acceso de administrador del clúster, navegar al
OperatorHub e instalar el operador de OpenShift Virtualization.

1. Inicie sesión en el clúster bare-metal de Red Hat OpenShift con acceso de administrador del clúster.
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2. Seleccione Administrador en el menú desplegable Perspectiva.

3. Vaya a Operadores > OperatorHub y busque OpenShift Virtualization.

4. Seleccione el mosaico OpenShift Virtualization y haga clic en Instalar.
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5. En la pantalla Instalar operador, deje todos los parámetros predeterminados y haga clic en Instalar.

6. Espere a que se complete la instalación del operador.

7. Una vez instalado el operador, haga clic en Crear HyperConverged.
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8. En la pantalla Crear HyperConverged, haga clic en Crear, aceptando todos los parámetros
predeterminados. Este paso inicia la instalación de OpenShift Virtualization.
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9. Una vez que todos los pods pasan al estado En ejecución en el espacio de nombres openshift-cnv y el
operador de virtualización OpenShift está en el estado Correcto, el operador está listo para usarse. Ahora
se pueden crear máquinas virtuales en el clúster OpenShift.

Cree una máquina virtual en el almacenamiento ONTAP con
Red Hat OpenShift Virtualization

Cree una máquina virtual con OpenShift Virtualization. Este procedimiento incluye la
selección de una plantilla de sistema operativo, la configuración de clases de
almacenamiento y la personalización de parámetros de VM para satisfacer requisitos
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específicos. Como requisito previo, ya debe haber creado el backend trident, la clase de
almacenamiento y los objetos de clase de instantánea de volumen. Puedes consultar
el"Sección de instalación del Trident" Para más detalles.

Crear máquina virtual

Las máquinas virtuales son implementaciones con estado que requieren volúmenes para alojar el sistema
operativo y los datos. Con CNV, debido a que las máquinas virtuales se ejecutan como pods, las máquinas
virtuales están respaldadas por PV alojados en NetApp ONTAP a través de Trident. Estos volúmenes se
conectan como discos y almacenan todo el sistema de archivos, incluida la fuente de arranque de la máquina
virtual.

Para crear rápidamente una máquina virtual en el clúster OpenShift, complete los siguientes pasos:

1. Vaya a Virtualización > Máquinas virtuales y haga clic en Crear.

2. Seleccionar desde plantilla.

3. Seleccione el sistema operativo deseado para el cual está disponible la fuente de arranque.

4. Marque la casilla de verificación Iniciar la máquina virtual después de la creación.

5. Haga clic en Crear máquina virtual rápidamente.

Se crea, se inicia la máquina virtual y pasa al estado En ejecución. Crea automáticamente un PVC y un PV
correspondiente para el disco de arranque utilizando la clase de almacenamiento predeterminada. Para poder
migrar en vivo la máquina virtual en el futuro, debe asegurarse de que la clase de almacenamiento utilizada
para los discos pueda admitir volúmenes RWX. Este es un requisito para la migración en vivo. ontap-nas y
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ontap-san (bloque volumeMode para protocolos iSCSI y NVMe/TCP) pueden admitir modos de acceso RWX
para los volúmenes creados utilizando las respectivas clases de almacenamiento.

Para configurar la clase de almacenamiento ontap-san en el clúster, consulte"Sección para migrar una
máquina virtual de VMware a OpenShift Virtualization" .

Al hacer clic en Creación rápida de VirtualMachine, se utilizará la clase de almacenamiento
predeterminada para crear el PVC y el PV para el disco raíz de arranque de la VM. Puede
seleccionar una clase de almacenamiento diferente para el disco seleccionando Personalizar
VirtualMachine > Personalizar parámetros de VirtualMachine > Discos y luego editando el disco
para usar la clase de almacenamiento requerida.

Generalmente, se prefiere el modo de acceso en bloque en comparación con los sistemas de archivos al
aprovisionar los discos de VM.

Para personalizar la creación de la máquina virtual después de haber seleccionado la plantilla del sistema
operativo, haga clic en Personalizar máquina virtual en lugar de Creación rápida.

1. Si el sistema operativo seleccionado tiene una fuente de arranque configurada, puede hacer clic en
Personalizar parámetros de VirtualMachine.

2. Si el sistema operativo seleccionado no tiene ninguna fuente de arranque configurada, deberá
configurarla. Puede ver detalles sobre los procedimientos que se muestran en el"documentación" .

3. Después de configurar el disco de arranque, puede hacer clic en Personalizar parámetros de

VirtualMachine.

4. Puede personalizar la VM desde las pestañas de esta página. Por ejemplo, haga clic en la pestaña
Discos y luego haga clic en Agregar disco para agregar otro disco a la VM.

5. Haga clic en Crear máquina virtual para crear la máquina virtual; esto activa un pod correspondiente en
segundo plano.

Cuando se configura una fuente de arranque para una plantilla o un sistema operativo desde
una URL o desde un registro, se crea una PVC en el openshift-virtualization-os-
images proyecto y descarga la imagen de invitado KVM al PVC. Debe asegurarse de que las
PVC de plantilla tengan suficiente espacio provisto para acomodar la imagen de invitado KVM
para el sistema operativo correspondiente. Luego, estos PVC se clonan y se adjuntan como
discos raíz a las máquinas virtuales cuando se crean utilizando las plantillas respectivas en
cualquier proyecto.
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Demostración en video

El siguiente vídeo muestra una demostración de cómo crear una máquina virtual en OpenShift Virtualization
usando almacenamiento iSCSI.

Crear una máquina virtual en OpenShift Virtualization usando almacenamiento en bloque

10

https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda


Migrar una máquina virtual de VMware a un clúster de Red
Hat OpenShift

Migre máquinas virtuales de VMware a un clúster OpenShift mediante el kit de
herramientas de migración de virtualización de OpenShift. Esta migración implica instalar
el Kit de herramientas de migración para virtualización (MTV), crear proveedores de
origen y destino, crear un plan de migración y realizar una migración fría o cálida.

Migración en frío

Este es el tipo de migración predeterminado. Las máquinas virtuales de origen se apagan mientras se
copian los datos.

Migración cálida

En este tipo de migración, la mayoría de los datos se copian durante la etapa de precopia mientras las
máquinas virtuales (VM) de origen están en ejecución. Luego, las máquinas virtuales se apagan y los
datos restantes se copian durante la etapa de transferencia.

Demostración en video

El siguiente video muestra una demostración de la migración en frío de una máquina virtual RHEL de VMware
a OpenShift Virtualization utilizando la clase de almacenamiento ontap-san para almacenamiento persistente.

Uso de Red Hat MTV para migrar máquinas virtuales a OpenShift Virtualization con almacenamiento NetApp
ONTAP

Migración de máquinas virtuales de VMware a OpenShift Virtualization mediante el
kit de herramientas de migración para virtualización

En esta sección, veremos cómo utilizar el Kit de herramientas de migración para virtualización (MTV) para
migrar máquinas virtuales de VMware a OpenShift Virtualization que se ejecuta en la plataforma OpenShift
Container e integrada con el almacenamiento NetApp ONTAP mediante Trident.

El siguiente diagrama muestra una vista de alto nivel de la migración de una máquina virtual de VMware a
Red Hat OpenShift Virtualization.
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Requisitos previos para la migración de muestra

En VMware

• Se instaló una máquina virtual RHEL 9 que utiliza rhel 9.3 con las siguientes configuraciones:

◦ CPU: 2, Memoria: 20 GB, Disco duro: 20 GB

◦ Credenciales de usuario: usuario root y credenciales de usuario administrador

• Una vez que la máquina virtual estuvo lista, se instaló el servidor PostgreSQL.

◦ El servidor postgresql se inició y se habilitó para iniciarse en el arranque

systemctl start postgresql.service`

systemctl enable postgresql.service

The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

◦ Se agregaron 2 bases de datos, se agregó 1 tabla y 1 fila en la tabla. Referirse"aquí" para obtener
instrucciones sobre cómo instalar el servidor PostgreSQL en RHEL y crear entradas de bases de
datos y tablas.

Asegúrese de iniciar el servidor postgresql y habilitar el servicio para que se inicie durante el
arranque.

En el clúster OpenShift

Las siguientes instalaciones se completaron antes de instalar MTV:

• OpenShift Cluster 4.17 o posterior
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• Rutas múltiples en los nodos del clúster habilitadas para iSCSI (para la clase de almacenamiento ontap-
san). La multi-ruta se puede habilitar fácilmente si instala Trident 25.02 usando el indicador node-prep.
Puedes consultar el"Sección de instalación del Trident" Para más detalles.

• Instale las clases de almacenamiento y backend requeridas y la clase de instantánea. Consulte la"Sección
de instalación del Trident" Para más detalles.

• "Virtualización OpenShift"

Instalar MTV

Ahora puede instalar el Kit de herramientas de migración para virtualización (MTV). Consulte las instrucciones
proporcionadas"aquí" para obtener ayuda con la instalación.

La interfaz de usuario del Kit de herramientas de migración para virtualización (MTV) está integrada en la
consola web de OpenShift. Puedes referirte"aquí" para comenzar a utilizar la interfaz de usuario para diversas
tareas.

Crear proveedor de origen

Para migrar la máquina virtual RHEL de VMware a OpenShift Virtualization, primero debe crear el proveedor
de origen para VMware. Consulte las instrucciones"aquí" para crear el proveedor de origen.

Necesita lo siguiente para crear su proveedor de origen de VMware:

• URL de VCenter

• Credenciales de VCenter

• Huella digital del servidor VCenter

• Imagen VDDK en un repositorio

Ejemplo de creación de un proveedor de origen:
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El kit de herramientas de migración para virtualización (MTV) utiliza el SDK del kit de desarrollo
de discos virtuales (VDDK) de VMware para acelerar la transferencia de discos virtuales desde
VMware vSphere. Por lo tanto, crear una imagen VDDK, aunque opcional, es muy
recomendable. Para utilizar esta función, descargue el VMware Virtual Disk Development Kit
(VDDK), cree una imagen VDDK y envíe la imagen VDDK a su registro de imágenes.

Siga las instrucciones proporcionadas"aquí" para crear y enviar la imagen VDDK a un registro accesible desde
el clúster OpenShift.

Crear proveedor de destino

El clúster de host se agrega automáticamente ya que el proveedor de virtualización OpenShift es el proveedor
de origen.

Crear plan de migración

Siga las instrucciones proporcionadas"aquí" para crear un plan de migración.

Al crear un plan, debe crear lo siguiente si aún no lo ha hecho:
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• Un mapeo de red para mapear la red de origen a la red de destino.

• Un mapeo de almacenamiento para mapear el almacén de datos de origen a la clase de almacenamiento
de destino. Para esto puedes elegir la clase de almacenamiento ontap-san. Una vez creado el plan de
migración, el estado del plan debería mostrarse Listo y ahora debería poder Iniciar el plan.

Realizar migración en frío

Al hacer clic en Iniciar se ejecutará una secuencia de pasos para completar la migración de la máquina
virtual.

Cuando se hayan completado todos los pasos, podrá ver las máquinas virtuales migradas haciendo clic en
máquinas virtuales en Virtualización en el menú de navegación del lado izquierdo. Se proporcionan
instrucciones para acceder a las máquinas virtuales."aquí" .

Puede iniciar sesión en la máquina virtual y verificar el contenido de las bases de datos posgresql. Las bases
de datos, las tablas y las entradas de la tabla deben ser las mismas que se crearon en la máquina virtual de
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origen.

Realizar migración cálida

Para realizar una migración cálida, después de crear un plan de migración como se muestra arriba, debe
editar la configuración del plan para cambiar el tipo de migración predeterminado. Haga clic en el ícono de
edición junto a la migración fría y cambie el botón para configurarlo en migración cálida. Haga clic en
Guardar. Ahora haga clic en Iniciar para iniciar la migración.

Asegúrese de que cuando se realiza la migración desde el almacenamiento en bloque en
VMware, tenga seleccionada la clase de almacenamiento en bloque para la máquina virtual de
OpenShift Virtualization. Además, el volumeMode debe configurarse en bloquear y el modo de
acceso debe ser rwx para que pueda realizar la migración en vivo de la VM en un momento
posterior.

Haga clic en 0 de 1 vms completados, expanda la vm y podrá ver el progreso de la migración.

Después de un tiempo, se completa la transferencia del disco y la migración espera para pasar al estado de
transición. El DataVolume está en estado de pausa. Regrese al plan y haga clic en el botón Transferencia.
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La hora actual se mostrará en el cuadro de diálogo. Cambie la hora a una hora futura si desea programar un
cambio a una hora posterior. En caso contrario, para realizar un corte ahora, haga clic en Establecer corte.
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Después de unos segundos, DataVolume pasa del estado en pausa al estado ImportScheduled a
ImportInProgress cuando comienza la fase de transferencia.

Cuando se completa la fase de corte, el DataVolume pasa al estado exitoso y el PVC queda enlazado.
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El plan de migración procede a completar la fase de conversión de imagen y finalmente se completa la fase de
creación de máquina virtual. La máquina virtual pasa al estado de ejecución en OpenShift Virtualization.

Migrar una máquina virtual entre dos nodos en un clúster
de Red Hat OpenShift

Migre una VM en OpenShift Virtualization entre dos nodos en el clúster sin tiempo de
inactividad. Este procedimiento incluye confirmar que los discos utilizan clases de
almacenamiento compatibles con RWX, iniciar la migración y supervisar el progreso.

Migración en vivo de máquinas virtuales

La migración en vivo es un proceso de migración de una instancia de VM de un nodo a otro en un clúster
OpenShift sin tiempo de inactividad. Para que la migración en vivo funcione en un clúster OpenShift, las
máquinas virtuales deben estar vinculadas a PVC con modo de acceso ReadWriteMany compartido. Los
backends Trident configurados mediante controladores ontap-nas admiten el modo de acceso RWX para los
protocolos de sistema de archivos NFS y SMB. Consulte la documentación"aquí" . Los backends Trident
configurados mediante controladores ontap-san admiten el modo de acceso RWX para el modo de volumen
de bloque para los protocolos iSCSI y NVMe/TCP. Consulte la documentación"aquí" .

Por lo tanto, para que la migración en vivo tenga éxito, las máquinas virtuales deben estar provistas de discos
(discos de arranque y discos hot plug adicionales) con PVC utilizando clases de almacenamiento ontap-nas o
ontap-san (volumeMode: Block). Cuando se crean las PVC, Trident crea volúmenes ONTAP en un SVM
habilitado para NFS o iSCSI.
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Para realizar una migración en vivo de una máquina virtual que se ha creado previamente y se encuentra en
estado de ejecución, realice los siguientes pasos:

1. Seleccione la VM que desea migrar en vivo.

2. Haga clic en la pestaña Configuración.

3. Asegúrese de que todos los discos de la máquina virtual se creen utilizando clases de almacenamiento
que admitan el modo de acceso RWX.

4. Haga clic en Acciones en la esquina derecha y luego seleccione Migrar.

5. Para ver el progreso de la migración, vaya a Virtualización > Descripción general en el menú del lado
izquierdo y luego haga clic en la pestaña Migraciones. La migración de la máquina virtual pasará de
Pendiente a Programando a Realizada

Una instancia de VM en un clúster de OpenShift migra automáticamente a otro nodo cuando el
nodo original se coloca en modo de mantenimiento si evictionStrategy está configurado en
LiveMigrate.
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Clonar una máquina virtual con Red Hat OpenShift
Virtualization

Clonar una máquina virtual en OpenShift Virtualization usando Trident. Este
procedimiento incluye el aprovechamiento de la clonación de volúmenes Trident CSI, lo
que le permite crear una nueva máquina virtual apagando la máquina virtual de origen o
manteniéndola en funcionamiento.

Clonación de máquinas virtuales

La clonación de una máquina virtual existente en OpenShift se logra con el soporte de la función de clonación
Volume CSI de Trident. La clonación de volumen CSI permite la creación de un nuevo PVC utilizando un PVC
existente como fuente de datos mediante la duplicación de su PV. Una vez creado el nuevo PVC, funciona
como una entidad separada y sin ningún vínculo o dependencia del PVC de origen.
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Existen ciertas restricciones a tener en cuenta con la clonación de volúmenes CSI:

1. El PVC de origen y el PVC de destino deben estar en el mismo proyecto.

2. Se admite la clonación dentro de la misma clase de almacenamiento.

3. La clonación solo se puede realizar cuando los volúmenes de origen y destino usan la misma
configuración VolumeMode; por ejemplo, un volumen de bloque solo se puede clonar en otro volumen de
bloque.

Las máquinas virtuales en un clúster OpenShift se pueden clonar de dos maneras:

1. Apagando la máquina virtual de origen

2. Manteniendo activa la máquina virtual de origen

Apagando la máquina virtual de origen

Clonar una máquina virtual existente apagándola es una función nativa de OpenShift que se implementa con
el soporte de Trident. Complete los siguientes pasos para clonar una máquina virtual.

1. Vaya a Cargas de trabajo > Virtualización > Máquinas virtuales y haga clic en los puntos suspensivos junto
a la máquina virtual que desea clonar.

2. Haga clic en Clonar máquina virtual y proporcione los detalles de la nueva máquina virtual.
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3. Haga clic en Clonar máquina virtual; esto apaga la máquina virtual de origen e inicia la creación de la
máquina virtual clonada.

4. Una vez completado este paso, podrá acceder y verificar el contenido de la máquina virtual clonada.
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Manteniendo activa la máquina virtual de origen

También se puede clonar una VM existente clonando el PVC existente de la VM de origen y luego creando
una nueva VM usando el PVC clonado. Este método no requiere que apague la máquina virtual de origen.
Complete los siguientes pasos para clonar una máquina virtual sin apagarla.

1. Vaya a Almacenamiento > PersistentVolumeClaims y haga clic en los puntos suspensivos junto a la PVC
que está conectada a la máquina virtual de origen.

2. Haga clic en Clonar PVC y proporcione los detalles del nuevo PVC.

3. Luego haga clic en Clonar. Esto crea una PVC para la nueva VM.

4. Vaya a Cargas de trabajo > Virtualización > Máquinas virtuales y haga clic en Crear > Con YAML.

5. En la sección especificación > plantilla > especificación > volúmenes, adjunte el PVC clonado en lugar del
disco contenedor. Proporcione todos los demás detalles para la nueva máquina virtual según sus
requisitos.
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- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Haga clic en Crear para crear la nueva máquina virtual.

7. Una vez creada correctamente la máquina virtual, acceda y verifique que la nueva máquina virtual sea un
clon de la máquina virtual de origen.

Cree una máquina virtual a partir de una copia instantánea
con Red Hat OpenShift Virtualization

Cree una máquina virtual a partir de una instantánea con OpenShift Virtualization. Este
procedimiento incluye la creación de una VolumeSnapshotClass, tomar una instantánea
del reclamo de volumen persistente (PVC) de la máquina virtual (VM), restaurar la
instantánea a un nuevo PVC e implementar una nueva máquina virtual que use el PVC
restaurado como disco raíz.

Crear una máquina virtual a partir de una instantánea

Con Trident y Red Hat OpenShift, los usuarios pueden tomar una instantánea de un volumen persistente en
las clases de almacenamiento aprovisionadas por él. Con esta función, los usuarios pueden tomar una copia
de un punto en el tiempo de un volumen y usarla para crear un nuevo volumen o restaurar el mismo volumen
a un estado anterior. Esto habilita o respalda una variedad de casos de uso, desde reversión hasta clones y
restauración de datos.

Para las operaciones de instantáneas en OpenShift, se deben definir los recursos VolumeSnapshotClass,
VolumeSnapshot y VolumeSnapshotContent.

• Un VolumeSnapshotContent es la instantánea real tomada de un volumen en el clúster. Es un recurso de
todo el clúster análogo a PersistentVolume para el almacenamiento.

• Una VolumeSnapshot es una solicitud para crear la instantánea de un volumen. Es análogo a un
PersistentVolumeClaim.

• VolumeSnapshotClass permite al administrador especificar diferentes atributos para un VolumeSnapshot.
Le permite tener diferentes atributos para diferentes instantáneas tomadas del mismo volumen.
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Para crear una instantánea de una máquina virtual, complete los siguientes pasos:

1. Cree una VolumeSnapshotClass que luego pueda usarse para crear un VolumeSnapshot. Vaya a
Almacenamiento > VolumeSnapshotClasses y haga clic en Crear VolumeSnapshotClass.

2. Ingrese el nombre de la clase Snapshot, ingrese csi.trident.netapp.io para el controlador y haga clic en
Crear.
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3. Identifique el PVC que está conectado a la máquina virtual de origen y luego cree una instantánea de ese
PVC. Navegar a Storage > VolumeSnapshots y haga clic en Crear instantáneas de volumen.

4. Seleccione el PVC para el cual desea crear la instantánea, ingrese el nombre de la instantánea o acepte
el valor predeterminado y seleccione la VolumeSnapshotClass adecuada. Luego haga clic en Crear.

5. Esto crea la instantánea del PVC en ese momento.
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Crear una nueva máquina virtual a partir de la instantánea

1. Primero, restaure la instantánea en un nuevo PVC. Vaya a Almacenamiento > Instantáneas de volumen,
haga clic en los puntos suspensivos junto a la instantánea que desea restaurar y haga clic en Restaurar
como nueva PVC.

2. Ingrese los detalles del nuevo PVC y haga clic en Restaurar. Esto crea un nuevo PVC.

3. A continuación, cree una nueva VM a partir de esta PVC. Vaya a Virtualización > Máquinas virtuales y
haga clic en Crear > Con YAML.
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4. En la sección especificación > plantilla > especificación > volúmenes, especifique el nuevo PVC creado a
partir de una instantánea en lugar de desde el disco contenedor. Proporcione todos los demás detalles
para la nueva máquina virtual según sus requisitos.

- name: rootdisk

  persistentVolumeClaim:

    claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Haga clic en Crear para crear la nueva máquina virtual.

6. Una vez creada correctamente la VM, acceda y verifique que la nueva VM tenga el mismo estado que la
VM cuyo PVC se utilizó para crear la instantánea en el momento en que se creó esta.
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