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Implementar en las instalaciones

Requisitos para implementar Red Hat OpenShift
Virtualization con ONTAP

Revise los requisitos para instalar e implementar la virtualizacidn OpenShift con sistemas
de almacenamiento ONTAP .

Prerrequisitos
» Un cluster Red Hat OpenShift (posterior a la version 4.6) instalado en una infraestructura fisica con nodos
de trabajo RHCOS

* Implementar comprobaciones del estado de la maquina para mantener la alta disponibilidad de las
maquinas virtuales

* Un cluster NetApp ONTAP , con SVM configurado con el protocolo correcto.

* Trident instalado en el cluster OpenShift

» Se cred una configuracion de backend de Trident

» Una StorageClass configurada en el cluster OpenShift con Trident como aprovisionador
Para conocer los requisitos previos de Trident mencionados anteriormente, consulte"Seccion de instalacion
del Trident" Para mas detalles.

» Acceso de administrador de cluster al cluster Red Hat OpenShift

» Acceso de administrador al cluster NetApp ONTAP

+ Una estacién de trabajo de administrador con herramientas tridentctl y oc instaladas y agregadas a $PATH
Debido a que OpenShift Virtualization es administrado por un operador instalado en el cluster OpenShift, esto

supone una sobrecarga adicional en la memoria, la CPU y el almacenamiento, que debe tenerse en cuenta al
planificar los requisitos de hardware para el cluster. Ver la documentacion "aqui" Para mas detalles.

De manera opcional, también puede especificar un subconjunto de los nodos del cluster OpenShift para alojar
los operadores, controladores y maquinas virtuales de OpenShift Virtualization mediante la configuracion de
reglas de ubicacion de nodos. Para configurar las reglas de ubicacién de nodos para OpenShift Virtualization,
siga la documentacion "aqui” .

Para el respaldo de almacenamiento de OpenShift Virtualization, NetApp recomienda tener una StorageClass
dedicada que solicita almacenamiento de un backend Trident particular, que a su vez esta respaldado por un
SVM dedicado. Esto mantiene un nivel de multitenencia con respecto a los datos que se sirven para cargas de
trabajo basadas en VM en el cluster OpenShift.

Implementar Red Hat OpenShift Virtualization con ONTAP

Instalar OpenShift Virtualization en un cluster bare-metal de Red Hat OpenShift. Este
procedimiento incluye iniciar sesion con acceso de administrador del cluster, navegar al
OperatorHub e instalar el operador de OpenShift Virtualization.

1. Inicie sesion en el cluster bare-metal de Red Hat OpenShift con acceso de administrador del cluster.


osv-trident-install.html
osv-trident-install.html
https://docs.openshift.com/container-platform/4.7/virt/install/preparing-cluster-for-virt.html#virt-cluster-resource-requirements_preparing-cluster-for-virt
https://docs.openshift.com/container-platform/4.7/virt/install/virt-specifying-nodes-for-virtualization-components.html

2. Seleccione Administrador en el menu desplegable Perspectiva.

3. Vaya a Operadores > OperatorHub y busque OpenShift Virtualization.

2z Administrator

Home

Operators

OperatorHub

Installed Operators

4. Seleccione el mosaico OpenShift Virtualization y haga clic en Instalar.

OpenShift Virtualization

ed Hat

Install

Latest version

wol Requirements

Copabiiylevs! Your cluster must be installed on bare metal infrastructure with Red Hat Enterprise Linux CoreQS
® Basic Install workers,

@ Seamless Upgrades D i
é Full Lifecycle etails

OpensShift Virtualization extends Red Hat OpenShift Container Platform, allowing you to host and

5 Bilat manage virtualized workloads on the same platform as container-based workloads. From the OpenShift

Container Platform web console, you can import a VMware virtual machine from vSphere, create new or

Provider type clone existing VMs, perform live migrations between nodes, and more. You can use OpenShift
Red Hat Virtualization to manage both Linux and Windows VMs.

The technology behind OpenShift Virtualization is developed in the KubeVirt open source community.
Provider

Red Hat

The KubeVirt project extends Kubern by adding additional virtualization resource types through

Custom Resource Definitions (CRDs). Administrators can use Custom Resource Definitions to manage

SOou

VirtualMachine resources alongside all other resources that Kubernetes provides



5. En la pantalla Instalar operador, deje todos los parametros predeterminados y haga clic en Instalar.

Update channel * OpenShift Virtualization

o 21 provided by Red Hat

022 Provided APls

o 23

& 54 {[® Openshift O Required
Virtualization

® stable

Deployment

. . Reprezents the deployment of
Installation mode

OpenShift Virtualization

All namespaces on the clustsr (default
This mode is not supportad by this Operator
@ A specific namespace on the cluster

Operater will be available in a single Namespace only.

Installed Namespace *

@ Operator recommended Namespacs: @ openshift-cnv

6 Namespace creation

MNzmezpace openshift-cnv does not exst and will be created.

() Select a Namespace

Approval strategy *
@® Automatic

) Manual

Install Cancel

6. Espere a que se complete la instalacion del operador.

OpensShift Virtualization -
2.6.2 provided by Red Hat

Installing Operator

The Operator is being installed. This may take a few minutes.

View installed Operators in Mamespace openshift-cnv

7. Una vez instalado el operador, haga clic en Crear HyperConverged.



@ OpenShift Virtualization 0
2.6.2 provided by Red Hat

Installed operator - operand required

The Operator has installed successfully. Create the required custom resource to be able
to use this Operator.

GB HyperConverged @ Required
Creates and maintains an OpenShift Virtualization Deployment

Create HyperConverged View installed Operators in Namespace openshift-cnv

8. En la pantalla Crear HyperConverged, haga clic en Crear, aceptando todos los parametros
predeterminados. Este paso inicia la instalacion de OpenShift Virtualization.



Name *

kubevirt-hyperconverged

Labels

app=frontend

Infra >

infra HyperCanvergedConfig influences the pod configuration (currently only placement] for all the infra components nesded on the

virtuakzation enabled clustar but not neceszarely directly on each node running VMs/VMIs

Workloads »

y placament) of components which need to be running on a

workdl
I'|i:i'jE‘ L))

workioad

H\.per'i:-jr

y fig influences the pod configuration (cur

ould be able to run. Changes to Workloads HyperConvergedCo without existing

are virtualization w

Bare Metal Platform

© -

BaraMetalPlatform indicates whether the infrastructure is baremetal

Feature Gates »
feg etting a flag to true” will enable the feature Setting false™ or remowving the feature gate,

disab

les the featur

Local Storage Class Name

LocalStorageClassMame the name of the local sterage class

Create Cance

9. Una vez que todos los pods pasan al estado En ejecucién en el espacio de nombres openshift-cnv y el
operador de virtualizaciéon OpenShift esta en el estado Correcto, el operador esta listo para usarse. Ahora
se pueden crear maquinas virtuales en el cluster OpenShift.

Project: openshift-cnv =+

Installed Operators

Installed Operators are represented by ClusterServiceVersions within this Namespace. For more information, see the Understanding Operators documentation . Or create an Operator and
ClusterServiceVersion using the Operator SDK .

Name «  Searchbyname.. /

Name t Managed Namespaces Status Last updated Provided APIs
O_pEnShiﬂ_ openshift-cnv @ Succeeded @ May 18, 8:02 pm OpenShift Virtualization
Virtualization Up to date Deployment
26.2 provided by Red Hat HostPathProvisioner deployment

Cree una maquina virtual en el almacenamiento ONTAP con
Red Hat OpenShift Virtualization

Cree una maquina virtual con OpenShift Virtualization. Este procedimiento incluye la
seleccion de una plantilla de sistema operativo, la configuracion de clases de
almacenamiento y la personalizacién de parametros de VM para satisfacer requisitos



especificos. Como requisito previo, ya debe haber creado el backend trident, la clase de
almacenamiento y los objetos de clase de instantanea de volumen. Puedes consultar
el"Seccion de instalacion del Trident" Para mas detalles.

Crear maquina virtual

Las maquinas virtuales son implementaciones con estado que requieren volumenes para alojar el sistema
operativo y los datos. Con CNV, debido a que las maquinas virtuales se ejecutan como pods, las maquinas
virtuales estan respaldadas por PV alojados en NetApp ONTAP a través de Trident. Estos volumenes se
conectan como discos y almacenan todo el sistema de archivos, incluida la fuente de arranque de la maquina

virtual.

& RedHat
OpenShift

Viki-1 pod-Y-1

wimiedigk pveiv-1

VM storageclass

entap-san volumedode:; Block, Access mode: rws

TRIDENT

SUM [V

OpenShift Virtualization

pod-1 pod-2

pwvec-1 pve-2

app storageclass

NetApp

NetApp

SV [app]

Para crear rapidamente una maquina virtual en el cluster OpenShift, complete los siguientes pasos:

—_

. Seleccionar desde plantilla.

. Vaya a Virtualizacion > Maquinas virtuales y haga clic en Crear.

. Seleccione el sistema operativo deseado para el cual esta disponible la fuente de arranque.

2
3
4. Marque la casilla de verificacion Iniciar la maquina virtual después de la creacion.
5

. Haga clic en Crear maquina virtual rapidamente.

Se crea, se inicia la maquina virtual y pasa al estado En ejecucion. Crea automaticamente un PVC y un PV
correspondiente para el disco de arranque utilizando la clase de almacenamiento predeterminada. Para poder
migrar en vivo la maquina virtual en el futuro, debe asegurarse de que la clase de almacenamiento utilizada
para los discos pueda admitir volumenes RWX. Este es un requisito para la migracion en vivo. ontap-nas y


osv-trident-install.html

ontap-san (bloque volumeMode para protocolos iISCSI y NVMe/TCP) pueden admitir modos de acceso RWX
para los volumenes creados utilizando las respectivas clases de almacenamiento.

Para configurar la clase de almacenamiento ontap-san en el cluster, consulte"Seccion para migrar una
maquina virtual de VMware a OpenShift Virtualization" .

Al hacer clic en Creacion rapida de VirtualMachine, se utilizara la clase de almacenamiento
predeterminada para crear el PVC y el PV para el disco raiz de arranque de la VM. Puede

@ seleccionar una clase de almacenamiento diferente para el disco seleccionando Personalizar
VirtualMachine > Personalizar parametros de VirtualMachine > Discos y luego editando el disco
para usar la clase de almacenamiento requerida.

Generalmente, se prefiere el modo de acceso en bloque en comparacion con los sistemas de archivos al
aprovisionar los discos de VM.

Para personalizar la creacion de la maquina virtual después de haber seleccionado la plantilla del sistema
operativo, haga clic en Personalizar maquina virtual en lugar de Creacion rapida.

1. Si el sistema operativo seleccionado tiene una fuente de arranque configurada, puede hacer clic en
Personalizar parametros de VirtualMachine.

2. Si el sistema operativo seleccionado no tiene ninguna fuente de arranque configurada, debera
configurarla. Puede ver detalles sobre los procedimientos que se muestran en el"documentacion” .

3. Después de configurar el disco de arranque, puede hacer clic en Personalizar parametros de
VirtualMachine.

4. Puede personalizar la VM desde las pestafias de esta pagina. Por ejemplo, haga clic en la pestafia
Discos y luego haga clic en Agregar disco para agregar otro disco a la VM.

5. Haga clic en Crear maquina virtual para crear la maquina virtual; esto activa un pod correspondiente en
segundo plano.

Cuando se configura una fuente de arranque para una plantilla o un sistema operativo desde
una URL o desde un registro, se crea una PVC en el openshift-virtualization-os-
images proyecto y descarga la imagen de invitado KVM al PVC. Debe asegurarse de que las

@ PVC de plantilla tengan suficiente espacio provisto para acomodar la imagen de invitado KVM
para el sistema operativo correspondiente. Luego, estos PVC se clonan y se adjuntan como
discos raiz a las maquinas virtuales cuando se crean utilizando las plantillas respectivas en
cualquier proyecto.

You are logged in as & tamporsry sdministrative user. Update the ghter Qtuth configurstion 1o aliow others ta log in

ct openshift-virtuskestion-os-images =

VirtualMachines

2

e 6o oo o
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Create new VirtualMachine

an option to create a VirtualMachine from

B instanceTypes

Default templates

Q Fiterby)

‘

Red Hat Enterprise Linux 8 VM
mal

Workdoad Server
cPul
Memacy 2

‘ Source svalable

Red Hat Enterprise Linux 9 VM

helg-zerver-small

Microsatt Windows 10VM
windows10-dezktop-mecum

6

Fedora VM

fedora-sarver-small

Project opes

Bitems




"!, CentOS Stream 9 VM

centos-streamS-server-small

Template info

Operating system CPU | Memory

CentQS Stream 9'WM 1 CPU| 2 GiB Memory #

Workload type Metwork interfaces (1)

Server (default) Name Network Type
default Pod networking Masguerade

Description

Template for CentOS Stream 9 VM or newer. A Disks (2)

PVC with the CentOS Stream disk image must Name Drive Size

be available rootdisk Dick 30 Gig
cloudinitdisk 5k -

Documentation

Refer to documentation Hardware devices (0)
GPU devices

Host devices
Quick create VirtualMachine @
VirtualMachine name * Project
centos-stream9-pleased-ham openshift-virtualization-os-images

Start this VirtualMachine after creation

Quick create VirtualMachine _ustomize Virt Cancel




Project openshift-virtualization-os-images =

Ternpiate CortOS Stream &

erize VirtalMact

Customize and create VirtualMachine

Overview YAML Scheduding Emdronment Network interfaces Metacata
""“? Netws e (1
st~ e Hame Network
" Pod networ
Namezpace
perhi S 35 Diska
Drive Size
Description
Dk 5B
=/ -
Oparating system Haroware Sevices
~ et Stream O WM
CentOS Stream 5V GPU devices &
CPU | Memory
F 3 y
Host devices #
Maching type
35-rhetd
Heacless mode
Bostmace o
=
Hostame
Start in pause mode et #
Workinad profile
-
Create VirtuaiMachine —
..Tc‘(
0 4 .
Lr Lf 1|
D centos-stream9-zealous-anaconda ©ruing
i Mame 1 Source Drive Interface Storage class -
[ [J
@ -
(o)
File systems @
Mame 1 File system type Mount point Total bytes Used bytes
! — L
0 O =

Demostracion en video

El siguiente video muestra una demostracion de como crear una maquina virtual en OpenShift Virtualization

usando almacenamiento iISCSI.

Crear una maquina virtual en OpenShift Virtualization usando almacenamiento en bloque
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https://netapp.hosted.panopto.com/Panopto/Pages/Embed.aspx?id=497b868d-2917-4824-bbaa-b2d500f92dda

Migrar una maquina virtual de VMware a un cluster de Red
Hat OpenShift

Migre maquinas virtuales de VMware a un cluster OpenShift mediante el kit de
herramientas de migracion de virtualizacion de OpenShift. Esta migracion implica instalar
el Kit de herramientas de migracion para virtualizacion (MTV), crear proveedores de
origen y destino, crear un plan de migracion y realizar una migracion fria o calida.

Migracién en frio

Este es el tipo de migracion predeterminado. Las maquinas virtuales de origen se apagan mientras se
copian los datos.

Migracion calida

En este tipo de migracion, la mayoria de los datos se copian durante la etapa de precopia mientras las
maquinas virtuales (VM) de origen estan en ejecucion. Luego, las maquinas virtuales se apagan y los
datos restantes se copian durante la etapa de transferencia.

Demostracion en video

El siguiente video muestra una demostracion de la migracion en frio de una maquina virtual RHEL de VMware
a OpenShift Virtualization utilizando la clase de almacenamiento ontap-san para almacenamiento persistente.

Uso de Red Hat MTV para migrar maquinas virtuales a OpenShift Virtualization con almacenamiento NetApp
ONTAP

Migracién de maquinas virtuales de VMware a OpenShift Virtualization mediante el
kit de herramientas de migracion para virtualizacidon

En esta seccidn, veremos como utilizar el Kit de herramientas de migracion para virtualizacién (MTV) para
migrar maquinas virtuales de VMware a OpenShift Virtualization que se ejecuta en la plataforma OpenShift
Container e integrada con el almacenamiento NetApp ONTAP mediante Trident.

El siguiente diagrama muestra una vista de alto nivel de la migracion de una maquina virtual de VMware a
Red Hat OpenShift Virtualization.

11
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Migration of VM from VMware to OpenShift Virtualization

//_ - \ / BBENSHIFT  Red Hat OpenShitt 9 \
) I VMware Cosrtairees Fiatform Virtuaiization ]
ol Redan
- i e e e i e e L Lfetrtwrar L fun
natwork mapping from VI
Wi omo_l o VLAN o pod network
G R i pod
N |
1.'-?‘"“!' o e
o2 o PVC and PV created from
gw‘aimm‘ﬂ, ; storage class wsng Tndont
VDDK coplas data el

/ from VM diskslo PV - ’k

| ONTAPOr
any datastore

Requisitos previos para la migracion de muestra

En VMware

» Se instalé una maquina virtual RHEL 9 que utiliza rhel 9.3 con las siguientes configuraciones:
o CPU: 2, Memoria: 20 GB, Disco duro: 20 GB
o Credenciales de usuario: usuario root y credenciales de usuario administrador

* Una vez que la maquina virtual estuvo lista, se instalé el servidor PostgreSQL.

o El servidor postgresql se inicid¢ y se habilité para iniciarse en el arranque

systemctl start postgresqgl.service’
systemctl enable postgresqgl.service
The above command ensures that the server can start in the VM in

OpenShift Virtualization after migration

o Se agregaron 2 bases de datos, se agreg6 1 tabla y 1 fila en la tabla. Referirse"aqui" para obtener
instrucciones sobre cémo instalar el servidor PostgreSQL en RHEL y crear entradas de bases de
datos y tablas.

@ Asegurese de iniciar el servidor postgresql y habilitar el servicio para que se inicie durante el
arranque.

En el cluster OpenShift

Las siguientes instalaciones se completaron antes de instalar MTV:

* OpenShift Cluster 4.17 o posterior

12


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/configuring_and_using_database_servers/using-postgresql_configuring-and-using-database-servers#configuring-postgresql_using-postgresql

* Rutas multiples en los nodos del cluster habilitadas para iSCSI (para la clase de almacenamiento ontap-
san). La multi-ruta se puede habilitar facilmente si instala Trident 25.02 usando el indicador node-prep.
Puedes consultar el"Seccion de instalacion del Trident" Para mas detalles.

* Instale las clases de almacenamiento y backend requeridas y la clase de instantanea. Consulte Ia"Seccion
de instalacion del Trident" Para mas detalles.

* "Virtualizacion OpenShift"
Instalar MTV

Ahora puede instalar el Kit de herramientas de migracion para virtualizacion (MTV). Consulte las instrucciones
proporcionadas"aqui" para obtener ayuda con la instalacion.

La interfaz de usuario del Kit de herramientas de migracion para virtualizaciéon (MTV) esta integrada en la
consola web de OpenShift. Puedes referirte"aqui” para comenzar a utilizar la interfaz de usuario para diversas
tareas.

Crear proveedor de origen

Para migrar la maquina virtual RHEL de VMware a OpenShift Virtualization, primero debe crear el proveedor
de origen para VMware. Consulte las instrucciones"aqui" para crear el proveedor de origen.

Necesita lo siguiente para crear su proveedor de origen de VMware:

* URL de VCenter
» Credenciales de VCenter
* Huella digital del servidor VCenter

* Imagen VDDK en un repositorio

Ejemplo de creacion de un proveedor de origen:

13
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Select prowider type

Vm vSphere

Pravider resource name *

Yimwarg-source 9

Unique Kubemaetes resoue name identifigr

URL *

VDDK init image

dockerrepo eng netapp comy banum,/vddikc- 301 []

VDK contamer riage of the provider when beft empty some functionshty wi b avisiable
Username *

administratongvephere local

Password *

vSphera REST AP password credentials

SSHA-] fingerprint *

Skip certificate validation

El kit de herramientas de migracién para virtualizacion (MTV) utiliza el SDK del kit de desarrollo
de discos virtuales (VDDK) de VMware para acelerar la transferencia de discos virtuales desde

@ VMware vSphere. Por lo tanto, crear una imagen VDDK, aunque opcional, es muy
recomendable. Para utilizar esta funcion, descargue el VMware Virtual Disk Development Kit
(VDDK), cree una imagen VDDK y envie la imagen VDDK a su registro de imagenes.

Siga las instrucciones proporcionadas"aqui" para crear y enviar la imagen VDDK a un registro accesible desde
el cluster OpenShift.

Crear proveedor de destino

El cluster de host se agrega automaticamente ya que el proveedor de virtualizacion OpenShift es el proveedor
de origen.

Crear plan de migracién
Siga las instrucciones proporcionadas"aqui" para crear un plan de migracion.

Al crear un plan, debe crear lo siguiente si aun no lo ha hecho:

14


https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/prerequisites#creating-vddk-image_mtv
https://access.redhat.com/documentation/en-us/migration_toolkit_for_virtualization/2.5/html/installing_and_using_the_migration_toolkit_for_virtualization/migrating-vms-web-console#creating-migration-plan_mtv

* Un mapeo de red para mapear la red de origen a la red de destino.

* Un mapeo de almacenamiento para mapear el almacén de datos de origen a la clase de almacenamiento
de destino. Para esto puedes elegir la clase de almacenamiento ontap-san. Una vez creado el plan de
migracion, el estado del plan deberia mostrarse Listo y ahora deberia poder Iniciar el plan.

RedHat - s e =
OpenShift H o oAas © © kubezadmin

You are logged in s a temporary administrative user, Update the chrster QAuth configuration to allow others to log in

Project: openshift-mty  +
Installed Operators
Plans
Worldoads
Virtualization Status  w Name = Q Filter by name =% a Show archived @
Migration MName 1 Source .. Target ... VMs Status Description
Overview G miv-migration-demo | cokd @ vrware G host ol © Ready Pian for migrating VM to OpenShift Virt Start
Providers for virtualization @ vrware-osv-migration | cold G vrwars? @ host o d o Migrating RHEL 9 vm to OpenShift Virty
Plans for virtualization
(PRE @ rost =] Succeeded wd @
Networ —
@ cold @ vrwa @D host 1 Succeeded 1of1VMs migrated © migrating AHEL 9 vm using ONTAP NFS.
e
MNetworking

Realizar migracion en frio

Al hacer clic en Iniciar se ejecutara una secuencia de pasos para completar la migracion de la maquina
virtual.

Red Hat 5 0 aadria
ek H OAs O @ ke actifiny

Wind i Mg 6 i By e L U T (i et COnr e 0 i 4R 13 0y

Migration details by WM

Workloadi

Wirtusliration

T - o i
Migrabaon
[Fr— Shnd ] L Trad tirven Dl et Stati
i
Lhizted terr State

-

L i i

L i 1
Bl W Copy ik 1k ——

B Cwite Vit '
Chrberin L}

Compeste

Uner danagemens

Al NTEREAR

Cuando se hayan completado todos los pasos, podra ver las maquinas virtuales migradas haciendo clic en
maquinas virtuales en Virtualizaciéon en el menu de navegacion del lado izquierdo. Se proporcionan
instrucciones para acceder a las maquinas virtuales."aqui" .

Puede iniciar sesion en la maquina virtual y verificar el contenido de las bases de datos posgresql. Las bases
de datos, las tablas y las entradas de la tabla deben ser las mismas que se crearon en la maquina virtual de

15


https://docs.openshift.com/container-platform/4.13/virt/virtual_machines/virt-accessing-vm-consoles.html

origen.

Realizar migracién calida

Para realizar una migracién calida, después de crear un plan de migracion como se muestra arriba, debe
editar la configuracion del plan para cambiar el tipo de migracion predeterminado. Haga clic en el icono de
edicion junto a la migracion fria y cambie el botén para configurarlo en migracion calida. Haga clic en

Guardar. Ahora haga clic en Iniciar para iniciar la migracion.

Asegurese de que cuando se realiza la migracion desde el almacenamiento en bloque en

VMware, tenga seleccionada la clase de almacenamiento en bloque para la maquina virtual de
@ OpenShift Virtualization. Ademas, el volumeMode debe configurarse en bloquear y el modo de

acceso debe ser rwx para que pueda realizar la migracion en vivo de la VM en un momento

posterior.

Set warm migration

In warm migration, the VM disks are copied incrementally using changed block
tracking (CBT) snapshots. The snapshots are created at one-hour intervals by
default. You can change the snapshot interval by updating the forklift-controller
depleyment

Whether this is a warm migration

@ Warm migration, most of the data is copied during the
precopy stage while the source virtual machines (VMs) are
running.

Haga clic en 0 de 1 vms completados, expanda la vm y podra ver el progreso de la migracion.

Plans
Status « Name =~ Q Filterby name d o Show archived m
Name Source provider Virtual ... Status
@ warm-migration-plan1 ( Warm @ vmware-source @ 1WMs Running ® 0 0f 1VMs migrated

Migration started

@ Feb11,2025,10:28 AM

Create Plan

@

Después de un tiempo, se completa la transferencia del disco y la migracion espera para pasar al estado de
transicion. El DataVolume esta en estado de pausa. Regrese al plan y haga clic en el boton Transferencia.
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Project openshift-mtv  w
Pun: > Pian Details
@ warm-migration-planl & funing
YAML Virtual Machines Resources Mappings Hooks
Virtual Machines
Pipelinestatus Name ~ Q Filte 2 > m Cancel virtual machines
Name 1 Started at Completed at Digk transfer Disk counter Pipeline status.
v vl @ Feb1,2025,1028 AM - 20480 / 20480 MB 1/ 1Disks ® @
PersistentVolumeClaims
Name Status
GI® varm-migration-planl-vm-43432- & Pending
DataVolumes
Name Status
@D warm-migration-plani-vm-43432 Paused
Pipeline
Name Description Tasks Started at Error
@ Initialize initialize migration @ Feb 11,2025,1028 AM
@ DiskTransfer Transfer disks. ] @ Feb 11,2025,1028 AM
Cutover Finalize disk transfer |0/
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM
Plans Create Plan
Status v Name * QF 3 (@ showarchived m
Name 1 Source provider Virtual machines Status Migration started
@ vom-migration-plan!  Warm © viware-source © 1M Running® 1V migrated @ rebn 2025, % O

La hora actual se mostrara en el cuadro de dialogo. Cambie la hora a una hora futura si desea programar un
cambio a una hora posterior. En caso contrario, para realizar un corte ahora, haga clic en Establecer corte.



Cutover

chedule the cutover for migration warm-migration-plan1?

L

You can schedule cutover for now or a future date and time. VMs included in the
migration plan will be shut down when cutover starts.

2025-02-11 1:04 AM ®

Set cutover ‘ Remove cutover | l Cancel |

Después de unos segundos, DataVolume pasa del estado en pausa al estado ImportScheduled a
ImportinProgress cuando comienza la fase de transferencia.

Virtual Machines

Pipeiine status  ~ Name <~ Q Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb 1, 2025, 10:28 AM - 20430/ 20480 MB 1/ 1Disks ® & @

PersistentVolumeClaims

Name Status

GI® warm-migration-planl-vm-43432- & Pending
DataVolumes

Name Status

[ovES ImportinProgress

Pipeline
Name Description Tasks Started at Error
@ Initialize Initialize migration. @ Feb 11,2025,1028 AM
@® DiskTransfer Transfer disks ai @ reb 11,2025, 1028 AM
@ Cutover Finalize disk transfer. 80/ @ Feb 11,2025, 1107 AM
ImageConversion Convert image to kubevirt
VirtualMachineCreation Create VM

Cuando se completa la fase de corte, el DataVolume pasa al estado exitoso y el PVC queda enlazado.
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Virtual Machines

Pipelinestatus  « Name ~ Q@ Filterbyname > m Cancel virtual machines
Name 1 Started at Completed at Disk transfer Disk counter Pipeline status
v vmi @ Feb 11, 2025,10:28 AM - 20480 /20480 MB 1/ 1Disks ® ® @ @
Pods
Pod Status Pod logs Created at
@ warm-migration-plani-vm-  § Pending Logs @ Feb 1, 2025, 1117 AM

43432-Ipkdt

PersistentVolumeClaims
Name Status

@B warm-migration-plan- @ Bound

DataVolumes
Name Status

@D varn

® Succeeded

El plan de migracion procede a completar la fase de conversion de imagen y finalmente se completa la fase de
creacion de maquina virtual. La maquina virtual pasa al estado de ejecucion en OpenShift Virtualization.

VirtualMachines

Y Filter Name « Search by name m
Name 1 Namespace Status Conditions Node Created
@~ @ esmisnton: O O @ 7 minutes age

Migrar una maquina virtual entre dos nodos en un cluster
de Red Hat OpenShift

Migre una VM en OpenShift Virtualization entre dos nodos en el cluster sin tiempo de
inactividad. Este procedimiento incluye confirmar que los discos utilizan clases de
almacenamiento compatibles con RWX, iniciar la migracion y supervisar el progreso.

Migracién en vivo de maquinas virtuales

La migracion en vivo es un proceso de migracion de una instancia de VM de un nodo a otro en un cluster
OpenShift sin tiempo de inactividad. Para que la migracion en vivo funcione en un cluster OpenShift, las
maquinas virtuales deben estar vinculadas a PVC con modo de acceso ReadWriteMany compartido. Los
backends Trident configurados mediante controladores ontap-nas admiten el modo de acceso RWX para los
protocolos de sistema de archivos NFS y SMB. Consulte la documentacion"aqui" . Los backends Trident
configurados mediante controladores ontap-san admiten el modo de acceso RWX para el modo de volumen
de bloque para los protocolos iISCSI y NVMe/TCP. Consulte la documentacién"aqui” .

Por lo tanto, para que la migracion en vivo tenga éxito, las maquinas virtuales deben estar provistas de discos
(discos de arranque y discos hot plug adicionales) con PVC utilizando clases de almacenamiento ontap-nas o
ontap-san (volumeMode: Block). Cuando se crean las PVC, Trident crea volumenes ONTAP en un SVM
habilitado para NFS o0 iSCSI.
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TRIDENT NetApp
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Para realizar una migracion en vivo de una maquina virtual que se ha creado previamente y se encuentra en
estado de ejecucion, realice los siguientes pasos:

1. Seleccione la VM que desea migrar en vivo.

2. Haga clic en la pestana Configuracion.

3. Asegurese de que todos los discos de la maquina virtual se creen utilizando clases de almacenamiento
que admitan el modo de acceso RWX.

4. Haga clic en Acciones en la esquina derecha y luego seleccione Migrar.

5. Para ver el progreso de la migracion, vaya a Virtualizacién > Descripcion general en el menu del lado
izquierdo y luego haga clic en la pestafia Migraciones. La migracion de la maquina virtual pasara de
Pendiente a Programando a Realizada

Una instancia de VM en un clister de OpenShift migra automaticamente a otro nodo cuando el
nodo original se coloca en modo de mantenimiento si evictionStrategy esta configurado en
LiveMigrate.
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Clonar una maquina virtual con Red Hat OpenShift
Virtualization

Clonar una maquina virtual en OpenShift Virtualization usando Trident. Este
procedimiento incluye el aprovechamiento de la clonacién de volumenes Trident CSlI, lo
que le permite crear una nueva maquina virtual apagando la maquina virtual de origen o
manteniéndola en funcionamiento.

Clonacion de maquinas virtuales

La clonacion de una maquina virtual existente en OpenShift se logra con el soporte de la funcién de clonacion
Volume CSI de Trident. La clonacién de volumen CSI permite la creacién de un nuevo PVC utilizando un PVC
existente como fuente de datos mediante la duplicacion de su PV. Una vez creado el nuevo PVC, funciona
como una entidad separada y sin ningun vinculo o dependencia del PVC de origen.
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Existen ciertas restricciones a tener en cuenta con la clonacion de volumenes CSI:

1. EI PVC de origen y el PVC de destino deben estar en el mismo proyecto.
2. Se admite la clonacion dentro de la misma clase de almacenamiento.

3. La clonacién solo se puede realizar cuando los volumenes de origen y destino usan la misma
configuracion VolumeMode; por ejemplo, un volumen de bloque solo se puede clonar en otro volumen de
bloque.

Las maquinas virtuales en un cluster OpenShift se pueden clonar de dos maneras:
1. Apagando la maquina virtual de origen
2. Manteniendo activa la maquina virtual de origen

Apagando la maquina virtual de origen

Clonar una maquina virtual existente apagandola es una funcién nativa de OpenShift que se implementa con
el soporte de Trident. Complete los siguientes pasos para clonar una maquina virtual.

1. Vaya a Cargas de trabajo > Virtualizacion > Maquinas virtuales y haga clic en los puntos suspensivos junto
a la maquina virtual que desea clonar.

2. Haga clic en Clonar maquina virtual y proporcione los detalles de la nueva maquina virtual.
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Clone Virtual Machine

Name * rhel8-short-frog-clone
Description

4
Namespace * default -

Start virtual machine on clone

Configuration Operating System
Red Hat Enterprise Linux 8.0 or higher
Flavor

Small: 1CPU | 2 GiB Memory
Workload Profile

server

NICs

default - virtio

Disks

cloudinitdisk - cloud-init disk

rootdisk - 20Gi - basic

44 The VM rhel8-short-frog is still running. It will be powered off while
cloning.

Clone Virtual Machine

3. Haga clic en Clonar maquina virtual; esto apaga la maquina virtual de origen e inicia la creacion de la
maquina virtual clonada.

4. Una vez completado este paso, podra acceder y verificar el contenido de la maquina virtual clonada.
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Manteniendo activa la maquina virtual de origen

También se puede clonar una VM existente clonando el PVC existente de la VM de origen y luego creando
una nueva VM usando el PVC clonado. Este método no requiere que apague la maquina virtual de origen.
Complete los siguientes pasos para clonar una maquina virtual sin apagarla.

1. Vaya a Almacenamiento > PersistentVolumeClaims y haga clic en los puntos suspensivos junto a la PVC
que esta conectada a la maquina virtual de origen.

2. Haga clic en Clonar PVC y proporcione los detalles del nuevo PVC.

Clone

Mame *

rhel8-short-frog-rootdisk-28dvb-clone

Access Mode *
(O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB =«

PVC details

Namespace Requested capacity Access mode

@ default 20GIiB Shared Access (RWX)
Storage Class Used capacity Volume mode

€S basic 22GiB Filesystem

Cancel Clone

3. Luego haga clic en Clonar. Esto crea una PVC para la nueva VM.
4. Vaya a Cargas de trabajo > Virtualizaciéon > Maquinas virtuales y haga clic en Crear > Con YAML.

5. En la seccion especificacion > plantilla > especificacion > volumenes, adjunte el PVC clonado en lugar del
disco contenedor. Proporcione todos los demas detalles para la nueva maquina virtual segun sus
requisitos.
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- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-clone

6. Haga clic en Crear para crear la nueva maquina virtual.

7. Una vez creada correctamente la maquina virtual, acceda y verifique que la nueva maquina virtual sea un
clon de la maquina virtual de origen.

Cree una maquina virtual a partir de una copia instantanea
con Red Hat OpenShift Virtualization

Cree una maquina virtual a partir de una instantanea con OpenShift Virtualization. Este
procedimiento incluye la creacion de una VolumeSnapshotClass, tomar una instantanea
del reclamo de volumen persistente (PVC) de la maquina virtual (VM), restaurar la
instantanea a un nuevo PVC e implementar una nueva maquina virtual que use el PVC
restaurado como disco raiz.

Crear una maquina virtual a partir de una instantanea

Con Trident y Red Hat OpenShift, los usuarios pueden tomar una instantanea de un volumen persistente en
las clases de almacenamiento aprovisionadas por él. Con esta funcién, los usuarios pueden tomar una copia
de un punto en el tiempo de un volumen y usarla para crear un nuevo volumen o restaurar el mismo volumen
a un estado anterior. Esto habilita o respalda una variedad de casos de uso, desde reversion hasta clones y
restauracion de datos.

Para las operaciones de instantaneas en OpenShift, se deben definir los recursos VolumeSnapshotClass,
VolumeSnapshot y VolumeSnapshotContent.

* Un VolumeSnapshotContent es la instantanea real tomada de un volumen en el cluster. Es un recurso de
todo el cluster analogo a PersistentVolume para el almacenamiento.

* Una VolumeSnapshot es una solicitud para crear la instantanea de un volumen. Es analogo a un
PersistentVolumeClaim.

* VolumeSnapshotClass permite al administrador especificar diferentes atributos para un VolumeSnapshot.
Le permite tener diferentes atributos para diferentes instantaneas tomadas del mismo volumen.
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Para crear una instantanea de una maquina virtual, complete los siguientes pasos:

1. Cree una VolumeSnapshotClass que luego pueda usarse para crear un VolumeSnapshot. Vaya a
Almacenamiento > VolumeSnapshotClasses y haga clic en Crear VolumeSnapshotClass.

2. Ingrese el nombre de la clase Snapshot, ingrese csi.trident.netapp.io para el controlador y haga clic en
Crear.
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© View shortcuts
apiVersion: snapshot.storage.k8s.io/vl
kind: VolumeSnapshotClass
metadata:

name: trident-snapshot-clasﬂ
driver: csi.trident.netapp.io

deletionPolicy: Delete

‘ Cancel ‘ X Download

3. ldentifique el PVC que esta conectado a la maquina virtual de origen y luego cree una instantanea de ese
PVC. Navegar a Storage > VolumeSnapshots y haga clic en Crear instantaneas de volumen.

4. Seleccione el PVC para el cual desea crear la instantanea, ingrese el nombre de la instantanea o acepte
el valor predeterminado y seleccione la VolumeSnapshotClass adecuada. Luego haga clic en Crear.

Create VolumeSnapshot Edit YAML

PersistentVolumeClaim *

(BY® rhel8-short-frog-rootdisk-28dvb v

Name *

rhel8-short-frog-rootdisk-28dvb-snapshot

Snapshot Class *

UEB® trident-snapshot-class v

=

5. Esto crea la instantanea del PVC en ese momento.
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Crear una nueva maquina virtual a partir de la instantanea

1. Primero, restaure la instantanea en un nuevo PVC. Vaya a Aimacenamiento > Instantaneas de volumen,
haga clic en los puntos suspensivos junto a la instantanea que desea restaurar y haga clic en Restaurar
como nueva PVC.

2. Ingrese los detalles del nuevo PVC y haga clic en Restaurar. Esto crea un nuevo PVC.
Restore as new PVC

When restore action for snapshot rhel8-short-frog-rootdisk-28dvb-snapshot is
finished a new crash-consistent PVC copy will be created.

MName *

rhel8-short-frog-rootdisk-28dvb-snapshot-restore

Storage Class *

€® basic v

Access Mode *

O Single User (RWO) @ Shared Access (RWX) O Read Only (ROX)
Size *

20 GB «

VelumeSnapshot details

Created at Namespace

@ May 21,12:46 am @B default

Status APl version

@ Ready snapshot.storage.k8s.io/vl
Size

20 GiB

3. A continuacion, cree una nueva VM a partir de esta PVC. Vaya a Virtualizacion > Maquinas virtuales y
haga clic en Crear > Con YAML.

28



4. En la seccion especificacion > plantilla > especificacién > volumenes, especifique el nuevo PVC creado a
partir de una instantanea en lugar de desde el disco contenedor. Proporcione todos los demas detalles
para la nueva maquina virtual segun sus requisitos.

- name: rootdisk
persistentVolumeClaim:
claimName: rhel8-short-frog-rootdisk-28dvb-snapshot-restore

5. Haga clic en Crear para crear la nueva maquina virtual.

6. Una vez creada correctamente la VM, acceda y verifique que la nueva VM tenga el mismo estado que la
VM cuyo PVC se utilizé para crear la instantdnea en el momento en que se cred esta.
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ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.

30


http://www.netapp.com/TM

	Implementar en las instalaciones : NetApp virtualization solutions
	Tabla de contenidos
	Implementar en las instalaciones
	Requisitos para implementar Red Hat OpenShift Virtualization con ONTAP
	Prerrequisitos

	Implementar Red Hat OpenShift Virtualization con ONTAP
	Cree una máquina virtual en el almacenamiento ONTAP con Red Hat OpenShift Virtualization
	Crear máquina virtual
	Demostración en video

	Migrar una máquina virtual de VMware a un clúster de Red Hat OpenShift
	Demostración en video
	Migración de máquinas virtuales de VMware a OpenShift Virtualization mediante el kit de herramientas de migración para virtualización

	Migrar una máquina virtual entre dos nodos en un clúster de Red Hat OpenShift
	Migración en vivo de máquinas virtuales

	Clonar una máquina virtual con Red Hat OpenShift Virtualization
	Clonación de máquinas virtuales

	Cree una máquina virtual a partir de una copia instantánea con Red Hat OpenShift Virtualization
	Crear una máquina virtual a partir de una instantánea
	Crear una nueva máquina virtual a partir de la instantánea



