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Supervisar maquinas virtuales con DI

Obtenga informacion sobre la monitorizacidon de maquinas
virtuales con Data Infrastructure Insights en Red Hat
OpenShift Virtualization

NetApp Data Infrastructure Insights (anteriormente Cloud Insights) se integra con
OpenShift Virtualization para monitorear maquinas virtuales y brindar visibilidad en nubes
publicas y centros de datos privados. Permite a los usuarios solucionar problemas,
optimizar recursos y obtener informacion mediante paneles, consultas potentes y alertas
para umbrales de datos.

NetApp Cloud Insights es una herramienta de monitoreo de infraestructura de nube que le brinda visibilidad de
su infraestructura completa. Con Cloud Insights, puede supervisar, solucionar problemas y optimizar todos sus
recursos, incluidas sus nubes publicas y sus centros de datos privados. Para obtener mas informacion sobre
NetApp Cloud Insights, consulte "Documentacion de Cloud Insights" .

Para comenzar a utilizar Data Infrastructure Insights, puede registrarse en el siguiente"Prueba gratuita de Data
Infrastructure Insights" . Para obtener mas detalles, consulte la "Data Infrastructure Insights"

Cloud Insights tiene varias funciones que le permiten encontrar datos de manera rapida y sencilla, solucionar
problemas y proporcionar informacion sobre su entorno. Puede encontrar datos facilmente con consultas
potentes, puede visualizar datos en paneles y enviar alertas por correo electronico para los umbrales de datos
que establezca. Consulte la"tutoriales en video" para ayudarle a comprender estas caracteristicas.

Para que Cloud Insights comience a recopilar datos, necesita lo siguiente

Recopiladores de datos Hay 3 tipos de recopiladores de datos: * Infraestructura (dispositivos de
almacenamiento, conmutadores de red, infraestructura informatica) * Sistemas operativos (como VMware o
Windows) * Servicios (como Kafka)

Los recopiladores de datos descubren informacién de las fuentes de datos, como el dispositivo de
almacenamiento ONTAP (recopilador de datos de infraestructura). La informacion recopilada se utiliza para
analisis, validacion, seguimiento y resoluciéon de problemas.

Unidad de adquisicién Si utiliza un recopilador de datos de infraestructura, también necesita una unidad de
adquisicion para inyectar datos en Cloud Insights. Una unidad de adquisicion es una computadora dedicada a
alojar recopiladores de datos, normalmente una maquina virtual. Esta computadora generalmente se ubica en
el mismo centro de datos/VPC que los elementos monitoreados.

Agentes de Telegraf Cloud Insights también admite a Telegraf como su agente para la recopilacion de datos
de integracion. Telegraf es un agente de servidor controlado por complementos que se puede utilizar para
recopilar e informar métricas, eventos y registros.

Arquitectura de Cloud Insights
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Integre Data Infrastructure Insights para recopilar datos de
maquinas virtuales en Red Hat OpenShift Virtualization

Para comenzar a recopilar datos para maquinas virtuales en OpenShift Virtualization,
debe instalar varios componentes, incluido un operador de monitoreo de Kubernetes, un
recopilador de datos para Kubernetes y una unidad de adquisicion para recopilar datos
de los discos de maquinas virtuales compatibles con el almacenamiento ONTAP .

1. Un operador de monitoreo de Kubernetes y un recopilador de datos para recopilar datos de Kubernetes.
Para obtener instrucciones completas, consulte"documentacion” .

2. Una unidad de adquisicion para recopilar datos del almacenamiento ONTAP que proporciona
almacenamiento persistente para los discos de VM. Para obtener instrucciones completas, consulte
la"documentacion” .

3. Un recopilador de datos para ONTAP Para obtener instrucciones completas, consulte"documentacion”

Ademas, si utiliza StorageGrid para copias de seguridad de maquinas virtuales, también necesitara un
recopilador de datos para StorageGRID .

Supervise las maquinas virtuales en Red Hat OpenShift
Virtualization mediante Data Infrastructure Insights

NetApp Data Infrastructure Insights (anteriormente Cloud Insights) proporciona sélidas
capacidades de monitoreo para maquinas virtuales en OpenShift Virtualization, incluido
monitoreo basado en eventos, creacion de alertas y mapeo de almacenamiento de back-


https://docs.netapp.com/us-en/cloudinsights/task_config_telegraf_agent_k8s.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html
https://docs.netapp.com/us-en/cloudinsights/task_getting_started_with_cloud_insights.html#configure-the-data-collector-infrastructure

end. También ofrece analisis de cambios para rastrear los cambios del cluster y ayudar
con la resolucién de problemas.

Monitoreo basado en eventos y creacion de alertas

Aqui se muestra un ejemplo donde se monitorea el espacio de nombres que contiene una maquina virtual en
OpenShift Virtualization en funcion de eventos. En este ejemplo, se crea un monitor basado en
logs.kubernetes.event para el espacio de nombres especificado en el cluster.
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Esta consulta proporciona todos los eventos de la maquina virtual en el espacio de nombres. (Solo hay una

maquina virtual en el espacio de nombres). También se puede construir una consulta avanzada para filtrar
segun el evento donde el motivo sea "fallido" o "FailedMount". Estos eventos generalmente se crean cuando

hay un problema al crear un PV o al montar el PV en un pod, lo que indica problemas en el aprovisionador

dinamico para crear volumenes persistentes para la VM. Al crear el Monitor de alertas como se muestra
arriba, también puede configurar la notificacion a los destinatarios. También puede proporcionar acciones
correctivas o informacion adicional que pueda ser util para resolver el error. En el ejemplo anterior, se podria

necesitar informacion adicional para consultar la configuracion del backend de Trident y las definiciones de

clase de almacenamiento para resolver el problema.

Analisis de cambios

Con Change Analytics, puede obtener una vista de lo que cambio en el estado de su cluster, incluido quién

realizé ese cambio, lo que puede ayudar a solucionar problemas.
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En el ejemplo anterior, el analisis de cambios se configura en el cluster OpenShift para el espacio de nombres
que contiene una maquina virtual de virtualizacion OpenShift. El panel muestra los cambios a lo largo de la
linea de tiempo. Puede explorar en profundidad para ver qué cambid y hacer clic en Todos los cambios
Diferencia para ver la diferencia de los manifiestos. Desde el manifiesto, puede ver que se cred una nueva
copia de seguridad de los discos persistentes.
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Mapeo de almacenamiento de backend

Con Cloud Insights, puede ver facilmente el almacenamiento de backend de los discos de VM y varias
estadisticas sobre las PVC.
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Puede hacer clic en los enlaces debajo de la columna del backend, que extraeran datos directamente del
almacenamiento ONTAP del backend.
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Al hacer clic en cualquiera de los enlaces obtendra los detalles correspondientes del almacenamiento ONTP.
Por ejemplo, al hacer clic en el nombre de un SVM en la columna storageVirtualMachine, se extraeran detalles
sobre el SVM de ONTAP. Al hacer clic en el nombre de un volumen interno, se obtendran detalles sobre el
volumen en ONTAP.
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