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NetApp SMI-S Provider para Microsoft Hyper-V

El NetApp SMI-S Provider permite una integracion perfecta entre los sistemas de
almacenamiento NetApp ONTAP y Microsoft System Center Virtual Machine Manager
(SCVMM) en entornos virtualizados Hyper-V.

Esta solucion integral proporciona una interfaz estandarizada para la gestion del almacenamiento, que permite
a los administradores detectar, aprovisionar y supervisar los recursos de almacenamiento de NetApp
directamente desde SCVMM. Con soporte para protocolos de almacenamiento iSCSI y SMB, el proveedor
SMI-S simplifica la administracién del almacenamiento al tiempo que ofrece sdlidas capacidades de monitoreo
y generacion de informes para centros de datos virtualizados que ejecutan Windows Server y Hyper-V.

Introduccion

La especificacion de iniciativa de administracion de almacenamiento de NetApp (SMI-S) es una herramienta
poderosa para administrar y monitorear sistemas de almacenamiento. NetApp SMI-S aprovecha los protocolos
de gestion empresarial basada en web (WBEM) para proporcionar una interfaz unificada para diversas tareas
de gestion, incluido el manejo de LUN, volumenes, configuraciones de CIMOM y usuarios del servidor CIM.

SCVMM es una solucién de gestion integral para centros de datos virtualizados. SCVMM tiene la capacidad
de integrarse con varios sistemas de almacenamiento a través de la Iniciativa de Gestion de Almacenamiento
— Especificacion (SMI-S).

Beneficios de utilizar NetApp SMI-S Provider con SCVMM

La integracion de NetApp SMI-S Provider con SCVMM permite a las organizaciones administrar los recursos
de almacenamiento de manera mas efectiva en un centro de datos virtualizado al proporcionar una interfaz
estandarizada para la administracion del almacenamiento.

» Deteccidn y gestion de sistemas de almacenamiento: detecta sistemas de almacenamiento que ejecutan
el software ONTAP y proporciona herramientas para administrarlos de manera eficaz.

» Administracion simplificada: simplifica la gestion de los sistemas de almacenamiento al proporcionar una
Unica interfaz basada en comandos.

* Monitoreo e informes: ofrece sélidas funciones de monitoreo e informes para realizar un seguimiento de
los elementos de almacenamiento y su rendimiento.

Mas detalles, consultar'Documento del producto NetApp SMI-S Provider ."


https://docs.netapp.com/us-en/smis-provider
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Preparese para la implementacion del proveedor SMI-S

Una integracion perfecta con los sistemas de almacenamiento existentes requiere la instalacion y
configuracion adecuadas de NetApp SMI-S Provider.

* NetApp SMI-S Provider 5.2.7 es compatible con Windows Server SCVMM 2025, 2022, 2019y 2016 y
Windows Server 2025, 2022, 2019 y 2016. Esta version no es compatible con Windows Server 2012 o
System Center Virtual Machine Manager (SCVMM) 2012.

* No hay ninguna ruta de actualizacion disponible para NetApp SMI-S Provider 5.2.7. Debe implementar
NetApp SMI-S Provider 5.2.7 como una nueva instalacion.

* El proveedor SMI-S de NetApp es compatible con ONTAP 9 y sistemas FAS y AFF posteriores.

* La licencia de NetApp ONTAP ONE cubre todos los requisitos de licencia de proveedor SMI-S. Sin esta
licencia, necesitara las siguientes licencias:

o Se requieren licencias FCP, iSCSI o ambas para crear LUN en los sistemas de almacenamiento.

o Se requiere una licencia CIFS para crear recursos compartidos de archivos en sistemas de
almacenamiento ONTAP compatibles.

> Se requiere una licencia FlexClone para crear clones de LUN en sistemas de almacenamiento en
cluster que ejecuten versiones de ONTAP compatibles.

Requisitos de hardware de la maquina virtual SMI-S

La siguiente tabla muestra los requisitos de hardware de la maquina virtual del proveedor SMI-S de NetApp .



Hardware Requirements

Memory s 4GB RAM (minimum)
* 8 GB RAM (recommended)
Disk space + 1GB (minimum)
e 4GB (recommended)
Enabling logging and tracing requires additional disk
space of up to 1 GB, depending on the log and trace file
rotation settings.
You must have 100 MB temporary disk space available
for installation.
CPU * Dual-core 2.0 GHz {minimum)

* Quad-core 2.0 GHz (recommended)

Instalar el proveedor SMI-S

Antes de comenzar la implementacion del proveedor SMI-S, debe implementar Microsoft Hyper-V con
SCVMM y NetApp 9 sobre el sistema de almacenamiento FAS o AFF . Es importante comprender la interfaz
basada en comandos para realizar diversas tareas de administracion, verificar"Comandos del NetApp SMI-S
Provider ."

Mejor practica: NetApp recomienda utilizar un servidor Windows dedicado para instalar NetApp SMI-S
Provider; no lo instale en el servidor SCVMM para evitar interferencias, optimizar el rendimiento y
simplificar la resolucion de problemas.

1. En una maquina virtual de servidor Windows compatible con SMI-S, descargue NetApp SMI-S Provider
version 5.2.7 desde"Sitio de descarga de software de NetApp" y guarde el archivo como smisprovider-5-2-
7.msi.

2. Navegue hasta el directorio que contiene el paquete de software NetApp SMI-S Provider y haga doble clic
en el paquete smisprovider-5-2-7.msi, siga los pasos del asistente de configuracién para completar la
instalacion.

3. En el menu Inicio, navegue hasta NetApp SMI-S Provider, haga clic derecho y seleccione "Ejecutar como
administrador". Cuando se abra el simbolo del sistema, ejecute el comando "smis cimserver status" para
verificar que el NetApp SMI-S Provider se esté
ejecutando.


https://docs.netapp.com/us-en/smis-provider/concept-smi-s-provider-commands-overview.html
https://docs.netapp.com/us-en/smis-provider/concept-smi-s-provider-commands-overview.html
https://mysupport.netapp.com/site/global/dashboard

C:\Program Files (x86)\NetApp\smis\pegasus\bin>smis cimserver status

NetApp SMI-S Provider is running.

4. Agregue un usuario de servidor CIM, este usuario SMI-S debe tener privilegios de administrador en el
servidor SMI-S de Windows y debera usar este usuario para registrarse en SCVYMM. Este usuario de SMI-
S puede ser un usuario local o un usuario de
dominio.

C:\Program Files (x86)\NetApp\smis\pegasus\bin>cimuser -a -u smisuser
Please enter your password:

Please re-enter your password:

User added successfully.

5. Para agregar un sistema de almacenamiento NetApp , puede usar la direcciéon IP de administracion o un
nombre de host resoluble en DNS de la maquina virtual de almacenamiento (SVM) y las credenciales del
usuario
vsadmin.

C:\Program Files (x86)\NetApp
Enter password:
eturned Path ONTAP_FilerData.hostName="10.61.182.217",port=443

uccessfully added 10.61.182.217

Conecte el proveedor SMI-S con SCVMM

Para agregar un dispositivo de almacenamiento remoto en SCVMM y conectarse a un proveedor SMI-S, debe
asegurarse de que se cumplan los siguientes requisitos previos y pasos:

* Acceso a la red: asegurese de que el servidor SCVYMM tenga acceso a la red del proveedor SMI-S a
través de su direccion IP o nombre de dominio completo (FQDN).

* Puertos de comunicacion: Verifique que SCVMM vy el proveedor SMI-S puedan comunicarse a través de la
red utilizando los puertos adecuados:

o HTTPS en el puerto 5989
o HTTP en el puerto 5988

Se coloca un certificado obsoleto durante la instalacion del proveedor SMI-S. Como resultado, la
conexion SSL al proveedor SMI-S falla desde Agregar dispositivos de almacenamiento en System Center
Virtual Machine Manager (SCVMM). La solucién es"generar un certificado autofirmado para el servidor
CIM" y reiniciar el servicio SMI-S después. Para obtener mas informacion, consulte el articulo de

Knowledge Base."CSMIS-3: cimom.cert en NetApp SMI-S Provider 5.2.7 vence en el momento de la
instalacion."

1. En SCVMM, haga clic en Fabric > Almacenamiento > Proveedores > Agregar dispositivos de

almacenamiento. Seleccione "Dispositivos SAN y NAS descubiertos y administrados por un proveedor
SMI-

S".


https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3
https://kb.netapp.com/data-mgmt/SMI-S/SMI-S_Issues/CSMIS-3

‘ &. Add Storage Devices Wizard X

= Select Provider Type

.'| Select Provider Type | Select a storage provider type :

Specify Discovery Scope Before you begin this wizard, you might have to manually install storage provider software. Select the
storage provider type that matches the type of device you want to manage, |
Gather Information _
() Windows-based file server
Stnct:Sorage: Bevices ® SAN and NAS devices discovered and managed by a SMI-S provider
Summary () SAN devices managed by a native SMP provider

() Fibre Channel fabric discovered and managed by a SMI-S provider

Previous | Mext H Cancel

2. En Especificar alcance de descubrimiento, seleccione SMI-S CIMXML como protocolo, ingrese la direccion
IP o FQDN del servidor en el que instalé el Agente SMI-S, elija la opcion de conexion SSL si la necesita e
ingrese la cuenta SMI-S creada en el servidor SMI-

S.



& Add Storage Devices Wizard X

= Specify Discovery Scope

\  Select Provider Type Specify protocol and address of the storage SMI-S provider !
| Specify Discovery Scope | Protocol: | SMI-S CIMXML .
Gather Information Provider IP address or FODN:

I smis.hyperv.local

TCP/IP port: 5080 3
Use Secure Sockets Layer {55L) connection
e

Select Storage Devices

Summary

Run As account;  |Smisuser B o

Previous || Nest || Cancel

3. En Recopilar informacion, SCVMM descubre e importa automaticamente la informacién del dispositivo de
almacenamiento. Necesitara importar el certificado de seguridad si se seleccioné la conexién SSL en el
paso
anterior.
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| B import Certificate - o x

J Import the certificate

To verify the identity of the storage provider, Virtual Machine Manager must &, Add Storage
+ import the storage provider security certificate into the Virtual Machine
| Manager server certificate store.

== Gather Information

ol Certificate Information

This CA Root certificate is not trusted. To enable trust, install this

L 7| SelectProvider Type Discover and import storage device information
certificate in the Trusted Root Certification Authorities Store.

Specify Discovery Scope

| Scan Provider

Issued to: scvmm.hyperv.local Gather Information |
Issued by: scvmm.hyperv.local

Select Storage Devices
Valid from: 6/24/2025 to 6/23/2028

e Summary
Serial number:  1D2ACTCAED1B8D3208A96328AEE 1B0243D2F36E0
Public key: 30820102 02 82 010100 b2 5 7d 21 50 fc 3e Be 4283
11 ¢9 a0 be 12 8e 81 €97 ef €191 6b 65 35 a8 b 1c 30
7720 3¢ 7016 dc 52 54 eb d7 71 bd 62 53 11 55 de fedl
I This certificate will be imported before Virtual Machine Manager adds
| thestorage provider.
1
| =
7 File Servers F
i Fibre Channel Fabrics
Z QoS Policies
VMs and Services
Fabric
Library
Jobs Previous || Next Cancal
Azure Arc

Seleccione los dispositivos de almacenamiento, una clasificacion y grupos de host, revise el resumen y
haga clic en
Finalizar.



Eg Add Storage Devices Wizard

= Select Storage Devices

| Select Provider Type
Specify Discovery Scope

Gather Information

Select storage devices

Select the storage pools you want to manage and assign a storage classifici
information will be imported from the storage pools. You can create classif

Select Storage Devices

Storage Device | Pool ID

| Total Capacity | Classificatic

Summary

site2 655.52 GB

[] sitellun1_dest ONTAP:1ee14dcd-0ac5... 119.29 GB

site2lun1 ONTAP:1ee14dc4-0ac5s... 22043 GB iSCSI

site2smb1 ONTAP:1ee14dc4-0ac5... smb

[] wkido1 ONTAP:1ee14dc4-0ac5... 100.00 GB

[] wkid01_dest ONTAP:1ee14dc4-0ac5... 1444 GB

[] wkid02_dest ONTAP:1ee14dc4-0ac5... 135 GB

SITE2SMB 0G8
Previous Next Cancel

5. Para revisar la conexion SMI-S, haga clic en Fabric > Descripcion general, verifique el resumen de
almacenamiento, el uso de las clasificaciones, las unidades légicas por matriz y el almacenamiento del

grupo de
hosts.
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Aprovisionamiento de almacenamiento con SCVMM mediante un proveedor SMI-S

SCVMM utiliza el proveedor SMI-S para interactuar con los sistemas de almacenamiento, lo que le permite
crear y administrar recursos de almacenamiento directamente desde SCVMM.

almacenamiento iSCSI

1. En la consola SCVMM, seleccione Fabric > Almacenamiento, haga clic con el boton derecho en
Clasificaciones y grupos y seleccione Crear unidad légica. Seleccione el grupo de almacenamiento y la
clasificacion e ingrese el nombre, la descripcion, el tamafo y el grupo de host para la unidad
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Almacenamiento SMB

1. Seleccione Fabric > Almacenamiento > haga clic con el botén derecho en Servidores de archivos vy elija
Crear recurso compartido de archivos, seleccione Servidor de archivos, ingrese el nombre, el tipo de
almacenamiento, el grupo de almacenamiento y la
clasificacion.

¥ Create File Share Wizard ®

- Storage Type

| Storage Type | Select a file server and a storage type
Capacity If you create the share on a storage pool, a virtual disk and volume are created for the share.
Summary File server: SITEZSMB. bl
Mame: ;.si-teésn:l.b
Description: [ I
|
gt o Eosmen ]
Storage pool: !__sih:hmb'l o l

Classification: | smb |

P_rEn_n:nus MNext ” Cancel

2. Para utilizar el recurso compartido de archivos SMB para Hyper-V, debe agregar el recurso compartido de
archivos SMB a los clusteres de host de Hyper-V. En SCVMM, haga clic en Servidores > Todos los hosts >
[Grupo de hosts]. Haga clic con el boton derecho en el nombre del cluster y seleccione propiedades. En la
pestafia "Almacenamiento compartido de archivos"”, haga clic en agregar e ingrese la ruta
SMB.
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a -~ a 1 1
2025cluster.hyperv.local Properties

General File Share Storage
Status The following file shares will be available as storage locations for VMs deployed to nodes in this cluster:
) 1 l File Share Path | Access Status | Classification | Free Space | Total Capacity
| Availabie Storage Add File Share X
File Share Storage . .
_ Specify a valid SMB share path to use for VM
| Shared Volumes deployment
| Virtual Switches File share path: | NSIEZSMB\SItE25mb v

| Custom Properties To register a file share to this cluster, select a managed file share from the
list or enter the UNC path for an unmanaged file share.

For managed shares, VMM grants file share access to the Active Directory
computer account for the virtualization cluster and the VMM cluster
management account. For unmanaged file shares, ensure that the Active
Directory computer account for the virtualization cluster and the VMM
cluster management account have access to the file share.

To bring a file share into management: in the VMM console, open the Fabric
workspace, click the Providers node, and then click "Add Storage Device."

oK || Cancel |

View Script | oK | l Cancel

Registros y seguimientos

Puede configurar como SMI-S Provider administra los registros y los archivos de seguimiento, por ejemplo,
especificando los niveles de mensajes que se registraran y el directorio en el que se guardaran los registros.
También debe especificar los componentes que se deben rastrear, el destino en el que se escriben los
mensajes de rastreo, el nivel de rastreo y la ubicacion del archivo de rastreo.

Configuracién de registros

De forma predeterminada, se registran todos los mensajes del sistema y los registros de mensajes del sistema
se ubican en el directorio de registros del directorio en el que esta instalado NetApp SMI-S Provider . Puede
cambiar la ubicacion y el nivel de los mensajes del sistema que se escriben en el registro del servidor CIM.
» Puede elegir el nivel de registro entre Rastreo, Informacion, Advertencia, Grave, Fatal. Para cambiar el
nivel de registro de mensajes del sistema, utilice el siguiente comando:

cimconfig -s loglevel=nuevo_nivel _de_registro -p

11



« Cambiar el directorio del registro de mensajes del sistema

cimconfig -s logdir=nuevo_directorio_de_registro -p

Configuracion de seguimiento

Action Command
Specify the components to be traced cimconfig -s traceComponents=components
-p
Specify the trace facility cimconfig -s traceFacility=facility -p
Specify the location of the trace file cimconfig -s traceFilePath=path_name -p
Specify the trace level cimconfig -s tracelLevel=level —-p
Conclusion

El NetApp SMI-S Provider es una herramienta esencial para los administradores de almacenamiento y
proporciona una solucién estandarizada, eficiente e integral para administrar y monitorear los sistemas de
almacenamiento. Al utilizar protocolos y esquemas estandar de la industria, se garantiza la compatibilidad y
simplifica las complejidades asociadas con la gestion de la red de almacenamiento.
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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