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VMware vSphere Foundation en NetApp

Empezar

Obtenga informacién sobre el uso de almacenes de datos NFS v3 en sistemas de
almacenamiento ONTAP con VMware vSphere 8

NetApp ONTAP y VMware vSphere 8 trabajan juntos para ofrecer soluciones de
almacenamiento escalables y seguras basadas en NFS v3 para entornos de nube
hibrida mediante matrices All-Flash de NetApp . Obtenga informacion sobre las opciones
de almacenamiento compatibles con VMware vSphere Foundation y los casos de uso
clave, incluidos VMware Live Site Recovery para recuperacion ante desastres y
Autonomous Ransomware Protection (ARP) de NetApp para almacenamiento NFS.

Uso de NFS v3 con vSphere 8 y sistemas de almacenamiento ONTAP

Este documento proporciona informacion sobre las opciones de almacenamiento disponibles para VMware
Cloud vSphere Foundation mediante las matrices All-Flash de NetApp . Las opciones de almacenamiento
admitidas se cubren con instrucciones especificas para implementar almacenes de datos NFS. Ademas, se
demuestra VMware Live Site Recovery para la recuperacion ante desastres de almacenes de datos NFS. Por
ultimo, se analiza la proteccién auténoma contra ransomware de NetApp para almacenamiento NFS.

Casos de uso

Casos de uso cubiertos en esta documentacion:

» Opciones de almacenamiento para clientes que buscan entornos uniformes en nubes privadas y publicas.
» Despliegue de infraestructura virtual para cargas de trabajo.

+ Solucion de almacenamiento escalable disefiada para satisfacer necesidades cambiantes, incluso cuando
no esta alineada directamente con los requisitos de recursos informaticos.

* Proteja las maquinas virtuales y los almacenes de datos mediante el SnapCenter Plug-in for VMware
vSphere.

* Uso de VMware Live Site Recovery para la recuperacion ante desastres de almacenes de datos NFS.

+ Estrategia de deteccién de ransomware, que incluye multiples capas de proteccion a nivel de host ESXi y
de maquina virtual invitada.

Audiencia

Esta solucién esta destinada a las siguientes personas:
* Arquitectos de soluciones que buscan opciones de almacenamiento mas flexibles para entornos VMware
que estan disefados para maximizar el TCO.

 Arquitectos de soluciones que buscan opciones de almacenamiento VVF que brinden proteccion de datos
y opciones de recuperacion ante desastres con los principales proveedores de la nube.

» Administradores de almacenamiento que desean instrucciones especificas sobre cémo configurar VVF
con almacenamiento NFS.

« Administradores de almacenamiento que desean instrucciones especificas sobre como proteger las
maquinas virtuales y los almacenes de datos que residen en el almacenamiento ONTAP .



Descripcion general de la tecnologia

La Guia de referencia de NFS v3 VVF para vSphere 8 consta de los siguientes componentes principales:

Fundaciéon VMware vSphere

VMware vCenter, un componente central de vSphere Foundation, es una plataforma de gestion centralizada
que proporciona configuracion, control y administracion de entornos vSphere. vCenter actia como base para
administrar infraestructuras virtualizadas, lo que permite a los administradores implementar, supervisar y
gestionar maquinas virtuales, contenedores y hosts ESXi dentro del entorno virtual.

La solucion VVF admite cargas de trabajo nativas de Kubernetes y basadas en maquinas virtuales. Los
componentes clave incluyen:

* VMware vSphere

* VMware vSAN

« Estandar Aria

* VMware vSphere Kubernetes vSphere

* Conmutador distribuido de vSphere

Para obtener mas informacién sobre los componentes incluidos en VVF, consulte arquitectura y planificacion,
consulte "Comparacion en vivo de productos VMware vSphere" .

Opciones de almacenamiento de VVF

El almacenamiento es fundamental para un entorno virtual exitoso y potente. El almacenamiento, ya sea a
través de almacenes de datos de VMware o casos de uso conectados por invitados, libera las capacidades de
sus cargas de trabajo, ya que puede elegir el mejor precio por GB que ofrezca el mayor valor y al mismo
tiempo reduzca la subutilizacién. ONTAP ha sido una solucion de almacenamiento lider para entornos VMware
vSphere durante casi dos décadas y continla agregando capacidades innovadoras para simplificar la
administracion y reducir los costos.

Las opciones de almacenamiento de VMware generalmente se organizan como ofertas de almacenamiento
tradicional y almacenamiento definido por software. Los modelos de almacenamiento tradicionales incluyen
almacenamiento local y en red, mientras que los modelos de almacenamiento definidos por software incluyen
vSAN y VMware Virtual Volumes (vVols).


https://www.vmware.com/docs/vmw-datasheet-vsphere-product-line-comparison
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Referirse a "Introduccion al almacenamiento en el entorno vSphere" para obtener mas informacion sobre los
tipos de almacenamiento compatibles con VMware vSphere Foundation.

ONTAP de NetApp

Existen numerosas razones convincentes por las que decenas de miles de clientes han elegido ONTAP como
su solucion de almacenamiento principal para vSphere. Estos incluyen lo siguiente:

1. Sistema de almacenamiento unificado: ONTAP ofrece un sistema de almacenamiento unificado que
admite los protocolos SAN y NAS. Esta versatilidad permite una integracion perfecta de diversas
tecnologias de almacenamiento dentro de una unica solucion.

2. Proteccion de datos robusta: ONTAP proporciona capacidades de proteccion de datos robustas a través
de instantaneas que ahorran espacio. Estas instantaneas permiten procesos de copia de seguridad y
recuperacion eficientes, garantizando la seguridad e integridad de los datos de la aplicacion.

3. Herramientas de gestion integrales: ONTAP ofrece una gran cantidad de herramientas disefiadas para
ayudar a gestionar los datos de las aplicaciones de manera eficaz. Estas herramientas agilizan las tareas
de gestion del almacenamiento, mejorando la eficiencia operativa y simplificando la administracion.

4. Eficiencia de almacenamiento: ONTAP incluye varias funciones de eficiencia de almacenamiento,
habilitadas de forma predeterminada, disefadas para optimizar la utilizaciéon del almacenamiento, reducir
costos y mejorar el rendimiento general del sistema.

El uso de ONTAP con VMware ofrece una gran flexibilidad en lo que respecta a las necesidades de cada
aplicacion. Los siguientes protocolos son compatibles como almacén de datos de VMware con ONTAP: * FCP
* FCoE * NVMe/FC * NVMe/TCP *iSCSI * NFS v3 * NFS v4.1

El uso de un sistema de almacenamiento separado del hipervisor le permite descargar muchas funciones y
maximizar su inversion en sistemas host vSphere. Este enfoque no solo garantiza que los recursos del host se
concentren en las cargas de trabajo de las aplicaciones, sino que también evita efectos aleatorios en el
rendimiento de las aplicaciones debido a las operaciones de almacenamiento.

El uso de ONTAP junto con vSphere es una excelente combinacion que le permite reducir los gastos de
hardware del host y software VMware. También puede proteger sus datos a un menor coste y con un alto
rendimiento constante. Debido a que las cargas de trabajo virtualizadas son moviles, puede explorar


https://techdocs.broadcom.com/us/en/vmware-cis/vsphere/vsphere/8-0/vsphere-storage-8-0/introduction-to-storage-in-vsphere-environment.html

diferentes enfoques usando Storage vMotion para mover maquinas virtuales entre almacenes de datos VMFS,
NFS o vWols , todo en el mismo sistema de almacenamiento.

Matrices all-flash de NetApp

NetApp AFF (All Flash FAS) es una linea de productos de matrices de almacenamiento all-flash. Esta
disefiado para ofrecer soluciones de almacenamiento de alto rendimiento y baja latencia para cargas de
trabajo empresariales. La serie AFF combina los beneficios de la tecnologia flash con las capacidades de
gestion de datos de NetApp, proporcionando a las organizaciones una plataforma de almacenamiento potente
y eficiente.

La linea AFF se compone de modelos de la Serie Ay de la Serie C.
Las matrices flash all-NVMe de la serie A de NetApp estan disefiadas para cargas de trabajo de alto

rendimiento, ofreciendo una latencia ultrabaja y alta resiliencia, lo que las hace adecuadas para aplicaciones
de misién critica.

AFF A70 AFF A90

Las matrices flash QLC de la serie C estan orientadas a casos de uso de mayor capacidad y ofrecen la
velocidad del flash con la economia del flash hibrido.

AFF C250 AFF C400 AFF C800

B0 ke I“l ”Il

Compatibilidad con protocolos de almacenamiento

AFF admite todos los protocolos estandar utilizados para la virtualizacion, tanto de almacenes de datos como
de almacenamiento conectado a invitados, incluidos NFS, SMB, iSCSI, Fibre Channel (FC), Fibre Channel
over Ethernet (FCoE), NVME over fabrics y S3. Los clientes tienen la libertad de elegir lo que funcione mejor
para sus cargas de trabajo y aplicaciones.

NFS: NetApp AFF brinda soporte para NFS, lo que permite el acceso basado en archivos a almacenes de
datos de VMware. Los almacenes de datos conectados a NFS de muchos hosts ESXi superan ampliamente
los limites impuestos a los sistemas de archivos VMFS. El uso de NFS con vSphere proporciona algunos
beneficios en términos de facilidad de uso y visibilidad en la eficiencia del almacenamiento. ONTAP incluye
funciones de acceso a archivos disponibles para el protocolo NFS. Puede habilitar un servidor NFS y exportar
volumenes o qgtrees.

Para obtener orientacion sobre el disefio de configuraciones de NFS, consulte la "Documentacion sobre


https://docs.netapp.com/us-en/ontap/nas-management/index.html

gestion del almacenamiento NAS" .

iSCSI - NetApp AFF proporciona un soporte soélido para iSCSI, lo que permite el acceso a nivel de bloque a
dispositivos de almacenamiento a través de redes IP. Ofrece una integracion perfecta con iniciadores iSCSI, lo
que permite el aprovisionamiento y la gestion eficientes de LUN iSCSI. Funciones avanzadas de ONTAP,
como rutas multiples, autenticacion CHAP y compatibilidad con ALUA.

Para obtener orientacion sobre el disefio de configuraciones iSCSI, consulte la "Documentacion de referencia
de configuracion de SAN" .

Fibre Channel - NetApp AFF ofrece soporte integral para Fibre Channel (FC), una tecnologia de red de alta
velocidad comunmente utilizada en redes de area de almacenamiento (SAN). ONTAP se integra
perfectamente con la infraestructura FC, brindando acceso confiable y eficiente a nivel de bloque a los
dispositivos de almacenamiento. Ofrece funciones como zonificacion, rutas multiples e inicio de sesién de
estructura (FLOGI) para optimizar el rendimiento, mejorar la seguridad y garantizar una conectividad perfecta
en entornos FC.

Para obtener orientacion sobre el disefio de configuraciones de canal de fibra, consulte la "Documentacion de
referencia de configuracion de SAN" .

NVMe sobre estructuras: NetApp ONTAP admite NVMe sobre estructuras. NVMe/FC permite el uso de
dispositivos de almacenamiento NVMe sobre infraestructura de canal de fibra y NVMe/TCP sobre redes IP de
almacenamiento.

Para obtener orientacion sobre el disefio de NVMe, consulte "Configuracion, soporte y limitaciones de NVMe" .

Tecnologia activa-activa

Las matrices All-Flash de NetApp permiten rutas activas-activas a través de ambos controladores, lo que
elimina la necesidad de que el sistema operativo host espere a que falle una ruta activa antes de activar la
ruta alternativa. Esto significa que el host puede utilizar todas las rutas disponibles en todos los controladores,
lo que garantiza que las rutas activas siempre estén presentes independientemente de si el sistema esta en
un estado estable o atravesando una operacion de conmutacion por error del controlador.

Para obtener mas informacion, consulte "Proteccion de datos y recuperacion ante desastres" documentacion.

Garantias de almacenamiento

NetApp ofrece un conjunto Unico de garantias de almacenamiento con las matrices all-flash de NetApp . Los
beneficios Unicos incluyen:

Garantia de eficiencia de almacenamiento: Logre un alto rendimiento mientras minimiza los costos de
almacenamiento con la Garantia de eficiencia de almacenamiento. 4:1 para cargas de trabajo SAN. Garantia
de recuperacion de ransomware: Recuperacion de datos garantizada en caso de un ataque de ransomware.

Para obtener informacion detallada, consulte la "Pagina de inicio de NetApp AFF" .

Herramientas NetApp ONTAP para VMware vSphere

Un componente poderoso de vCenter es la capacidad de integrar complementos o extensiones que mejoran
aun mas su funcionalidad y brindan caracteristicas y capacidades adicionales. Estos complementos amplian
las capacidades de administracion de vCenter y permiten a los administradores integrar soluciones,
herramientas y servicios de terceros en su entorno vSphere.

Las herramientas NetApp ONTAP para VMware son un conjunto integral de herramientas disefiadas para
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facilitar la gestion del ciclo de vida de las maquinas virtuales dentro de entornos VMware a través de su
arquitectura de complemento vCenter. Estas herramientas se integran perfectamente con el ecosistema
VMware, lo que permite un aprovisionamiento eficiente del almacén de datos y brinda proteccién esencial para
las maquinas virtuales. Con ONTAP Tools para VMware vSphere, los administradores pueden gestionar sin
esfuerzo las tareas de administracion del ciclo de vida del almacenamiento.

Herramientas integrales de ONTAP Se pueden encontrar 10 recursos "ONTAP tools for VMware vSphere
Recursos de documentacion” .

Vea la solucion de implementacion de herramientas ONTAP 10 en"Ultilice las herramientas ONTAP 10 para
configurar almacenes de datos NFS para vSphere 8"

Complemento NFS de NetApp para VMware VAAI

El complemento NFS de NetApp para VAAI (API de vStorage para integracion de matrices) mejora las
operaciones de almacenamiento al descargar ciertas tareas al sistema de almacenamiento de NetApp , lo que
genera un mejor rendimiento y eficiencia. Esto incluye operaciones como copia completa, puesta a cero de
blogue y bloqueo asistido por hardware. Ademas, el complemento VAAI optimiza la utilizacion del
almacenamiento al reducir la cantidad de datos transferidos a través de la red durante las operaciones de
aprovisionamiento y clonacion de maquinas virtuales.

El complemento NFS de NetApp para VAAI se puede descargar desde el sitio de soporte de NetApp y se
carga e instala en hosts ESXi mediante ONTAP tools for VMware vSphere.

Referirse a "Documentacion del complemento NFS de NetApp para VMware VAAI" Para mas informacion.

Plugin de SnapCenter para VMware vSphere

El SnapCenter Plug-in for VMware vSphere (SCV) es una solucion de software de NetApp que ofrece
proteccién de datos integral para entornos VMware vSphere. Esta disefiado para simplificar y agilizar el
proceso de proteccion y administracion de maquinas virtuales (VM) y almacenes de datos. SCV utiliza
instantaneas basadas en almacenamiento y replicacion en matrices secundarias para cumplir con los
objetivos de menor tiempo de recuperacion.

El SnapCenter Plug-in for VMware vSphere proporciona las siguientes capacidades en una interfaz unificada,
integrada con el cliente vSphere:

Instantaneas basadas en politicas: SnapCenter le permite definir politicas para crear y administrar
instantaneas consistentes con las aplicaciones de maquinas virtuales (VM) en VMware vSphere.

Automatizacion: la creacion y gestién automatizadas de instantaneas basadas en politicas definidas ayudan
a garantizar una proteccion de datos consistente y eficiente.

Proteccion a nivel de VM: la proteccion granular a nivel de VM permite una gestion y recuperacion eficiente
de maquinas virtuales individuales.

Funciones de eficiencia de almacenamiento: la integracion con las tecnologias de almacenamiento de
NetApp proporciona funciones de eficiencia de almacenamiento como deduplicacion y compresion para
instantaneas, lo que minimiza los requisitos de almacenamiento.

El complemento SnapCenter organiza la inactividad de las maquinas virtuales junto con instantaneas basadas
en hardware en matrices de almacenamiento de NetApp . La tecnologia SnapMirror se utiliza para replicar
copias de copias de seguridad en sistemas de almacenamiento secundarios, incluso en la nube.

Para obtener mas informacion, consulte la "Documentacion del SnapCenter Plug-in for VMware vSphere" .
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NetApp Backup and Recovery permite estrategias de respaldo que extienden copias de datos al
almacenamiento de objetos en la nube.

Para obtener mas informacioén sobre las estrategias de respaldo con NetApp Backup and Recovery,
visite"Documentacion de NetApp Backup and Recovery" .

Para obtener instrucciones de implementacion paso a paso para el complemento de SnapCenter , consulte la
solucion"Utilice el SnapCenter Plug-in for VMware vSphere para proteger las maquinas virtuales en los
dominios de carga de trabajo VCF" .

Consideraciones sobre el almacenamiento

El aprovechamiento de los almacenes de datos NFS de ONTAP con VMware vSphere produce un entorno de
alto rendimiento, facil de administrar y escalable que brinda relaciones de maquina virtual a almacén de datos
inalcanzables con protocolos de almacenamiento basados en bloques. Esta arquitectura puede resultar en un
aumento de diez veces en la densidad del almacén de datos, acompanado de una reduccion correspondiente
en el numero de almacenes de datos.

nConnect para NFS: Otro beneficio de usar NFS es la capacidad de aprovechar la funcion nConnect.
nConnect permite multiples conexiones TCP para volumenes de almacenamiento de datos NFS v3, logrando
asi un mayor rendimiento. Esto ayuda a aumentar el paralelismo y los almacenes de datos NFS. Los clientes
que implementan almacenes de datos con NFS version 3 pueden aumentar la cantidad de conexiones al
servidor NFS, maximizando la utilizacion de tarjetas de interfaz de red de alta velocidad.

Para obtener informacion detallada sobre nConnect, consulte"Funcion NFS nConnect con VMware y NetApp" .

Troncalizacion de sesion para NFS: a partir de ONTAP 9.14.1, los clientes que utilizan NFSv4.1 pueden
aprovechar la troncalizacion de sesion para establecer multiples conexiones a varios LIF en el servidor NFS.
Esto permite una transferencia de datos mas rapida y mejora la resiliencia mediante el uso de rutas multiples.
El enlace troncal resulta especialmente beneficioso cuando se exportan volimenes FlexVol a clientes que
admiten el enlace troncal, como clientes VMware y Linux, o cuando se utilizan protocolos NFS sobre RDMA,
TCP o pNFS.

Referirse a "Descripcion general de los enlaces troncales NFS" Para mas informacion.

* Volumenes FlexVol :* NetApp recomienda utilizar volumenes * FlexVol* para la mayoria de los almacenes
de datos NFS. Si bien los almacenes de datos mas grandes pueden mejorar la eficiencia del
almacenamiento y los beneficios operativos, se recomienda considerar el uso de al menos cuatro
almacenes de datos (volumenes FlexVol ) para almacenar maquinas virtuales en un solo controlador
ONTAP . Normalmente, los administradores implementan almacenes de datos respaldados por volimenes
FlexVol con capacidades que van desde 4 TB a 8 TB. Este tamafo logra un buen equilibrio entre
rendimiento, facilidad de administracion y proteccion de datos. Los administradores pueden comenzar con
poco y escalar el almacén de datos segun sea necesario (hasta un maximo de 100 TB). Los almacenes de
datos mas pequenios facilitan una recuperacion mas rapida de copias de seguridad o desastres y pueden
trasladarse rapidamente a través del cluster. Este enfoque permite utilizar al maximo el rendimiento de los
recursos de hardware y habilita almacenes de datos con diferentes politicas de recuperacion.

* Volumenes FlexGroup :* para escenarios que requieren un gran almacén de datos, NetApp recomienda el
uso de volumenes * FlexGroup®. Los volumenes FlexGroup practicamente no tienen restricciones de
capacidad ni de cantidad de archivos, lo que permite a los administradores aprovisionar facilmente un
unico espacio de nombres masivo. El uso de volimenes FlexGroup no implica costos adicionales de
mantenimiento o administracion. No se necesitan varios almacenes de datos para el rendimiento con los
volumenes FlexGroup , ya que se escalan de forma inherente. Al utilizar volumenes ONTAP y FlexGroup
con VMware vSphere, puede establecer almacenes de datos simples y escalables que aprovechen toda la
potencia de todo el cluster ONTAP .
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Proteccion contra ransomware

El software de gestiéon de datos NetApp ONTAP cuenta con un conjunto completo de tecnologias integradas
para ayudarlo a protegerse, detectar y recuperarse de ataques de ransomware. La funcion NetApp SnapLock
Compliance integrada en ONTAP evita la eliminacién de datos almacenados en un volumen habilitado
mediante tecnologia WORM (escribir una vez, leer muchas) con retencion de datos avanzada. Una vez
establecido el periodo de retencion y bloqueada la copia instantanea, ni siquiera un administrador de
almacenamiento con privilegios completos del sistema o un miembro del equipo de soporte de NetApp puede
eliminar la copia instantanea. Pero lo mas importante es que un hacker con credenciales comprometidas no
puede borrar los datos.

NetApp garantiza que podremos recuperar sus copias Snapshot de NetApp protegidas en matrices elegibles vy,
si no podemos, compensaremos a Su organizacion.

Para obtener mas informacién sobre la Garantia de recuperacion de ransomware, consulte: "Garantia de
recuperacion de ransomeware" .

Consulte la "Descripcion general de la proteccion auténoma contra ransomware" Para obtener informacion
mas detallada.

Consulte la solucion completa en el centro de documentacion de soluciones de NetApps:"Proteccion
auténoma contra ransomware para almacenamiento NFS"

Consideraciones sobre la recuperacion ante desastres

NetApp proporciona el almacenamiento mas seguro del planeta. NetApp puede ayudar a proteger la
infraestructura de datos y aplicaciones, mover datos entre el almacenamiento local y la nube, y ayudar a
garantizar la disponibilidad de datos en todas las nubes. ONTAP viene con potentes tecnologias de seguridad
y proteccion de datos que ayudan a proteger a los clientes de desastres al detectar amenazas de forma
proactiva y recuperar rapidamente datos y aplicaciones.

VMware Live Site Recovery, anteriormente conocido como VMware Site Recovery Manager, ofrece
automatizacion optimizada basada en politicas para proteger maquinas virtuales dentro del cliente web
vSphere. Esta solucion aprovecha las tecnologias avanzadas de gestion de datos de NetApp a través del
Adaptador de replicacion de almacenamiento como parte de las herramientas ONTAP para VMware. Al
aprovechar las capacidades de NetApp SnapMirror para la replicacion basada en matrices, los entornos
VMware pueden beneficiarse de una de las tecnologias mas confiables y maduras de ONTAP. SnapMirror
garantiza transferencias de datos seguras y altamente eficientes al copiar solo los bloques del sistema de
archivos modificados, en lugar de maquinas virtuales o almacenes de datos completos. Ademas, estos
blogues aprovechan técnicas de ahorro de espacio como la deduplicacion, la compresion y la compactacion.
Con la introduccion de SnapMirror independiente de la version en los sistemas ONTAP modernos, usted gana
flexibilidad al seleccionar sus clusteres de origen y destino. SnapMirror realmente ha surgido como una
herramienta poderosa para la recuperacion ante desastres y cuando se combina con Live Site Recovery,
ofrece mayor escalabilidad, rendimiento y ahorro de costos en comparacion con las alternativas de
almacenamiento local.

Para obtener mas informacion, consulte la "Descripcion general de VMware Site Recovery Manager" .

Consulte la solucion completa en el centro de documentacion de soluciones de NetApps:"Proteccion
auténoma contra ransomware para almacenamiento NFS"

* NetApp Disaster Recovery es una solucion de recuperacion ante desastres rentable disefiada para cargas
de trabajo de VMware que se ejecutan en sistemas ONTAP locales con almacenes de datos NFS.
Integrado con la NetApp Console, este servicio permite una facil gestion y el descubrimiento automatizado
de VMware vCenters y el almacenamiento ONTAP . NetApp Disaster Recovery utiliza la tecnologia


https://www.netapp.com/media/103031-SB-4279-Ransomware_Recovery_Guarantee.pdf
https://www.netapp.com/media/103031-SB-4279-Ransomware_Recovery_Guarantee.pdf
https://docs.netapp.com/us-en/ontap/anti-ransomware/
vmw-nfs-arp.html
vmw-nfs-arp.html
https://techdocs.broadcom.com/us/en/vmware-cis/live-recovery/site-recovery-manager/8-7/site-recovery-manager-installation-and-configuration-8-7/overview-of-vmware-site-recovery-manager.html
vmw-nfs-vlsr.html
vmw-nfs-vlsr.html

FlexClone de ONTAP para realizar pruebas que ahorran espacio sin afectar los recursos de produccion.
En comparacioén con otras alternativas conocidas, NetApp Disaster Recovery ofrece estas capacidades a
una fraccion del costo, lo que lo convierte en una solucion eficiente para que las organizaciones
configuren, prueben y ejecuten operaciones de recuperacion ante desastres para sus entornos VMware
utilizando sistemas de almacenamiento ONTAP . Aprovecha la replicacion SnapMirror de NetApp para
protegerse contra interrupciones del sitio y eventos de corrupcion de datos, como ataques de ransomware.
Integrado con la consola de NetApp, este servicio facilita la gestion y la deteccion automatizada de
VMware vCenters y el almacenamiento ONTAP. Las organizaciones pueden crear y probar planes de
recuperacion ante desastres, logrando un Objetivo de punto de recuperacion (RPO) de hasta 5 minutos a
través de la replicacion a nivel de bloque. NetApp Disaster Recovery utiliza la tecnologia FlexClone de
ONTARP para realizar pruebas con gestion eficiente del espacio sin afectar a los recursos de produccion. El
servicio orquesta procesos de conmutacion por error y recuperacion, lo que permite que las maquinas
virtuales protegidas se activen en el sitio de recuperacion ante desastres designado con un minimo
esfuerzo. En comparacién con otras alternativas conocidas, NetApp Disaster Recovery ofrece estas
funcionalidades por una fraccion del coste, lo que la convierte en una solucion eficaz para que las
organizaciones configuren, prueben y ejecuten operaciones de recuperacion ante desastres para sus
entornos VMware mediante sistemas de almacenamiento ONTAP.

Vea la solucion completa en el centro de documentacion de soluciones de NetApps: "NetApp Disaster
Recovery"

Descripcion general de las soluciones

Soluciones cubiertas en esta documentacion:

* Funcion NFS nConnect con NetApp y VMware. Hacer clic'aqui" para los pasos de implementacion.

o Utilice las herramientas ONTAP 10 para configurar almacenes de datos NFS para vSphere 8.
Hacer clic"aqui" para los pasos de implementacion.

> Implemente y utilice el SnapCenter Plug-in for VMware vSphere para proteger y restaurar
maquinas virtuales. Hacer clic"aqui" para los pasos de implementacion.

o Recuperacion ante desastres de almacenes de datos NFS con VMware Site Recovery Manager.
Hacer clic"aqui" para los pasos de implementacion.

> Protecciéon auténoma contra ransomware para almacenamiento NFS. Hacer clic"aqui” para los
pasos de implementacion.

Obtenga mas informacion sobre el soporte de NetApp para VMware vSphere 8

La asociacion NetApp y VMware es la unica en la que un unico sistema de
almacenamiento aborda todos los casos de uso clave definidos por VMware.

All-Flash moderno y conectado a la nube para vSphere 8

Las implementaciones de ONTAP se ejecutan en una variedad de plataformas, incluidos dispositivos
disefiados por NetApp, hardware basico y en la nube publica. ONTAP ofrece almacenamiento unificado ya sea
que acceda a través de protocolos SAN o NAS y en configuraciones que van desde flash de alta velocidad
hasta medios de menor costo y almacenamiento basado en la nube. NetApp también ofrece plataformas flash
especialmente disefadas para simplificar y segmentar sus necesidades de almacenamiento sin crear silos.
Ademas, NetApp ofrece software que permite facilmente el movimiento de datos entre las instalaciones
locales y la nube. Por ultimo, NetApp Console proporciona un panel Unico para administrar todas estas
relaciones y su espacio de almacenamiento.

 "Plataformas NetApp"


https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
vmw-vsphere8-nfs-nconnect.html
vmw-vsphere8-nfs-nconnect.html
vmw-vsphere8-nfs-nconnect.html
vmw-nfs-otv10.html
vmw-nfs-otv10.html
vmw-nfs-otv10.html
vmw-vcf-scv-viwld.html
vmw-vcf-scv-viwld.html
vmw-vcf-scv-viwld.html
vmw-nfs-vlsr.html
vmw-nfs-vlsr.html
vmw-nfs-vlsr.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-hybrid-dr-nfs.html
https://docs.netapp.com/us-en/ontap-systems-family/intro-family.html

Obtenga informacién sobre el uso de VMware vSphere 8 con almacenamiento
ONTAP

ONTAP ha sido una solucion de almacenamiento lider para entornos VMware vSphere
durante casi dos décadas y continua agregando capacidades innovadoras para
simplificar la administracién y reducir los costos. Este documento presenta la solucién
ONTAP para vSphere, incluida la informacion mas reciente del producto y las mejores
practicas, para optimizar la implementacion, reducir el riesgo y simplificar la
administracion.

Para obtener mas informacion, visite"VMware vSphere con ONTAP"

Novedades de VMware vSphere 8

Conozca las novedades de VMware vSphere 8 y ONTAP 9.12. Revise la compatibilidad
de las caracteristicas y el soporte de ONTAP con la infraestructura y el software de
VMware.

La integracion de las tecnologias NetApp y VMware tiene un legado de 20 afios y miles de horas de
ingenieria. Con la llegada de vSphere 8 y ONTAP 9.12, ambas companias ofrecen productos que satisfacen
las cargas de trabajo de los clientes mas exigentes. Cuando estos productos se combinan para formar
soluciones, se resuelven los desafios reales de los clientes, ya sea en las instalaciones locales o en las nubes
publicas. Cuando estos productos se combinan para formar soluciones, se resuelven los desafios reales de
los clientes, ya sea en las instalaciones locales o en las nubes publicas.

Para ayudarlo a determinar la capacidad de soporte de productos, protocolos, sistemas operativos, etc., revise

los recursos a continuacion:

» El "Herramienta de matriz de interoperabilidad de NetApp" (IMT). EI IMT define los componentes y
versiones calificados que puede utilizar para crear configuraciones FC/FCoE, iSCSI, NFS y CIFS, asi
como integraciones con complementos y ofertas de software adicionales.

* El "Guia de compatibilidad de VMware" . La Guia de compatibilidad de VMware enumera la compatibilidad
del sistema, E/S, almacenamiento/SAN, copia de seguridad y mucho mas con los productos de software e
infraestructura de VMware.

* "Herramientas NetApp ONTAP para VMware" . Las ONTAP tools for VMware vSphere son un unico
complemento de vCenter Server que incluye las extensiones Consola de almacenamiento virtual (VSC),
Proveedor VASA y Adaptador de replicacion de almacenamiento (SRA). OTV 9.12 es totalmente
compatible con VMware vSphere 8 y ofrece valor real a los clientes a diario.

Versiones compatibles con NetApp ONTAP y VMware

@ Deje que la(s) pagina(s) se desarrollen al seleccionar un enlace en las tablas siguientes.
Version de VMware SAN No sé oTV * SnapCenter*
vSphere
vSphere 8 "Enlace" "Enlace" "Enlace" "Enlace"
vSphere 8u1 "Enlace" "Enlace" "Enlace" "Enlace"
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-overview.html
https://mysupport.netapp.com/matrix/#welcome
https://compatibilityguide.broadcom.com/search?program=san&persona=live&column=partnerName&order=asc
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/index.html
https://imt.netapp.com/matrix/imt.jsp?components=105985;&solution=1&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=105985;&solution=976&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=105986;&solution=1777&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=105985;&solution=1517&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=110521;&solution=1&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=110521;&solution=976&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=110521;&solution=1777&isHWU&src=IMT
https://imt.netapp.com/matrix/imt.jsp?components=110521;&solution=1517&isHWU&src=IMT

Version de VMware Sistema de OTV - SRA OTV - Proveedor  * SnapCenter Plug-

vSphere almacenamiento / VASA in for VMware
protocolos vSphere*

vSphere 8 "Enlace" "Enlace" "Enlace" "Enlace"

vSphere 8u1 "Enlace" "Enlace" "Enlace” "Enlace”

Guia de implementacion para VMFS

Las soluciones y ofertas de almacenamiento de NetApp permiten a los clientes
aprovechar al maximo las ventajas de una infraestructura virtualizada. Con las
soluciones de NetApp , los clientes pueden implementar de manera eficiente un software
integral de gestion de datos que garantiza capacidades de automatizacion, eficiencia,
proteccion de datos y seguridad para satisfacer de manera eficaz los exigentes requisitos
de rendimiento. La combinacién del software ONTAP con VMware vSphere permite
reducir los gastos de hardware del host y de licencias de VMware, garantizar que los
datos estén protegidos a un menor costo y proporcionar un alto rendimiento constante.

Introduccion

Las cargas de trabajo virtualizadas son mdviles. Por lo tanto, los administradores utilizan VMware Storage
vMotion para mover maquinas virtuales a través de almacenes de datos VMware Virtual Machine File System
(VMFS), NFS o vVols , todos ellos ubicados en el mismo sistema de almacenamiento y asi explorar diferentes
enfoques de almacenamiento si se utiliza un sistema All-Flash o se utilizan los ultimos modelos ASA con
innovacion SAN para lograr una mayor rentabilidad.

El mensaje clave aqui es que migrar a ONTAP mejora la experiencia del cliente y el rendimiento de las
aplicaciones al tiempo que ofrece la flexibilidad de migrar datos y aplicaciones entre FCP, iSCSI, NVMe/FC y
NVMe/TCP. Para las empresas que invierten profundamente en VMware vSphere, el uso del almacenamiento
ONTAP es una opcion rentable dadas las condiciones actuales del mercado y que presenta una oportunidad
unica. Hoy en dia, las empresas enfrentan nuevos imperativos que un enfoque SAN moderno puede abordar
de manera sencilla y rapida. A continuacién se muestran algunas de las formas en que los clientes nuevos y
existentes de NetApp estan agregando valor con ONTAP.

« Eficiencia de costos: la eficiencia de almacenamiento integrada permite a ONTAP reducir
significativamente los costos de almacenamiento. Los sistemas NetApp ASA pueden ejecutar todas las
capacidades de eficiencia de almacenamiento en produccién sin impacto en el rendimiento. NetApp
simplifica la planificacion de estos beneficios de eficiencia con la mejor garantia disponible.

 Proteccién de datos: el SnapCenter software que utiliza instantaneas proporciona proteccion avanzada de
datos a nivel de aplicacién y de maquina virtual para diversas aplicaciones empresariales implementadas
en una configuracion de maquina virtual.

Seguridad: utilice copias instantaneas para protegerse contra malware y ransomware. Mejore la proteccion
haciendo que las copias Snapshot sean inmutables mediante el bloqueo de Snapshot y el software
NetApp SnapLock .

* Nube: ONTAP ofrece una amplia gama de opciones de nube hibrida que permiten a las empresas
combinar nubes publicas y privadas, ofreciendo flexibilidad y reduciendo la sobrecarga de gestion de
infraestructura. El soporte de almacén de datos complementario basado en las ofertas de ONTAP permite
el uso de VMware Cloud en Azure, AWS y Google para una implementacion optimizada del TCO, la
proteccidn de datos y la continuidad del negocio, evitando al mismo tiempo la dependencia de un solo
proveedor.
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https://www.vmware.com/resources/compatibility/search.php?deviceCategory=san&details=1&partner=64&releases=589&FirmwareVersion=ONTAP%209.0,ONTAP%209.1,ONTAP%209.10.1,ONTAP%209.11.1,ONTAP%209.12.1,ONTAP%209.2,ONTAP%209.3,ONTAP%209.4,ONTAP%209.5,ONTAP%209.6,ONTAP%209.7,ONTAP%209.8,ONTAP%209.9,ONTAP%209.9.1%20P3,ONTAP%209.%6012.1&isSVA=0&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=sra&details=1&partner=64&sraName=587&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=vvols&details=1&partner=64&releases=589&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=san&details=1&partner=64&releases=652&FirmwareVersion=ONTAP%209.0,ONTAP%209.1,ONTAP%209.10.1,ONTAP%209.11.1,ONTAP%209.12.1,ONTAP%209.2,ONTAP%209.3,ONTAP%209.4,ONTAP%209.5,ONTAP%209.6,ONTAP%209.7,ONTAP%209.8,ONTAP%209.9,ONTAP%209.9.1%20P3,ONTAP%209.%6012.1&isSVA=0&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/search.php?deviceCategory=sra&details=1&partner=64&sraName=587&page=1&display_interval=10&sortColumn=Partner&sortOrder=Asc
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true
https://www.vmware.com/resources/compatibility/detail.php?deviceCategory=wcp&productid=55380&vcl=true

* Flexibilidad: ONTAP esta bien equipado para satisfacer las necesidades rapidamente cambiantes de las
organizaciones modernas. Con ONTAP One, todas estas capacidades vienen estandar con un sistema
ONTAP sin costo adicional.

Ajustar el tamaiio y optimizar

Ante los inminentes cambios en las licencias, las organizaciones estan abordando de forma proactiva el
posible aumento del coste total de propiedad (TCO). Estan optimizando estratégicamente su infraestructura
VMware a través de una gestion agresiva de recursos y un dimensionamiento adecuado para mejorar la
utilizacion de recursos y agilizar la planificacion de la capacidad. Mediante el uso eficaz de herramientas
especializadas, las organizaciones pueden identificar y recuperar de manera eficiente recursos
desperdiciados, reduciendo posteriormente el numero de nucleos y los gastos generales de licencias. Es
importante destacar que muchas organizaciones ya estan integrando estas practicas en sus evaluaciones de
la nube, lo que demuestra como estos procesos y herramientas mitigan eficazmente las preocupaciones de
costos en entornos locales y eliminan gastos de migracion innecesarios a hipervisores alternativos.

Estimador de TCO

NetApp ha creado un estimador de TCO simple que actuara como punto de partida para iniciar este viaje de
optimizacion. El estimador de TCO utiliza RVtools 0 métodos de ingreso manual para proyectar facilmente
cuantos hosts se requieren para la implementacion dada y calcular los ahorros para optimizar la
implementacion utilizando los sistemas de almacenamiento NetApp ONTAP . Tenga en cuenta que este es el
trampolin.

(D El estimador de TCO solo es accesible para los equipos de campo y los socios de NetApp .
Trabaje con los equipos de cuentas de NetApp para evaluar su entorno existente.

Aqui hay una captura de pantalla del estimador de TCO.

Projected Savings with ONTAP
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Cloud Insights

Una vez que el estimador muestra los ahorros posibles (que sera el caso para cualquier organizacion
determinada), entonces es momento de profundizar en el analisis de los perfiles de E/S de carga de trabajo en
las maquinas virtuales utilizando métricas en tiempo real. Para ello, NetApp proporciona Cloud Insights. Al
proporcionar analisis detallados y recomendaciones para la recuperacion de maquinas virtuales, Cloud
Insights puede ayudar a las empresas a tomar decisiones informadas sobre la optimizacién de su entorno de
maquinas virtuales. Puede identificar donde se pueden recuperar recursos o retirar hosts con un impacto
minimo en la produccion, lo que ayuda a las empresas a afrontar los cambios provocados por la adquisicion
de VMware por parte de Broadcom de una manera reflexiva y estratégica. En otras palabras, Cloud Insight
ayuda a las empresas a eliminar la emocion a la hora de tomar decisiones. En lugar de reaccionar a los
cambios con panico o frustracion, pueden utilizar la informacion proporcionada por la herramienta Cloud
Insights para tomar decisiones racionales y estratégicas que equilibren la optimizacién de costos con la
eficiencia operativa y la productividad.

A continuacién se muestran las capturas de pantalla de Cloud Insights.

Hrm e ———

B e e My e pta b T s
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Realice evaluaciones periddicas para identificar recursos subutilizados, aumentar la densidad
de maquinas virtuales y la utilizacion dentro de los clusteres de VMware para controlar los

@ costos crecientes asociados con las nuevas licencias de suscripcion. Considere reducir la
cantidad de nucleos por CPU a 16 para las nuevas compras de servidores para alinearse con
los cambios en los modelos de licencias de VMware.

Con NetApp, ajuste el tamafio de sus entornos virtualizados e introduzca un rendimiento de almacenamiento
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flash rentable junto con soluciones simplificadas de gestion de datos y ransomware para garantizar que las
organizaciones estén preparadas para el nuevo modelo de suscripcion y, al mismo tiempo, optimizar los
recursos de Tl que estan actualmente en su lugar.

Herramientas NetApp ONTAP para VMware vSphere

Para mejorar y simplificar aun mas la integracién de VMware, NetApp ofrece varias herramientas off-tap que
se pueden utilizar con NetApp ONTAP y VMware vSphere para administrar de manera eficiente entornos
virtualizados. Esta seccion se centrara en las herramientas ONTAP para VMware. Las ONTAP tools for
VMware vSphere 10 proporcionan un conjunto integral de herramientas para la gestion del ciclo de vida de las
magquinas virtuales, simplificando la gestion del almacenamiento, mejorando las funciones de eficiencia,
mejorando la disponibilidad y reduciendo los costos de almacenamiento y los gastos generales operativos.
Estas herramientas se integran perfectamente con el ecosistema VMware, facilitando el aprovisionamiento de
almacenes de datos y ofreciendo proteccion basica para maquinas virtuales. La version 10.x de las ONTAP
tools for VMware vSphere incluye microservicios escalables horizontalmente y basados en eventos,
implementados como un dispositivo virtual abierto (OVA), siguiendo las mejores practicas para aprovisionar
almacenes de datos y optimizar las configuraciones del host ESXi para entornos de almacenamiento en
bloque y NFS. Considerando estos beneficios, se recomienda OTV como una buena practica para utilizar con
sistemas que ejecutan el software ONTAP .

Empezando

Antes de implementar y configurar las herramientas ONTAP para VMware, asegurese de que se cumplan los
requisitos previos. Una vez hecho esto, implemente una configuracion de nodo Unico.

@ Se requieren tres direcciones IP para la implementacién: una direccion IP para el balanceador
de carga, una direccién IP para el plano de control de Kubernetes y una para el nodo.

Pasos

1. Inicie sesion en el servidor vSphere.
2. Navegue hasta el cluster o el host donde desea implementar el OVA.
3. Haga clic con el botdn derecho en la ubicacién requerida y seleccione Implementar plantilla OVF.

a. Ingrese la URL del archivo .ova o busque la carpeta donde esta guardado el archivo .ova y luego
seleccione Siguiente.

4. Seleccione un nombre, carpeta, clister/host para la maquina virtual y seleccione Siguiente.

5. En la ventana Configuracion, seleccione la configuracion Implementacion facil(S), Implementacion facil(M)
o Implementacién avanzada(S) o Implementacién avanzada(M).

@ En este tutorial se utiliza la opcion de implementacion facil.
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Deplay OVF Template
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6. Seleccione el almacén de datos para implementar el OVA'y la red de origen y destino
esto, seleccione Siguiente.

7. Es hora de personalizar la plantilla > ventana de configuracion del sistema.
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Después de una instalacion exitosa, la consola web muestra el estado de las ONTAP tools for VMware

Deploy OVF Template
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@ El asistente de creacion de almacenes de datos admite el aprovisionamiento de almacenes de
datos VMFS, NFS y vols .

Es hora de aprovisionar almacenes de datos VMFS basados en ISCSI para este tutorial.

1. Inicie sesion en el cliente vSphere usando https://<vcenterip>/ui

2. Haga clic con el boton derecho en un host, un cluster de host o un almacén de datos y, a continuacion,
seleccione Herramientas de NetApp ONTAP > Crear almacén de datos.

Chanime [wth Soore | i D, Sooew

3. En el panel Tipo, seleccione VMFS en Tipo de almacén de datos.
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Create Datasion
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4. En el panel Nombre y protocolo, ingrese el nombre del almacén de datos, el tamafio y la informacion del
protocolo. En la seccién Opciones avanzadas del panel, seleccione el cluster de almacén de datos si
desea agregar este almacén de datos.

Create Datastore
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5. Seleccione Plataforma y maquina virtual de almacenamiento en el panel Almacenamiento. Proporcione el
nombre del grupo de iniciadores personalizados en la seccidén Opciones avanzadas del panel (opcional).
Puede elegir un igroup existente para el almacén de datos o crear un nuevo igroup con un nombre

personalizado.

Create Datasiore
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6. Desde el panel de atributos de almacenamiento, seleccione Agregado en el menu desplegable.
Seleccione Reserva de espacio, opcion de volumen y Habilitar opciones de QoS segun sea necesario en
la seccion Opciones avanzadas.
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Create Datastore Storage Altributes
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7. Revise los detalles del almacén de datos en el panel Resumen y haga clic en Finalizar. El almacén de
datos VMFS se crea y se monta en todos los hosts.
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Consulte estos enlaces para el aprovisionamiento de almacenes de datos vVol, FC, NVMe/TCP.

Descarga de VAAI

Los primitivos VAAI se utilizan en operaciones rutinarias de vSphere, como crear, clonar, migrar, iniciar y
detener maquinas virtuales. Estas operaciones se pueden ejecutar a través del cliente vSphere para
simplificar o desde la linea de comandos para crear scripts o para obtener una sincronizacion mas precisa.
VAAI para SAN es compatible de forma nativa con ESX. VAAI siempre esta habilitado en los sistemas de
almacenamiento NetApp compatibles y brinda soporte nativo para las siguientes operaciones de VAAI en el
almacenamiento SAN:

» Copiar descarga

* Bloqueo de prueba y ajuste atomico (ATS)

» Escribe lo mismo

* Manejo de condiciones fuera de espacio

* Recuperacion de espacio
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Asegurese de que HardwareAcceleratedMove esté habilitado a través de las opciones de
configuracion avanzadas de ESX.

©

Asegurese de que el LUN tenga habilitada la “asignacion de espacio”. Si no esta habilitado,
habilite la opcion y vuelva a escanear todos los HBA.

©

wiphaie Chant

Estos valores se configuran facilmente mediante las ONTAP tools for VMware vSphere. Desde
el panel de descripcion general, vaya a la tarjeta de cumplimiento del host ESXi y seleccione la

@ opcion Aplicar configuracion recomendada. En la ventana Aplicar configuracion de host
recomendada, seleccione los hosts y haga clic en Siguiente para aplicar la configuracién de
host recomendada de NetApp .

Ver guia detallada para"Host ESXi recomendado y otras configuraciones de ONTAP" .
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Proteccion de datos

Entre las principales ventajas de ONTAP para vSphere se encuentran la realizacion de copias de seguridad
eficientes de maquinas virtuales en un almacén de datos VMFS y su rapida recuperacion. Al integrarse con
vCenter, el software NetApp SnapCenter software ofrece una amplia gama de funciones de respaldo y
recuperacion para maquinas virtuales. Proporciona operaciones de respaldo y restauracion rapidas, eficientes
en términos de espacio, consistentes ante fallos y consistentes con las maquinas virtuales para maquinas
virtuales, almacenes de datos y VMDK. También funciona con SnapCenter Server para soportar operaciones
de backup y restauracion basadas en aplicaciones en entornos VMware mediante complementos especificos
de la aplicaciéon SnapCenter . El aprovechamiento de copias Snapshot permite realizar copias rapidas de la
maquina virtual o del almacén de datos sin afectar el rendimiento y utilizar la tecnologia NetApp SnapMirror o
NetApp SnapVault para la protecciéon de datos a largo plazo y fuera del sitio.
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El flujo de trabajo es sencillo. Agregue sistemas de almacenamiento primarios y SVM (y secundarios si se

requiere SnapMirror/ SnapVault ).

Pasos de alto nivel para la implementacion y configuracion:

1. Descargar el complemento OVA de SnapCenter para VMware

2. Inicie sesion con las credenciales de vSphere Client

w

instalacion

. Agregar almacenamiento
. Crear politicas de respaldo
. Crear grupos de recursos

. Grupos de recursos de respaldo

© o N o o N

Restaurar toda la maquina virtual o un disco virtual en particular

Implementar plantilla OVF para iniciar el asistente de implementacién de VMware y completar la

Para acceder al complemento, seleccione SnapCenter Plug-in for VMware vSphere en el Menu
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Configuraciéon del complemento SnapCenter para VMware para maquinas virtuales

Para proteger las maquinas virtuales y los almacenes de datos iSCSI que las alojan, se debe implementar el
complemento SnapCenter para VMware. Es una simple importacion de OVF.

Los pasos para implementar son los siguientes:

1. Descargue Open Virtual Appliance (OVA) del sitio de soporte de NetApp .

2. Inicie sesion en vCenter.

3. Dentro de vCenter, haga clic con el boton derecho en cualquier objeto de inventario, como un centro de
datos, una carpeta, un clister o un host, y seleccione Implementar plantilla OVF.

4. Seleccione la configuracién correcta, incluido el almacenamiento y la red, y personalice la plantilla para
actualizar vCenter y sus credenciales. Una vez revisado, haga clic en Finalizar.

5. Espere a que se completen las tareas de importacion e implementacion de OVF.

6. Una vez que el complemento SnapCenter para VMware se haya implementado correctamente, se
registrara en vCenter. Lo mismo se puede verificar accediendo a Administracion > Complementos de
cliente
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7. Para acceder al complemento, navegue al lado izquierdo de la pagina del cliente web de vCenter y
seleccione Complemento de SnapCenter para VMware.
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Agregar almacenamiento, crear politicas y grupos de recursos

Agregar sistema de almacenamiento

El siguiente paso es agregar el sistema de almacenamiento. Se debe agregar el punto final de administracién
de cluster o la IP del punto final de administraciéon de maquina virtual de almacenamiento (SVM) como un
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sistema de almacenamiento para realizar copias de seguridad o restaurar maquinas virtuales. Al agregar
almacenamiento, el complemento SnapCenter para VMware puede reconocer y administrar operaciones de

respaldo y restauracion en vCenter.

El proceso es sencillo.

1. Desde la navegacion izquierda, seleccione Complemento SnapCenter para VMware.
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Seleccionar sistemas de almacenamiento.

Seleccione Agregar para agregar los detalles de "almacenamiento".

Utilice Credenciales como método de autenticacion e ingrese el nombre de usuario y su contrasefia y
luego haga clic en Agregar para guardar la configuracion.
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Crear una politica de respaldo

Una estrategia de respaldo integral incluye factores como cuando, qué respaldar y durante cuanto tiempo

HUE N E
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conservar las copias de seguridad. Se pueden activar instantaneas cada hora o cada dia para realizar copias

de seguridad de almacenes de datos completos. Este enfoque no solo captura los almacenes de datos, sino
que también permite realizar copias de seguridad y restaurar las maquinas virtuales y los VMDK dentro de

esos almacenes de datos.

Antes de realizar una copia de seguridad de las maquinas virtuales y los almacenes de datos, se debe crear
una politica de copia de seguridad y un grupo de recursos. Una politica de respaldo incluye configuraciones
como la programacion y la politica de retencién. Siga los pasos a continuacion para crear una politica de

respaldo.

1. En el panel del navegador izquierdo del complemento SnapCenter para VMware, haga clic en Politicas.

2. En la pagina Politicas, haga clic en Crear para iniciar el asistente.
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3. En la pagina Nueva politica de respaldo, ingrese el nombre de la politica.

4. Especifique la retencion, la configuracion de frecuencia y la replicacion.

CD Para replicar copias de Snapshot a un sistema de almacenamiento secundario espejo o
boveda, las relaciones se deben configurar de antemano.

Para habilitar copias de seguridad consistentes con maquinas virtuales, las herramientas de
VMware deben estar instaladas y en ejecucion. Cuando se marca la casilla Consistencia de

@ VM, las VM se ponen primero en modo inactivo, luego VMware realiza una instantanea
consistente de VM (excluyendo la memoria), luego SnapCenter Plug-in para VMware realiza
su operacion de respaldo y luego se reanudan las operaciones de VM.

My Backiuh Podcy

ey

[ T L]

10 Vit Benghbens e a8

[Ty T ————

Crmmtsd He

[ —1
L e L]
Soem @

Una vez creada la politica, el siguiente paso es crear el grupo de recursos que definira los almacenes de
datos iSCSI y las maquinas virtuales adecuados que deben respaldarse. Una vez creado el grupo de
recursos, es el momento de activar las copias de seguridad.

Crear grupo de recursos

Un grupo de recursos es el contenedor de maquinas virtuales y almacenes de datos que necesitan
protegerse. Los recursos se pueden agregar o eliminar a los grupos de recursos en cualquier momento.

Siga los pasos a continuacién para crear un grupo de recursos.

1. En el panel del navegador izquierdo del complemento SnapCenter para VMware, haga clic en Grupos de
recursos.

2. En la pagina Grupos de recursos, haga clic en Crear para iniciar el asistente.
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Otra opciodn para crear un grupo de recursos es seleccionar la maquina virtual o el almacén de datos
individual y crear un grupo de recursos respectivamente.

Creste Resource Group
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3. En la pagina Recursos, seleccione el alcance (maquinas virtuales o almacenes de datos) y el centro de
datos.
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4. En la pagina Discos de expansion, seleccione una opcion para maquinas virtuales con varios VMDK en
varios almacenes de datos

5. El siguiente paso es asociar una politica de respaldo. Seleccione una politica existente o cree una nueva
politica de respaldo.

6. En la pagina Programaciones, configure la programacion de copias de seguridad para cada politica
seleccionada.
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7. Una vez realizadas las selecciones adecuadas, haga clic en Finalizar.

Esto creara un nuevo grupo de recursos y lo agregara a la lista de grupos de recursos.
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Realizar copias de seguridad de grupos de recursos

Ahora es el momento de activar una copia de seguridad. Las operaciones de copia de seguridad se realizan
en todos los recursos definidos en un grupo de recursos. Si un grupo de recursos tiene una politica adjunta y
una programacion configurada, las copias de seguridad se realizan automaticamente segun la programacion.

1. En la navegacion izquierda de la pagina del cliente web vCenter, seleccione Complemento de SnapCenter
para VMware > Grupos de recursos Y, luego, seleccione el grupo de recursos designado. Seleccione
Ejecutar ahora para iniciar la copia de seguridad ad-hoc.
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2. Si el grupo de recursos tiene varias politicas configuradas, seleccione la politica para la operacion de
respaldo en el cuadro de diadlogo Realizar copia de seguridad ahora.

3. Seleccione Aceptar para iniciar la copia de seguridad.
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Supervise el progreso de la operacion seleccionando Tareas recientes en la parte inferior de la ventana o
en el panel Monitor de trabajo para obtener mas detalles.

Restaurar maquinas virtuales desde una copia de seguridad

El complemento SnapCenter para VMware permite restaurar maquinas virtuales (VM) en vCenter. Al restaurar
una VM, se puede restaurar al almacén de datos original montado en el host ESXi original, que sobrescribira
el contenido existente con la copia de respaldo seleccionada, o se puede restaurar una VM eliminada o
renombrada desde una copia de respaldo (la operacién sobrescribe los datos en los discos virtuales
originales). Para realizar la restauracion, siga los pasos a continuacion:

1. En la GUI del cliente web VMware vSphere, seleccione Menu en la barra de herramientas. Seleccione
Inventario y luego Maquinas virtuales y plantillas.

2. En la navegacion izquierda, seleccione la maquina virtual, luego seleccione la pestafia Configurar,
seleccione Copias de seguridad en Complemento de SnapCenter para VMware. Haga clic en el trabajo de
respaldo desde el cual se debe restaurar la maquina virtual.
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3. Seleccione la VM que necesita ser restaurada desde la copia de seguridad.

Select the VM to be restored

within the backup
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4. En la pagina Seleccionar alcance, seleccione Toda la maquina virtual en el campo Alcance de
restauracion, luego seleccione Ubicacion de restauracion y luego ingrese la informacion de ESXi de
destino donde se debe montar la copia de seguridad. Habilite la casilla de verificacion Reiniciar VM si es
necesario encender la VM después de la operacion de restauracion.
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5. En la pagina Seleccionar ubicacion, seleccione la ubicacion para la ubicacion principal.
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6. Revise la pagina Resumen y luego seleccione Finalizar.
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Supervise el progreso de la operacion seleccionando Tareas recientes en la parte inferior de la pantalla.

Aunque las maquinas virtuales se restauran, no se agregan automaticamente a sus grupos de
recursos anteriores. Por lo tanto, agregue manualmente las maquinas virtuales restauradas a
los grupos de recursos adecuados si se requiere proteccion de esas maquinas virtuales.

¢ Y ahora qué pasa si se elimind la maquina virtual original? Es una tarea sencilla con el complemento
SnapCenter para VMware. La operacion de restauracion de una maquina virtual eliminada se puede realizar
desde el nivel del almacén de datos. Vaya al almacén de datos correspondiente > Configurar > Copias de
seguridad y seleccione la maquina virtual eliminada y seleccione Restaurar.
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En resumen, al utilizar el almacenamiento ONTAP ASA para optimizar el TCO para una implementacién de
VMware, utilice el complemento SnapCenter para VMware como un método simple y eficiente para realizar
copias de seguridad de las maquinas virtuales. Permite realizar copias de seguridad y restaurar maquinas
virtuales de manera fluida y rapida, ya que las copias de seguridad instantaneas tardan literalmente unos
segundos en completarse.

Consulte esto"guia de soluciones" y"documentacion del producto” para obtener informacion sobre la
configuracion, la copia de seguridad y la restauracion de Snapcenter desde el sistema de almacenamiento
primario o secundario o incluso desde copias de seguridad almacenadas en el almacenamiento de objetos
para su retencion a largo plazo.

Para reducir los costos de almacenamiento, se puede habilitar la clasificacion de volumen de FabricPool para
mover automaticamente los datos de las copias instantaneas a un nivel de almacenamiento de menor costo.
Las copias instantaneas generalmente utilizan mas del 10 % del almacenamiento asignado. Si bien son
importantes para la proteccion de datos y la recuperacion ante desastres, estas copias puntuales rara vez se
utilizan y no constituyen un uso eficiente del almacenamiento de alto rendimiento. Con la politica "Solo
instantaneas" para FabricPool, puede liberar espacio facilmente en el almacenamiento de alto rendimiento.
Cuando esta politica esta habilitada, los bloques de copia de instantanea inactivos en el volumen que no estan
siendo utilizados por el sistema de archivos activo se mueven al nivel de objeto y una vez leidos, la copia de
instantanea se mueve al nivel local para recuperar una maquina virtual o un almacén de datos completo. Este
nivel de objeto puede tener la forma de una nube privada (como NetApp StorageGRID) o una nube publica
(como AWS o Azure).
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Edit cloud tier settings
SELECTED VOLLIMES
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Snapshot copies only

Snapshot copies only

Ver guia detallada para"VMware vSphere con ONTAP" .

Proteccion contra ransomware

Una de las formas mas efectivas de proteccion contra ataques de ransomware es implementar medidas de
seguridad de multiples capas. Cada maquina virtual que reside en un almacén de datos aloja un sistema
operativo estandar. Asegurese de que los paquetes de productos antimalware para servidores empresariales
estén instalados y actualizados periédicamente, lo cual constituye un componente esencial de una estrategia
de proteccion contra ransomware de multiples capas. Ademas de esto, implemente la proteccion de datos
aprovechando la tecnologia de instantaneas de NetApp para garantizar una recuperacion rapida y confiable
de un ataque de ransomware.

Los ataques de ransomware se dirigen cada vez mas a las copias de seguridad y los puntos de recuperacion
de instantaneas al intentar eliminarlos antes de comenzar a cifrar los archivos. Sin embargo, con ONTAP esto
se puede evitar creando instantaneas a prueba de manipulaciones en sistemas primarios o secundarios
con"Bloqueo de copia de instantaneas de NetApp" en ONTAP. Los atacantes de ransomware o
administradores maliciosos no pueden eliminar ni modificar estas copias instantaneas, por lo que estan
disponibles incluso después de un ataque. Puede recuperar datos de maquinas virtuales en segundos,
minimizando el tiempo de inactividad de la organizacion. Ademas, tiene la flexibilidad de elegir la
programacion de instantaneas y la duracion del bloqueo que sean adecuados para su organizacion.
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Como parte de la incorporacion de un enfoque de multiples capas, también hay una solucién ONTAP nativa
incorporada para proteger la eliminacion no autorizada de copias de seguridad instantaneas. Se conoce como
verificacion multiadministrador o MAV, y esta disponible en ONTAP 9.11.1 y versiones posteriores. El enfoque
ideal sera utilizar consultas para operaciones especificas de MAV.

Para obtener mas informacion sobre MAV y codmo configurar sus capacidades de proteccion, consulte
el"Descripcion general de la verificacion de multiples administradores” .

Migracion

Muchas organizaciones de Tl estan adoptando un enfoque hibrido que prioriza la nube a medida que
atraviesan una fase de transformacion. Los clientes estan evaluando su infraestructura de Tl actual y
trasladando sus cargas de trabajo a la nube basandose en esta evaluacién y descubrimiento. Los motivos
para migrar a la nube varian y pueden incluir factores como elasticidad y rafaga, salida del centro de datos,
consolidacion del centro de datos, escenarios de fin de vida util, fusiones, adquisiciones y mas. El
razonamiento de migracion de cada organizacion depende de sus prioridades comerciales especificas, siendo
la optimizacion de costos la maxima prioridad. Seleccionar el almacenamiento en la nube adecuado es crucial
al migrar a la nube hibrida, ya que libera el poder de la implementacion y la elasticidad de la nube.

Al integrarse con servicios 1P impulsados por NetApp en cada hiperescalar, las organizaciones pueden lograr
una solucion de nube basada en vSphere con un enfoque de migracion simple, sin reorganizacién de la
plataforma, sin cambios de IP y sin cambios arquitecténicos. Ademas, esta optimizacion le permite escalar la
huella de almacenamiento mientras mantiene la cantidad de hosts en la minima requerida en vSphere, pero
sin cambios en la jerarquia de almacenamiento, la seguridad ni los archivos disponibles.

* Ver guia detallada para"Migrar cargas de trabajo al almacén de datos de FSx ONTAP" .

* Ver guia detallada para"Migrar cargas de trabajo al almacén de datos de Azure NetApp Files" .

 Ver guia detallada para"Migrar cargas de trabajo al almacén de datos de Google Cloud NetApp Volumes" .
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Recuperacién ante desastres

Recuperacion ante desastres entre sitios locales

Para mas detalles, visite "NetApp Disaster Recovery para almacenes de datos VMFS"

Recuperacion ante desastres entre las instalaciones locales y VMware Cloud en cualquier hiperescalar

Para aquellos clientes que buscan usar VMware Cloud en cualquier hiperescalar como destino de
recuperacion ante desastres, los almacenes de datos impulsados por almacenamiento ONTAP (Azure NetApp
Files, FSx ONTAP, volumenes Google Cloud NetApp ) se pueden usar para replicar datos desde las
instalaciones locales mediante cualquier solucion de terceros validada que proporcione capacidad de
replicacion de VM. Al agregar almacenes de datos impulsados por almacenamiento ONTAP , se permitira una
recuperacion ante desastres con costos optimizados en el destino con una menor cantidad de hosts ESXi.
Esto también permite desmantelar un sitio secundario en el entorno local, lo que posibilita un importante
ahorro de costes.

* Ver guia detallada para"Recuperacion ante desastres en el almacén de datos de FSx ONTAP" .
* Ver guia detallada para"Recuperacién ante desastres en el almacén de datos de Azure NetApp Files" .

* Ver guia detallada para"Recuperacion ante desastres en el almacén de datos de Google Cloud NetApp
Volumes" .

Conclusion

Esta solucion demuestra el enfoque 6ptimo para utilizar las tecnologias ONTAP SAN y las herramientas Offtap
para brindar servicios de Tl esenciales para las empresas tanto ahora como en el futuro. Estas ventajas son
especialmente beneficiosas para entornos virtualizados que ejecutan VMware vSphere en una configuracion
SAN. Con la flexibilidad y escalabilidad de los sistemas de almacenamiento de NetApp , las organizaciones
pueden establecer una base para actualizar y ajustar su infraestructura, lo que les permite satisfacer las
necesidades comerciales cambiantes a lo largo del tiempo. Este sistema puede manejar las cargas de trabajo
actuales y mejorar la eficiencia de la infraestructura, reduciendo asi los costos operativos y preparandose para
cargas de trabajo futuras.

Utilice nConnect en almacenes de datos NFS v3 para
mejorar el rendimiento del almacén de datos

Utilice la funcidn NFS nConnect para mejorar el rendimiento del almacén de datos en
entornos VMware vSphere 8. Este procedimiento incluye alojar maquinas virtuales por
almacén de datos NFS, aumentar el rendimiento del almacén de datos NFS y configurar
un nivel superior para aplicaciones basadas en maquinas virtuales y contenedores.

A partir de VMware vSphere 8.0 U1 (como version preliminar técnica), la funcién nconnect permite multiples
conexiones TCP para volumenes de almacén de datos NFS v3 para lograr un mayor rendimiento. Los clientes
que utilizan un almacén de datos NFS ahora pueden aumentar la cantidad de conexiones al servidor NFS,
maximizando asi la utilizacion de tarjetas de interfaz de red de alta velocidad.

La funcién generalmente esta disponible para NFS v3 con 8.0 U2. Consulte la seccion de

@ almacenamiento en"Notas de la version de VMware vSphere 8.0 Update 2" . Se agrega
compatibilidad con NFS v4.1 con vSphere 8.0 U3. Para obtener mas informacion,
consulte"Notas de la version de vSphere 8.0 Update 3"
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Casos de uso

* Aloje mas maquinas virtuales por almacén de datos NFS en el mismo host.
* Mejore el rendimiento del almacén de datos NFS.

* Proporcionar una opcién para ofrecer servicio de un nivel superior para aplicaciones basadas en maquinas
virtuales y contenedores.

Detalles técnicos

El propésito de nconnect es proporcionar multiples conexiones TCP por almacén de datos NFS en un host
vSphere. Esto ayuda a aumentar el paralelismo y el rendimiento de los almacenes de datos NFS. En ONTAP,
cuando se establece un montaje NFS, se crea un ID de conexion (CID). Ese CID permite hasta 128
operaciones simultaneas en vuelo. Cuando el cliente supera ese numero, ONTAP implementa una forma de
control de flujo hasta que pueda liberar algunos recursos disponibles a medida que se completan otras
operaciones. Estas pausas generalmente duran solo unos pocos microsegundos, pero a lo largo de millones
de operaciones pueden acumularse y generar problemas de rendimiento. Nconnect puede tomar el limite de
128 y multiplicarlo por la cantidad de sesiones nconnect en el cliente, lo que proporciona mas operaciones
simultaneas por CID y puede potencialmente agregar beneficios de rendimiento. Para obtener mas detalles,
consulte"Guia de implementacion y mejores practicas de NFS"

Almacén de datos NFS predeterminado

Para abordar las limitaciones de rendimiento de una unica conexion de almacén de datos NFS, se montan
almacenes de datos adicionales o se agregan hosts adicionales para aumentar la conexion.
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Una vez creado el almacén de datos NFS utilizando las herramientas ONTAP o con otras opciones, la
cantidad de conexiones por almacén de datos NFS se puede modificar utilizando vSphere CLI, PowerCLI, la
herramienta govc u otras opciones de API. Para evitar problemas de rendimiento junto con vMotion, mantenga
la misma cantidad de conexiones para el almacén de datos NFS en todos los hosts de vSphere que forman
parte del cluster de vSphere.
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Requisito previo

Para utilizar la funcidon nconnect, se deben cumplir las siguientes dependencias.

Version ONTAP Versi

9.8 o superior

9.8 o superior 8 Act

9.8 o superior 8 Act

6n de vSphere

8 Actualizacion 1

ualizacion 2

ualizacion 3

Comentarios

Vista previa técnica con opcion para aumentar el
numero de conexiones. Es necesario desmontar el
almacén de datos para disminuir la cantidad de
conexiones.

Compatibilidad con NFS 4.1 y multiples rutas.

Actualizar el numero de conexion al almacén de datos NFS

Generalmente disponible con opcion para aumentar y
disminuir el nimero de conexiones.

Se utiliza una unica conexién TCP cuando se crea un almacén de datos NFS con ONTAP Tools o con vCenter.
Para aumentar la cantidad de conexiones, se puede utilizar vSphere CLI. EI comando de referencia se

muestra a continuacion.
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# Increase the number of connections while creating the NFS v3 datastore.
esxcli storage nfs add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To specify the number of connections while mounting the NFS 4.1
datastore.

esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v <datastore name> -s
<remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I

<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the number of connections for existing NFSv3
datastore.

esxcli storage nfs param set -v <datastore name> -c
<number of connections>

# For NFSv4.1 datastore

esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# To set VMkernel adapter for an existing NFS 4.1 datastore

esxcli storage nfs4l param set -I <NFS Server FQDN or IP>:vmk2 -v
<datastore name> -c <number of connections>

o utilice PowerCLI similar al que se muestra a continuacion

SdatastoreSys = Get-View (Get-VMHost host0l.vsphere.local) .ExtensionData
.ConfigManager.DatastoreSystem
SnfsSpec = New-Object VMware.Vim.HostNasVolumeSpec

snfsSpec.RemoteHost = "nfs server.ontap.local"
SnfsSpec.RemotePath = "/DS01"
SnfsSpec.LocalPath = "DSO01"
SnfsSpec.AccessMode = "readWrite"
SnfsSpec.Type = "NFS"

SnfsSpec.Connections = 4
SdatastoreSys.CreateNasDatastore ($SnfsSpec)

A continuacién se muestra un ejemplo de como aumentar el numero de conexiones con la herramienta govc.
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$env.GOVC_URL = 'vcenter.vsphere.local'

$env.GOVC_USERNAME = 'administrator@vsphere.local'
Senv. GOVC_PASSWORD = 'XXXXXXXXX'
$env.GOVC_Datastore = 'DSO1'

# Senv.GOVC INSECURE = 1

$env.GOVC_HOST = 'host0Ol.vsphere.local'

# Increase number of connections while creating the datastore.

govc host.esxcli storage nfs add -H nfs server.ontap.local -v DSO0l -s
/DS01 -c 2

# For NFS 4.1, replace nfs with nfs4l

govc host.esxcli storage nfs4l add -H <NFS Server FQDN or IP> -v
<datastore name> -s <remote share> -c <number of connections>

# To utilize specific VMkernel adapters while mounting, use the -I switch
govc host.esxcli storage nfs4l add -I <NFS Server FQDN or IP>:vmkl -I
<NFS Server FQDN or IP>:vmk2 -v <datastore name> -s <remote share> -c
<number of connections>

# To increase or decrease the connections for existing datastore.
govc host.esxcli storage nfs param set -v DS01 -c 4

# For NFSv4.1 datastore

govc host.esxcli storage nfs4l param set -v <datastore name> -c
<number of connections>

# View the connection info

govc host.esxcli storage nfs list

Referirse"Articulo 91497 de la base de conocimientos de VMware" Para mas informacion.

Consideraciones de diseno

La cantidad maxima de conexiones admitidas en ONTAP depende del modelo de la plataforma de
almacenamiento. Busque exec_ctx en"Guia de implementacion y mejores practicas de NFS" Para mas
informacion.

A medida que aumenta la cantidad de conexiones por almacén de datos NFSv3, disminuye la cantidad de
almacenes de datos NFS que se pueden montar en ese host vSphere. La cantidad total de conexiones
admitidas por host vSphere es 256. Controlar"Articulo 91481 de la base de conocimientos de VMware" para
limites de almacén de datos por host vSphere.

El almacén de datos vVol no admite la funcion nConnect. Sin embargo, los puntos finales del
@ protocolo cuentan para el limite de conexién. Se crea un punto final de protocolo para cada vida
de datos de SVM cuando se crea el almacén de datos vVol.

Configurar almacenes de datos NFS para vSphere 8
mediante ONTAP tools for VMware vSphere

Implemente ONTAP tools for VMware vSphere 10 para configurar almacenes de datos
NFS en un entorno vSphere 8. Este procedimiento incluye la creacién de SVM y LIF para
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el trafico NFS, la configuracion de la red del host ESXi y el registro de herramientas
ONTAP con su cluster vSphere.

Las ONTAP tools for VMware vSphere 10 cuentan con una arquitectura de ultima generacion que permite alta
disponibilidad y escalabilidad nativas para el proveedor VASA (compatible con iSCSI y NFS vVols). Esto
simplifica la administracion de multiples servidores VMware vCenter y clusteres ONTAP .

En este escenario demostraremos como implementar y utilizar ONTAP tools for VMware vSphere 10 y
configurar un almacén de datos NFS para vSphere 8.

Descripciéon general de la soluciéon

Este escenario cubre los siguientes pasos de alto nivel:

« Cree una maquina virtual de almacenamiento (SVM) con interfaces logicas (LIF) para el trafico NFS.
» Cree un grupo de puertos distribuidos para la red NFS en el cluster vSphere 8.

* Cree un adaptador vmkernel para NFS en los hosts ESXi en el cluster vSphere 8.

* Implemente las herramientas ONTAP 10 y registrelas en el cluster vSphere 8.

* Cree un nuevo almacén de datos NFS en el cluster vSphere 8.

Arquitectura

El siguiente diagrama muestra los componentes arquitecténicos de una implementacion de ONTAP tools for
VMware vSphere 10.

38



T T T gy

_—\q\ :
o (lr Workload SPBM Policies E
‘ : l[lj Domain 1 Bronze Ll Silver L‘ Gold i

vCenters I

4

\\ 1’
_____________________________________ i i i i e

-------------------------------------- 'I-------'-----------'-----'---"\

.' : -

1 VM storage VM M i VM VM E

M o e e e e oo e e ey e e e s gy el 7

Management
vdomain  TTTTTTTTTTTmTTooC P

~

————————————————————————————————

i

Prerrequisitos
Esta solucion requiere los siguientes componentes y configuraciones:

* Un sistema de almacenamiento ONTAP AFF con puertos de datos fisicos en conmutadores Ethernet
dedicados al trafico de almacenamiento.

» La implementacion del cluster vSphere 8 esta completa y el cliente vSphere es accesible.

* La plantilla OVA de ONTAP tools for VMware vSphere 10 se ha descargado del sitio de soporte de NetApp

NetApp recomienda disefios de red redundantes para NFS, que brindan tolerancia a fallas para sistemas de
almacenamiento, conmutadores, adaptadores de red y sistemas host. Es comun implementar NFS con una
sola subred o multiples subredes segun los requisitos arquitecténicos.

Referirse a "Mejores practicas para ejecutar NFS con VMware vSphere" para obtener informacion detallada
especifica de VMware vSphere.

Para obtener orientacion sobre la red acerca del uso de ONTAP con VMware vSphere, consulte la
"Configuracion de red - NFS" seccion de la documentacion de aplicaciones empresariales de NetApp .

Herramientas integrales de ONTAP Se pueden encontrar 10 recursos "ONTAP tools for VMware vSphere
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Recursos de documentacion” .

Pasos de implementacion

Para implementar las herramientas ONTAP 10 y usarlas para crear un almacén de datos NFS en el dominio
de administracién de VCF, complete los siguientes pasos:

Crear SVM y LIF en el sistema de almacenamiento ONTAP

El siguiente paso se realiza en ONTAP System Manager.
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Cree la maquina virtual de almacenamiento y los LIF

Complete los siguientes pasos para crear una SVM junto con multiples LIF para el trafico NFS.

1. Desde el Administrador del sistema ONTAP , navegue hasta Maquinas virtuales de
almacenamiento en el menu de la izquierda y haga clic en + Agregar para comenzar.

= | ONTAP System Manager

Storage VMs

DASHBOARD
INSIGHTS =+ Add
STORAGE Name
DEELE EHC_iSCS|
Volumes

EHC
LUMNs
Consistency Groups HMC_187
NVMe Namespaces HMC_3510

Shares
HMC_iSCSI_3510

Buckets
infra_svm_a300

Qtrees

Quotas J5_EHC_iSCSl

Storage VMs

Tiers

OTViest

2. En el asistente Agregar VM de almacenamiento, proporcione un Nombre para la SVM, seleccione
el Espacio IP y luego, en Protocolo de acceso, haga clic en la pestafia SMB/CIFS, NFS, S3 y
marque la casilla para Habilitar NFS.
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Add Storage VM X

STORAGE VM NAME

VCF_NFS

IPSPACE

Default v

Access Protocol

& SMB/CIFS,NFS,S3  i5CSI  FC NVMe

Enable SMB/CIFS
Enable NFS
Allow MFS client access
A\ Add at least one rule to allow NFS clients to access volumes in this storage VM. ()
EXPORT POLICY
Default

Enable 53

DEFAULT LANGUAGE ()

c.utf_8 v

No es necesario marcar el botén Permitir acceso de cliente NFS aqui, ya que se

utilizaran las herramientas de Ontap para VMware vSphere para automatizar el
proceso de implementacion del almacén de datos. Esto incluye proporcionar acceso
de cliente para los hosts ESXi. & # 160;

3. En la seccion Interfaz de red, complete la Direccion IP, la Mascara de subred y el Dominio de
transmision y puerto para el primer LIF. Para los LIF posteriores, la casilla de verificacion se puede
habilitar para utilizar configuraciones comunes en todos los LIF restantes o utilizar configuraciones
separadas.



NETWORK INTERFACE
Use multiple network interfaces when client traffic is high.

ntaphci-a300-01

SUBNET

Without a subnet W
IP ADDRESS SUBMNET MASK GATEWAY BROADCAST DOMAIN AND PORT /
172.21.118.119 24 Add optional gateway NFS_iSCSl v

Use the same subnet mask, gateway, and broadcast domain for all of the following interfaces

ntaphci-a300-02

SUBMET

Without a subnet v
IP ADDRESS PORT
172.21.118.120 a0a-3374 A

4. Elija si desea habilitar la cuenta de administracion de Storage VM (para entornos de multiples
inquilinos) y haga clic en Guardar para crear la SVM.

Storage VM Administration

Manage administrator account

Configurar la red para NFS en hosts ESXi
Los siguientes pasos se realizan en el cluster de dominio de carga de trabajo VI mediante el cliente vSphere.

En este caso, se utiliza vCenter Single Sign-On para que el cliente vSphere sea comun en los dominios de
administracién y carga de trabajo.
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Crear un grupo de puertos distribuidos para el trafico NFS

Complete lo siguiente para crear un nuevo grupo de puertos distribuidos para que la red transporte trafico
NFS:

1. Desde el cliente vSphere, navegue a Inventario > Redes para el dominio de carga de trabajo.
Navegue hasta el conmutador distribuido existente y elija la accion para crear Nuevo grupo de
puertos distribuidos....

vSphere Client

DSwitch ! ACTIONS

[El] g @ Summary Monitor Configure Permissions Ports Hosts VMs

v [ veenter-visr.sddc.netapp.com
~ FH Datacenter Switch Details
& VM Network

w . Manufacturer VMware, Inc
@ ps (= Actions - DSwitch i
8.0.0
&5 New Distributed F.c:rt Group... P

@ vM  [[Z Add and Manage Hosts...
” Import Distribui rt Group... 4
) VS,

ute

Edit Notes... R
=2 Manage Distrib Port Groups...

1 Me Distributed Port Group

B E

Upgrade

I
(=]

Ports

& o

Settings

Move To..
Rename....

Tags & Custom Attributes

®

Add Permission...

Tags i Custom Attributes

Alarms

$2 Delete

2. En el asistente Nuevo grupo de puertos distribuidos, complete un nombre para el nuevo grupo de
puertos y haga clic en Siguiente para continuar.

3. En la pagina Configurar ajustes complete todas las configuraciones. Si se utilizan VLAN, asegurese
de proporcionar la ID de VLAN correcta. Haga clic en Siguiente para continuar.
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New Distributed Port Configure settings 5

GI’OU p Set general properties of the new port group.
Port binding Static binding
1 Name and location
i ) Port allocation Elasti @
2 Configure settings ackiis
Number of ports 8 ]
Network resource pool (default)
VLAN
VLAN type VLAN
VLAN ID 3374 =
Advanced

[] customize default policies configuration

CANCEL BACK

4. En la pagina Listo para completar, revise los cambios y haga clic en Finalizar para crear el nuevo
grupo de puertos distribuidos.

5. Una vez creado el grupo de puertos, navegue hasta el grupo de puertos y seleccione la acciéon Editar
configuracion....

45



46

vSphere Client

& vcf-wkld-01-nfs : ACTIONS

[D] @ @ Summary Monitor Configure Pen

> [ vef-mOt1-vcOl.sddc.netapp.com

v _!_Q vef-wkld-veOl.sddc.netapp.com
vef-wkld-01-DC

Distributed Port Group Details

v = wef-wkld-01-IT-INF-WKLD-01-vds-O1

o
{hs

Port binding
vcf-wkld-Ol-iscsi-a

. ) Port allocation
vef-wkld-Ol-iscsi-b
vef-wkid-01-IT-1-DVUplinks-10 rr— YLAR D

vef-wkid-01-IT-INF-WKLD-01-vels-O1-... Distributed switch

vef-whkld-01-IT-INF-WKLD-01-vds-01-..

Metwork protocol

2 vcf-wkid-01-nfs rofile

B vef-wkid-O1-nvir  (gemeliRlS S llI0l - —
B vef-wkid-Ol-nvrr | & Edit Settings... 20l
» (@ vef-wkid-01-IT-INF- osts

Export Configuration... | ]
irtual machines

6. En la pagina Grupo de puertos distribuidos - Editar configuracion, navegue hasta Equipo y
conmutacion por error en el menu de la izquierda. Habilite la formacién de equipos para los enlaces
ascendentes que se utilizaran para el trafico NFS asegurandose de que estén juntos en el area
Enlaces ascendentes activos. Mueva los enlaces ascendentes no utilizados a Enlaces
ascendentes no utilizados.



Distributed Port Group - Edit Settings | NFs 3374

Genaral Load balancing
Advanced

Network failure detection
VLAN
Security Notify switches

Traffic shaping
Failback

Teaming and failover

Monitoring p
Failover order @

Miscellaneous
Active uplinks
T3 Uplink 1
T Uplink 2
standby uplinks

Unused uplinks

7. Repita este proceso para cada host ESXi del cluster.

Route based on originating virtual por

Link status only

47



Cree un adaptador VMkernel en cada host ESXi

Repita este proceso en cada host ESXi en el dominio de carga de trabajo.

1. Desde el cliente vSphere, navegue a uno de los hosts ESXi en el inventario del dominio de carga de
trabajo. Desde la pestafia Configurar seleccione Adaptadores VMkernel y haga clic en Agregar
red... para comenzar.

vSphere Client O,

[ esxisrm-05.sddc.netapp.com } ACTIONS
[]j] E @ Summary Monitor Configure Permissions VMs Datastores MNetworks Updates
v [G veenter-visr.sddc.netapp.com A
Storage v VMkernel adapters
~ FF Datacenter
i Storage Adapters
« [[ SecondaryCluster ADD NETWORfJNG... REFRESH
. Storage Devices
1 esxisrm-05.sddc.netapp.com
= 5 Host Cache Configuration : 7
[Z] esxisrm-06.sddc.netapp.com D T Neteori tabal T ]
_ ) Protocal Endpoints H 5 ee £ 239 —
[7] esxisrm-07.sddc.netapp.com : % vmkO i# Mgmt 3376 =
= < 1/O Filters
[l esxisrm-08.sddc.netapp.com ] . | 1 it &) VSAN 3422 =
& netapp-ontap-tools-for-vmware-vsphere-10.1..  Netwerking b1 -
P vmk2 84 vMotion 3373 =

Virtual switches

VMkernel adapters

Physical adapters

TCP/IP configuration

2. En la ventana Seleccionar tipo de conexion elija Adaptador de red VMkernel y haga clic en
Siguiente para continuar.

Add Networking Select connection type %

Select a connection type to create.
1 Select connection type

© VMkernel Network Adapter

The VMkernel TCP/IP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI, NFS, FCoE, Fault
Tolerance, vSAN, host management and etc.

() Virtual Machine Port Group for a Standard Switch

A port group handles the virtual machine traffic on standard switch.

f_) Physical Network Adapter

A physical network adapter handles the network traffic to other hosts on the network.

3. En la pagina Seleccionar dispositivo de destino, elija uno de los grupos de puertos distribuidos
para NFS que se crearon anteriormente.
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Add Networking Select target device %

Select a target device for the new connection.

| 1 Select connection type ° Select an existing network
() Select an existing standard switch
2/ Select Bigetdavice () New standard switch
Quick Filter
Name NSX Port Group ID Distributed Switch

%) Mgmt 3376 - DSwitch

DSwitch
QO vMotion 3373 = DSwitch
O | @& vsan3a22 = DSwitch

CANCEL ‘ BACK | NEXT

4. En la pagina Propiedades del puerto mantenga los valores predeterminados (sin servicios
habilitados) y haga clic en Siguiente para continuar.

5. En la pagina de Configuracion de IPv4, complete la direccién IP, la Mascara de subred y
proporcione una nueva direccion IP de puerta de enlace (solo si es necesario). Haga clic en
Siguiente para continuar.
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Add Networking

1 Select connection type
2 Select target device

3 Port properties

4 IPv4 settings

IPv4 settings

Specify VMkernel IPvd settings.

@ Use static IPv4 settings

DNS server addresses

(_) Obtain IPv4 settings automatically

17221118 45

Override default gateway for this adapter

172.21.1181

10.61.185.231

CANCEL ‘ BACK ‘ NEXT

6. Revise sus selecciones en la pagina Listo para completar y haga clic en Finalizar para crear el

adaptador VMkernel.



Add Networking Ready to complete
Review your selections before finishing the wizard

1 Select connection type i
Rl v Select target device

st =
2 Select target device g:.ggg)umd ROtk NES a7
Distributed switch DSwitch

3 Port properties
~ Port properties

4 IPv4 settings New port group NFS 3374 (DSwitch)
MTU 9190

5 Ready to complete .
vMotion Disabled
Provisioning Disabled
Fault Tolerance Disabled
logging
Management Disabled
vSphere Replication Disabled
vSphere Replication Disabled
NFC
VSAN Disabled
VSAN Witness Disabled
vSphere Backup NFC Disabled
NVMe over TCP Disabled
NVMe over RDMA Disabled

~ IPv4 settings
IPv4 address 172.21.118.45 (static)
Subnet mask 255.255.255.0

CANCEL BACK

Implementar y utilizar las herramientas ONTAP 10 para configurar el almacenamiento

Los siguientes pasos se realizan en el cluster vSphere 8 utilizando el cliente vSphere e implican la
implementacion de OTV, la configuracion del Administrador de herramientas ONTAP y la creacion de un
almacén de datos NFS vVols .

Para obtener la documentacion completa sobre la implementacion y el uso de ONTAP tools for VMware
vSphere 10, consulte "Implementar ONTAP tools for VMware vSphere" .
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Implementar ONTAP tools for VMware vSphere 10

Las ONTAP tools for VMware vSphere 10 se implementan como un dispositivo de VM y proporcionan una
interfaz de usuario vCenter integrada para administrar el almacenamiento de ONTAP . ONTAP tools 10
presenta un nuevo portal de administracién global para administrar conexiones a multiples servidores
vCenter y backends de almacenamiento ONTAP .

En un escenario de implementacion que no sea de alta disponibilidad, se requieren tres
direcciones IP disponibles. Se asigna una direccion IP para el balanceador de carga, otra
para el plano de control de Kubernetes y la restante para el nodo. En una implementacién

@ de HA, se necesitan dos direcciones IP adicionales para el segundo y tercer nodo, ademas
de las tres iniciales. Antes de la asignacion, los nombres de host deben asociarse a las
direcciones IP en DNS. Es importante que las cinco direcciones IP estén en la misma
VLAN, que se elige para la implementacion.

Complete lo siguiente para implementar ONTAP tools for VMware vSphere:
1. Obtenga la imagen OVA de las herramientas ONTAP desde"Sitio de soporte de NetApp" y descargar
a una carpeta local.
2. Inicie sesion en el dispositivo vCenter para el cluster vSphere 8.

3. Desde la interfaz del dispositivo vCenter, haga clic con el botén derecho en el cluster de
administracion y seleccione Implementar plantilla OVF...

vSphere Client O,

[ SecondaryCluster | :acmons
[E]] E @ Summary Monitor Configure Permissions
~ f:'_;;' veenter-visr sddc.netapp.com
v [ Datacenter Cluster Details
[} esxisrm-05.sc [[]) Actions - SecondaryCluster
= : = —; Total Processors: 8
[[] esxisrm-06sc [if Add Hosts... = =
= il Total vMotion 0
[l esxisrm-07.sc Gt New Virtual Machine... o Migrations:
lal esxisrm-Of g Fault Domains:

& vCLS-02ebda

& Deploy OVF':J;E mplate...

U

& Import VMs

4. En el asistente Implementar plantilla OVF, haga clic en el botén de opcion Archivo local y
seleccione el archivo OVA de las herramientas ONTAP descargado en el paso anterior.
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Deploy OVF Template

1 Select an OVF template

Select an OVF template 5

Select an OVF template from remote URL or local file system
Enter a URL to download and install the OVF package from the Internet, or browse to a location accessible from
your computer, such as a local hard drive, a network share, or a CD/DWVD drive.

QO URL

® Local file

UPLOAD FILES | netapp-ontap-tools-for-vmware-vsphere-9.13-9554.ova

5. Para los pasos 2 a 5 del asistente, seleccione un nombre y una carpeta para la maquina virtual,
seleccione el recurso computacional, revise los detalles y acepte el acuerdo de licencia.

6. Para la ubicacion de almacenamiento de los archivos de configuracion y de disco, seleccione un
almacén de datos local o un almacén de datos vSAN.

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

3 Select a compute resource
4 Review details

5 License agreements

6 Configuration

7 Select storage

Select storage %

Select the storage for the configuration and disk files
[T] Encrypt this virtual machine (I

Select virtual disk format

VM Storage Policy | patastore Default~

[ Disable Storage DRS tor this virtual machine

Storage
Compatibifity

Ty ‘3 vsanDatastore == 79997 GB 26.05GB 78398 GB 4
] >
M Itemis per page w0 Titem

Name T | Capacity T Provisioned v |Free T i3

Compatibility

CANCEL ‘ BACK ‘ NEXT

7. En la pagina Seleccionar red, seleccione la red utilizada para administrar el trafico.
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Select Network

Quick Filter Enter value

MName

| @& mgmt 3376
@- NFS 2374

7 @ VM Network
[ #) vMotion 3373

O | & vsan 3422

<

Manage Columns

NSX Port Group ID

Distributed Switch
DSwitch

DSwitch

DSwitch

2

Sitems

8. En la pagina Configuracion, seleccione la configuracion de implementacion que se utilizara. En este
escenario se utiliza el método de implementacion facil.

®

ONTAP Tools 10 presenta multiples configuraciones de implementacion, incluidas
implementaciones de alta disponibilidad que utilizan multiples nodos. Para obtener
documentacion sobre todas las configuraciones de implementacion y requisitos
previos, consulte "Requisitos previos para implementar ONTAP tools for VMware

vSphere" .
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Deploy OVF Template Configuration 5

Select a deployment configuration

1 Select an OVF template @ Easy deployment (5) Description
Deploy local provisioner Non-HA
o S A AR AT Q Easy deployment (M) Small single node instance of
ONTAP tools

O Advanced deployment (S)

3 Select a compute resource
O Advanced deployment (M)
4 Review details O High-Availability deployment (S)

. O High-Availability deployment (M)
5 License agreements

O High-Availability deployment (L)

6 Configuration
Q Recavery

8 items

CANCEL ‘ BACK ‘

9. En la pagina Personalizar plantilla, complete toda la informacién requerida:
> Nombre de usuario de la aplicacidon que se utilizara para registrar el proveedor VASAy SRA en
vCenter Server.
> Habilite ASUP para soporte automatizado.
o URL de proxy ASUP si es necesario.
o Nombre de usuario y contrasefia del administrador.
o Servidores NTP.

o Contrasefa de usuario de mantenimiento para acceder a las funciones de gestion desde la
consola.

o |P del balanceador de carga.
o |P virtual para el plano de control del K8.

> VM principal para seleccionar la VM actual como principal (para configuraciones de alta
disponibilidad).

o Nombre de host para la maquina virtual

o Proporcione los campos de propiedades de red requeridos.

Haga clic en Siguiente para continuar.
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Deploy OVF Template

1 Select an OVF template

(5]

Select a name and folder

3 Select a compute resource

4 Review details

5 License agreements

6 Configuration

7 Select storage

8 Select networks

9 Customize template

Deploy OVF Template

1 Select an OVF template

2 Select a name and folder

w

Select a compute resource

4 Review details

6 Configuration

7 Select

8 Select networks

9 Customize template

Customize template

Customize the deployment properties of this software solution.

l@ 10 propertias hava invalid values

v System Configur

Application username(™)

Application password(™)

Enable ASUP

ASUP Proxy URL

Administrator username(®)

Administrator password(?)

Customize template

Maintenance user password(*)

Username to assign to the Application

vsphere-sarvices

Password ta assign to the Application

Password

Confirm Password

sesmsvene @

(LTTTTYTY @

this checkbox to enable ASUP

Proxy url { in case if egress is blocked in datacenter side), through

which we can push the asup bundie

Username to assign ta the Administrator. Please use only a letter as

‘2, 1" special characters are

@

Password to assign to the Administrator

CANCEL | BACK | NEXT

Password tor assign to maint user account

Password

Confirm Password

- @

sssssssss @

“ Deployment Configuration 3 settings

Load balancer IP(*)

Virtual IP for K8s control plane(™)

Primary VM

Load balancer IP (*)

172.21.120.57

Provide the virtual IP a

172.21.120,58

Maintain this field as selected to set the current VM as primary and

install the ONTAP toals.

» Node Configuration 10 settings

HostName(™)

IP Address(*)

IPv6 Address

wstname for the VM

@

Specify the IP address for the appliance

@

Specity the IPvE address on the deployed network only when you

ncad ria

ctarl

CANCEL ‘ BACK NEXT



10. Revise toda la informacién en la pagina Listo para completar y haga clic en Finalizar para comenzar a
implementar el dispositivo de herramientas ONTAP .
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Conecte el backend de almacenamiento y vCenter Server a las herramientas ONTAP 10.

El administrador de herramientas de ONTAP se utiliza para configurar ajustes globales para ONTAP
Tools 10.

1. Acceda al Administrador de herramientas de ONTAP navegando a
https://<loadBalancelP>:8443/virtualization/ui/ enun navegador web e iniciando
sesion con las credenciales administrativas proporcionadas durante la implementacion.

ONTAP tools Manager

admin

LOGIN

RESET PASSWORD

2. En la pagina Introduccidn, haga clic en Ir a backends de almacenamiento.
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Getting Started 2

ONTAF fools Manager allows you to manage ONTAP Storage Backends and associate them with vCenters. You can

also download support log bundles

@ Storage Backends

Add, modify, and remove storage backends.

Go to Storage Backends

vCenters

Add, modify, and remove vCenters and associate storage backends with them.

Go to vCenters

Log Bundles

Generate and download leg bundles for support purposes.

Go to Log Bundles

[ ] Don't show again

3. En la pagina Backends de almacenamiento, haga clic en AGREGAR para completar las
credenciales de un sistema de almacenamiento ONTAP que se registrara con las herramientas
ONTAP 10.

" ONTAP tools Manager

&«

Storage Backends
‘ E storage Backend |I|
= The ESXi hosts use Storage Backends for data storage
B3 vCenters
Log Bundles Name T | Type v | IP Address or FGDN

ER Certificates
5 settings

This list is empty!

4. En el cuadro Agregar backend de almacenamiento, complete las credenciales para el sistema de
almacenamiento ONTAP .
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Add Storage Backend

Hostname: * 172.16.9.25

Username: * adrmin

Password: * sssesnenw O
Port: = 443

CANCEL

5. En el menu de la izquierda, haga clic en vCenters y luego en ADD para completar las credenciales
de un servidor vCenter que se registrara con las herramientas ONTAP 10.

“ ONTAP tools Manager

«

vCenters ApD
= storage Backend
— vCenters are central management platforms that you to control hosts, virtual machines and storage backends.
E vCenter:
1P Address or FGDN v | Version v | status T | vCenter GUID

Leg Bundles
ER Certificates

{5 Settings
This list is empty!

6. En el cuadro Agregar vCenter, complete las credenciales para el sistema de almacenamiento
ONTAP .



Add vCenter

Server |IP Address or FQDN: =
Username; *
Password: *

Part: *

veoenter-visr.sddo.netapp.com

administrator@vsphere local

LA 2 L1 2012 @

443

CANCEL

7. Desde el menu vertical de tres puntos del servidor vCenter recién descubierto, seleccione Asociar

backend de almacenamiento.

" ONTAP tools Manager

«

vCenters

= Sstorage Backend

| ADD

vCenters are central management platforms that allow you to control hosts, virtual machines and storage backends.

Bl vCenters

Log Bundles

Dissociate St

Ed Certificates

6% Settings

Associate St

Backend T Version
D@ackend
8.02
Modify
Remove

T Status

@ Healthy

8. En el cuadro Asociar backend de almacenamiento, seleccione el sistema de almacenamiento
ONTAP que se asociara con el servidor vCenter y haga clic en Asociar para completar la accion.
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Associate Storage Backend @ vcenter-visrsddc netapp.com b 4

Storage Backend ntaphci-az00=9u25

CANCEL

9. Para verificar la instalacion, inicie sesion en el cliente vSphere y seleccione *Herramientas de NetApp
ONTAP * en el menu de la izquierda.



vSphere Client

[ Home
& Shortcuts

i |
& Inventory
l'_1| Content Libraries

&b Waorkload Management

m Global Inventory Lists

!_ﬂ Policies and Profiles
2 Auto Deploy
3 Hybrid Cloud Services

<> Developer Center

‘% Administration

[E Tasks

izl Events
£ Tags & Custom Attributes

FE:-.:' Lifecycle Manager

NetApp ONTAP tools

@ Nsx
i) VMware Aria Operations Configuration

E] Skyline Health Diagnostics

10. Desde el panel de herramientas de ONTAP deberia ver que un backend de almacenamiento se

asocio con vCenter Server.

= vSphere Client O

NetApp ONTAP tools INSTANCE 172.21.120.57:8443 v

«
Overview

£ Overview
E storage Backends

& settings

@ support 1

= Re rt: i
eports Storage Backend

Virtual Machines
Datastores

VASA Provider Status: Not Registered

®v
Storage Backends - Capacity
37.29TB 31.34 TB
USED AND RESERVED  PHYSICAL AVAILABLE
I
0% 20% 40% 60% 80% 100%

VIEW ALL STORAGE BACKENDS (1)
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Crear un almacén de datos NFS utilizando las herramientas ONTAP 10

Complete los siguientes pasos para implementar un almacén de datos ONTAP , que se ejecuta en NFS,
utilizando las herramientas ONTAP 10.

1. En el cliente vSphere, navegue hasta el inventario de almacenamiento. En el menu ACCIONES,
seleccione Herramientas de NetApp ONTAP > Crear almacén de datos.

— vSphereClient Q)

< g 5
& Datacenter

{K)] B @ Summary  Manitor [# Actions - Datacenter s WMs Datastores  Networks  Updates
[ Add Host...

v [ veenter-visr.sddc.netapp.com

v Datacenter Details [ New Cluster... E Capacity and Usage

& vsanDatastore New Folder > Last updated at 10:47 AM
- Distributed Switch > Cry 9075 GHz tree
o - )
= Virtuz G5 New Virtual Machine...
vl 1019 GHz used 100.98 GHz capacity
i Cluste & Deploy OVF Template...
Memory 190.75 GB free
i I O )
Datas y
Edit Default VM Compatibility. e i
Storage ©22.86 GB free
£ Migrate VMs to Another Network... [ )
177.1 GB used 799.97 GB capacity
Move To..
Rename... VIEW STATS
i Tags & Custom Attributes » ® o

Custom Attributes Add Permission.

Alarms

§3 Delete

NetApp ONTAP tools
: Crﬁte datastore
No custom attributes assigned

2. En la pagina Tipo del asistente Crear almacén de datos, haga clic en el botén de opcion NFS y luego
en Siguiente para continuar.

Create Datastore (Type X
1 Type
Destination: BB Datacenter
Datastore type: O nFs
) VMFS
CANCEL
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3. En la pagina Nombre y protocolo, complete el nombre, el tamafio y el protocolo del almacén de
datos. Haga clic en Siguiente para continuar.

Create Datastore Name and Protocol »

1 Type
Datastore name: MNFS_DS1

2 Name and Protocol
Size: 2 TB

Protocol: NFS 2

“  Advanced Options

Datastore Cluster:

CANCEL BACK

4. En la pagina Almacenamiento, seleccione una Plataforma (filtra el sistema de almacenamiento por
tipo) y una VM de almacenamiento para el volumen. Opcionalmente, seleccione una politica de
exportacion personalizada. Haga clic en Siguiente para continuar.

Create Datastore Storage .

1 Type
Platform: * Performance (A)

2 Name and Protocol
Storage VM: ® WCF_MNFS

3 Storage

~ Advanced Options

Custom Export Policy:

CANCEL BACK M

5. En la pagina Atributos de almacenamiento seleccione el agregado de almacenamiento a utilizar y,
opcionalmente, opciones avanzadas como reserva de espacio y calidad del servicio. Haga clic en
Siguiente para continuar.



Create Datastore Storage Attributes

1 Type Specify the storage details for provisioning the datastore.
2 MName and Protocol Aggregate: * EHCAggr02 (16.61 TB Free)
3 Storage Volume: A new volume will be created automatically.

4 Storage Attributes ~ Advanced Options

Space Reserve: * Thin

Enable QoS @ ]

CANCEL BACK

6. Por ultimo, revise el Resumen y haga clic en Finalizar para comenzar a crear el almacén de datos
NFS.

Create Datastore Summary
A new datastore will be created with these settings.
1 Type
Type
2 Name and Protocol
Destination: Datacenter
Datastore type: NFS

3 Storage

4 Storage Attributes Name and Protocol

Datastore name: NFS_DS1

5 Summary Size: 2TB
Protocolk NFS 3
Storage
Platform: Performance (A)
Storage VM: VCF_NFS

CANCEL BACK



Cambiar el tamaiio de un almacén de datos NFS mediante herramientas ONTAP 10

Complete los siguientes pasos para cambiar el tamafo de un almacén de datos NFS existente utilizando
las herramientas ONTAP 10.

1. En el cliente vSphere, navegue hasta el inventario de almacenamiento. En el menu ACCIONES,
seleccione Herramientas de NetApp ONTAP > Cambiar tamaio del almacén de datos.

vSphere Client O,

<

B NFS_DS!1
1) 8 @ Summary  Monitor [ Actions - NFS_DSt -

G New Virtual Machine...

v [& veenter-visr.sddc netapp.com

v [f Datacenter Details Ba Browse Files ] Capacity and Usage
1 NFS_D51 . Last updated at 12:14 PM
—
= wvsanDatastore Storage
Ty
" Configure Storage I/O Control.. |
1 968 KB used
vi (C Refresh Capacity Information
Vi
¢ Maintenance Mode
Fe Move To...
Lc 173
Rename...

E® Mount Datastore to Additional Hosts...
55 (| STATS RE

2 Unmount Datastore... VISERSERTS  REEREED
Tags & Custom Attributes

Tags )
Add Permission...

Alarms

MetApp ONTAP tools
Delete datastore
S

S

2. En el asistente Cambiar tamano del almacén de datos, complete el nuevo tamaro del almacén de
datos en GB y haga clic en Cambiar tamafo para continuar.
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Resize Datastore = wrs_pst

Volume Details

Volume Name: MFS_D51

Total Size: 21TBE

Used Size: 268 KB

Snapshot Reserve (%) 5

Thin Provisioned: Yes

Size

Current Datastore Size: 2TE

New Datastore Size (GB): * 3000 =

CAMNCEL RESIZE

3. Supervise el progreso del trabajo de cambio de tamafo en el panel Tareas recientes.

st Recent Tasks Alarms

Task Name T Target T Status T Details T

Expand Datastore [ vcenter-visrsddonet I 00% €3 Expand datastore initiated wi
app.com th job id 2807

Informacion adicional

Para obtener una lista completa de las ONTAP tools for VMware vSphere 10, consulte "ONTAP tools for
VMware vSphere Recursos de documentacion” .

Para obtener mas informacién sobre la configuracion de los sistemas de almacenamiento ONTAP ,
consulte"Documentacion de ONTAP 10" centro.

Configurar la recuperacién ante desastres para almacenes
de datos NFS mediante VMware Site Recovery Manager

Implemente la recuperacion ante desastres para almacenes de datos NFS utilizando
VMware Site Recovery Manager (SRM) y ONTAP tools for VMware vSphere 10. Este
procedimiento incluye la configuracion de SRM con servidores vCenter en sitios
primarios y secundarios, la instalacién del Adaptador de replicacién de almacenamiento
de ONTAP (SRA), el establecimiento de relaciones SnapMirror entre los sistemas de
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almacenamiento de ONTAP y la configuracién de la recuperacion del sitio para SRM.

El uso de las ONTAP tools for VMware vSphere 10 y Site Replication Adapter (SRA) junto con VMware Site
Recovery Manager (SRM) aporta un valor significativo a los esfuerzos de recuperacion ante desastres. Las
herramientas ONTAP 10 brindan capacidades de almacenamiento robustas, que incluyen alta disponibilidad y
escalabilidad nativas para el proveedor VASA, compatible con iSCSI y NFS vVols. Esto garantiza la
disponibilidad de datos y simplifica la administracion de multiples servidores VMware vCenter y clusteres
ONTAP . Al utilizar SRA con VMware Site Recovery Manager, las organizaciones pueden lograr una
replicacion y conmutacion por error perfectas de maquinas virtuales y datos entre sitios, lo que permite
procesos eficientes de recuperacion ante desastres. La combinacion de las herramientas ONTAP y SRA
permite a las empresas proteger cargas de trabajo criticas, minimizar el tiempo de inactividad y mantener la
continuidad del negocio ante eventos imprevistos o desastres.

Las herramientas ONTAP 10 simplifican la administracion y eficiencia del almacenamiento, mejoran la
disponibilidad y reducen los costos de almacenamiento y la sobrecarga operativa, ya sea que use SAN o NAS.
Utiliza las mejores practicas para aprovisionar almacenes de datos y optimiza la configuracién del host ESXi
para entornos de almacenamiento en bloque y NFS. Por todos estos beneficios, NetApp recomienda este
complemento al utilizar vSphere con sistemas que ejecutan el software ONTAP .

SRA se utiliza junto con SRM para administrar la replicacion de datos de VM entre sitios de produccioén y
recuperacion ante desastres para almacenes de datos VMFS y NFS tradicionales y también para la prueba sin
interrupciones de réplicas de DR. Ayuda a automatizar las tareas de descubrimiento, recuperacion y
reproteccion.

En este escenario, demostraremos como implementar y utilizar VMWare Site Recovery Manager para proteger
almacenes de datos y ejecutar una prueba y una conmutacion por error final a un sitio secundario. También se
analizan la reproteccién y la conmutacién por error.

Descripcién general del escenario

Este escenario cubre los siguientes pasos de alto nivel:

» Configurar SRM con servidores vCenter en sitios principales y secundarios.

* Instale el adaptador SRA para las ONTAP tools for VMware vSphere 10 y registrese en vCenters.
 Crear relaciones SnapMirror entre los sistemas de almacenamiento ONTAP de origen y destino

» Configurar Site Recovery para SRM.

* Realizar prueba y conmutacién por error final.

+ Discuta la reproteccion y la conmutacion por recuperacion.

Arquitectura

El siguiente diagrama muestra una arquitectura tipica de VMware Site Recovery con ONTAP tools for VMware
vSphere 10 configurada en una configuracion de alta disponibilidad de 3 nodos.
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vSphere ecosystem

vSphere ecosystem

SRM control path SRM control path
| D[ ; \4 SRA control path SRA control path ‘l D‘\
vCenter Server SRM Appliance 1 SRM Appliance vCenter Server
Appliance w/ SRA installed e N P e e s i = w/ SRA installed Appliance
= e | — o
- - - =
; n : : n |
'
L .
ONTAP Teals 10 ONTAP Tools 10
HA Cluster HA Cluster
ZAP| /| REST ZAPI / REST
Control Path Control Path

SnapMirror T

Prerrequisitos
Este escenario requiere los siguientes componentes y configuraciones:
« Clusteres vSphere 8 instalados en las ubicaciones principal y secundaria con redes adecuadas para las
comunicaciones entre entornos.

» Sistemas de almacenamiento ONTAP en las ubicaciones primarias y secundarias, con puertos de datos
fisicos en conmutadores Ethernet dedicados al trafico de almacenamiento NFS.

» Las ONTAP tools for VMware vSphere 10 estan instaladas y tienen ambos servidores vCenter registrados.
» Se han instalado dispositivos VMware Site Replication Manager para los sitios principal y secundario.
> Se han configurado asignaciones de inventario (red, carpeta, recurso, politica de almacenamiento)
para SRM.

NetApp recomienda disefios de red redundantes para NFS, que brindan tolerancia a fallas para sistemas de
almacenamiento, conmutadores, adaptadores de red y sistemas host. Es comun implementar NFS con una
sola subred o multiples subredes segun los requisitos arquitectonicos.

Referirse a "Mejores practicas para ejecutar NFS con VMware vSphere" para obtener informacion detallada
especifica de VMware vSphere.

Para obtener orientacidn sobre la red acerca del uso de ONTAP con VMware vSphere, consulte la
"Configuracion de red - NFS" seccion de la documentacion de aplicaciones empresariales de NetApp .

Para obtener documentaciéon de NetApp sobre el uso del almacenamiento ONTAP con VMware SRM, consulte
"VMware Site Recovery Manager con ONTAP"

Pasos de implementacion

Las siguientes secciones describen los pasos de implementacién para implementar y probar una configuracion
de VMware Site Recovery Manager con el sistema de almacenamiento ONTAP .
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https://www.vmware.com/docs/vmw-best-practices-running-nfs-vmware-vsphere
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-vsphere-network.html#nfs
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-overview.html#why-use-ontap-with-srm

Crear una relaciéon SnapMirror entre sistemas de almacenamiento ONTAP

Se debe establecer una relacion SnapMirror entre los sistemas de almacenamiento ONTAP de origen y
destino para que los volumenes del almacén de datos estén protegidos.

Consulte la documentacion de ONTAP a partir de "AQUI" para obtener informacion completa sobre la creacién
de relaciones SnapMirror para volimenes ONTAP .

Las instrucciones paso a paso se detallan en el siguiente documento, ubicado"AQUI" . Estos pasos describen
cémo crear relaciones entre pares de cluster y pares de SVM y luego relaciones SnapMirror para cada
volumen. Estos pasos se pueden realizar en el Administrador del sistema ONTAP o utilizando la CLI de
ONTAP .

Configurar el dispositivo SRM

Complete los siguientes pasos para configurar el dispositivo SRM y el adaptador SRA.
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https://docs.netapp.com/us-en/ontap/data-protection/snapmirror-replication-workflow-concept.html
https://docs.netapp.com/us-en/netapp-solutions-cloud/vmware/vmw-aws-vmc-guest-storage-dr.html#assumptions-pre-requisites-and-component-overview

Conecte el dispositivo SRM para sitios primarios y secundarios

Los siguientes pasos deben completarse tanto para el sitio primario como para el secundario.

1. En un navegador web, navegue hasta https://<SRM appliance 1P>:5480 e inicie sesion.

Haga clic en Configurar dispositivo para comenzar.

vmw SRM Appliance Management

Slmnery Summary

Monitor Disks RESTART DOWNLOAD SUPPORT BUNDLE sTop
Access Product VMware Site Recovery Manager Appliance

Certificates Nerstom 880

Networkinig Build 23263427

Time

Services To start protecting virtual machines you must configure the Site Recovery

Update CONFIGURE A RPLIANCE
Syslog Forwarding k

Storage Replication Adapters

2. En la pagina Platform Services Controller del asistente Configurar Site Recovery Manager,

complete las credenciales del servidor vCenter en el que se registrara SRM. Haga clic en Siguiente
para continuar.

Configure Site Recovery Platform Services Controller P
M an ager All fields are required uniess marked {optional)
1 Platform Services Controller PSC host name veenter-srm.sddc.netapp.com
server PSC port 443
User name administrator@vsphere.local
Password ssssssses D
Note: If prompted, you must accept the certificate for the configuration to proceed
CANCEL

3. En la pagina vCenter Server, vea el vServer conectado y haga clic en Siguiente para continuar.
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4. En la pagina Nombre y extension, complete un nombre para el sitio SRM, una direccién de correo
electronico de administrador y el host local que utilizara SRM. Haga clic en Siguiente para continuar.

Configure Site Recovery Name and extension o

M an age r All fields are required unless marked {(optional)

: Enter name and extension for Site Recovery Manager
1 Platform Services Controller

Site name Site 2
2 wvCenter Server

3 Name and extension

Administrator email josh.powell@netapp.com

An email address to use for systert notifications
Local host srm-site2 sddc.netapp.com

The address en the local | be used by Site Recovery Manager
Extension ID ° Default extension ID (com.vmware vcDr)

() Custom extension ID

com.vmware.vcDr-

CANCEL BACK

5. En la pagina Listo para completar revise el resumen de cambios



Configurar SRA en el dispositivo SRM

Complete los siguientes pasos para configurar el SRA en el dispositivo SRM:

1. Descargue el SRA para las herramientas ONTAP 10 en "Sitio de soporte de NetApp" y guarde el
archivo tar.gz en una carpeta local.

2. Desde el dispositivo de administracion de SRM, haga clic en Adaptadores de replicacion de
almacenamiento en el menu de la izquierda y luego en Nuevo adaptador.

vmw SRM Appliance Management

Summary Storage Replication Adapters

Monitor Disks
NEW ADARTER
Access @
Certificates
Networking
Time
Services
Update
Syslog Forwarding

Storage Replication Adapters

3. Siga los pasos descritos en el sitio de documentacion de las herramientas ONTAP 10 en "Configurar
SRA en el dispositivo SRM" . Una vez completado, el SRA puede comunicarse con el SRA utilizando
la direccion IP proporcionada y las credenciales del servidor vCenter.

Configurar Site Recovery para SRM

Complete los siguientes pasos para configurar el emparejamiento de sitios y crear grupos de proteccion.


https://mysupport.netapp.com/site/products/all/details/otv10/downloads-tab
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html
https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/protect/configure-on-srm-appliance.html

Configurar el emparejamiento de sitios para SRM

El siguiente paso se completa en el cliente vCenter del sitio principal.

1. En el cliente vSphere, haga clic en Recuperacion del sitio en el menu de la izquierda. Se abre una
nueva ventana del navegador en la interfaz de administracion de SRM en el sitio principal.

vSphere Client

(nl Home

&b Shortcuts

=]
sz Inventory

B Content Libraries
&b Workload Management

s Global Inventory Lists

Lﬂ Policies and Profiles
& Auto Deploy
9 Hybrid Cloud Services

< Developer Center

e Administration

Bl Tasks

[ Events

Lr Tags & Custom Attributes
{}' Lifecycle Manager

n MetApp ONTAP tools
{71 Site Recovery

€ NSX

! VVMware Aria Operations Configuration

E] Skyline Health Diagnostics

2. En la pagina Recuperacion del sitio, haga clic en NUEVO PAR DE SITIOS.
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vmw Site Recovery

Before you can use Site Recovery, you must configure the connection between the Site
Recovery Manager server and vSphere Replication server instances on the protected and
recovery sites. This is known as a site pair
NEW SITE PAIR

Learn laYe 7

3. En la pagina Tipo de par del Asistente para nuevo par, verifique que el servidor vCenter local esté
seleccionado y seleccione el Tipo de par. Haga clic en Siguiente para continuar.

New Pair Pair type X
Select a local vCenter Server.
1 Pair type

vCenter Server T

© O vcenter-visr sddc.netapp.com

Pair type

° Pair with a peer vCenter Server located in a different S50 domain

-._:_‘- Pair with a peer vCenter Server located in the same S5C domain

4. En la pagina Peer vCenter complete las credenciales del vCenter en el sitio secundario y haga clic
en Buscar instancias de vCenter. Verifique que se haya descubierto la instancia de vCenter y haga
clic en Siguiente para continuar.
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New Pair

1 Pair type

2 Peer vCenter Server

Peer vCenter Server

All fields are required unless marked (optional)

Enter the Piatform Services Controller details for the peer vCenter Server

PSC host name vecenter-srmsddc.netapp.com

PSC port 443

User name administrator@vsphere local

Password ssssusuee o

FIND VCENTER SERVER INSTANCES

Select a vCenter Server you want to pair

vCenter Server

@ [ weenter-srm sdde netapp.com

CANCEL

BACK NEXT

5. En la pagina Servicios, marque la casilla junto al emparejamiento de sitio propuesto. Haga clic en

Siguiente para continuar.



New Pair

1 Pair type
2 Peer vCenter Server

3 Services

Services

The following services were identified on the selected vCenter Server instances. Select the ones you want to pair.

Service T r

@ Site Recovery Manager (com.vmware.vc...

veenter-visr.sddc.netapp.com

Site 1

6. En la pagina Listo para completar, revise la configuracion propuesta y luego haga clic en el boton
Finalizar para crear el emparejamiento del sitio.

7. El nuevo par de sitios y su resumen se pueden ver en la pagina Resumen.

Summary

vCenter Server:

anm vCenter Version
: : vCenter Host Name
mm Platform Services Controller:

Site Recovery Manager
) Protection Groups:0 ] Recovery Plans:0
Name
Server
Version
[}
Logged in as

Remote SRM connection

veenter-visr.sddc.netapp.com [ vcenter-srm.sddc.netapp.com [
802, 22385739 802, 22385739
vcenter-visr.sddc.netapp.com443  vcenter-srm.sddc.netapp.com:443
vcenter-visr sddcnetapp.com:443  veenter-Smn.sddc netapp.com:443

Site 1 RENAME

srm-sitel. sddc.netapp.com:443 ACTIONS v
8.8.0, 23263429

com.vmware veDr

WSPHERE LOCAL\AGMinistrator

' Connected

Site 2 RENAME

srm-site2 sddc.netapp.com:443 ACTIONS v

8.8.0, 23263429

‘com.vmware vcDr

'VSPHERE LOCAL\AdmMInistrator

 Connected

%
T vcenter-srm sddc.netapp.com il
Site 2
>
CANCEL BACK
RECONNECT ] [ BREAK SITE PAIR

EXPORT/IMPORT SRM CONFIGURATION ~
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Agregar un par de matrices para SRM

El siguiente paso se completa en la interfaz de recuperacion del sitio del sitio principal.

1. En la interfaz de Site Recovery, navegue a Configurar > Replicacion basada en matrices > Pares
de matrices en el menu de la izquierda. Haga clic en AGREGAR para comenzar.

vnw Site Recovery

Site Pair {\,-} Protection Groups IZI Recovery Plans

Summary Array Pairs
AD
Issues
ay Pair
Configure b
Array Based Replication W

Storage Replication Adapters
Array Pairs
Network Mappings
Folder Mappings =] EXPORT v
Resource Mappings
Storage Policy Mappings
Placeholder Datastores
Advanced Settings >
Permissions

Recovery Plans History

2. En la pagina Adaptador de replicacion de almacenamiento del asistente Agregar par de
matrices, verifique que el adaptador SRA esté presente para el sitio principal y haga clic en
Siguiente para continuar.
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Add Array Pair Storage replication adapter X

Select a storage replication adapter (SRA).

1 Storage replication adapter Stretched

" ~
Storage Replication Adapter T Status T Vendor T Version T Storage Y
° > NetApp Storage Replication Ada . " OK NetApp 10.1 Not Support.
ltems per page AUTO ~ Titems
CANCEL

3. En la pagina Administrador de matriz local, ingrese un nombre para la matriz en el sitio principal, el
FQDN del sistema de almacenamiento, las direcciones IP de SVM que sirven NFS y, opcionalmente,
los nombres de volumenes especificos que se descubriran. Haga clic en Siguiente para continuar.
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Add Array Pair Local array manager %

1 Storage replicatron adapter @ Array managers allow Site Recevery Manager to communicate with array based replication storage systems

2 Local array manager Enter a name for the array manager on "veenter-visr.sdde.netapp.com": Array_1

Storage Array Parameters

Storage System connection parameters

Storage Management IP Acddress or ontap-source.sddc.netapp.com
Hostname

NFS Hostnames or IP Addresses

Storage Virtual Machine(SVM) Name

VM) name: Leave blank if connecting directly to an SVM

Volume include list

& names t

discover all

Volume exclude list

CANCEL

4. En el Administrador de matriz remota, complete la misma informacion que en el ultimo paso para el
sistema de almacenamiento ONTAP en el sitio secundario.



Add Array Pair Remote array manager

1 Storage replicatlon adapter |_| Do not create a remote array manager now.,

Enter a name for the array manager on "vcenter-srm.sddc.netapp.com™: Array_2
2 Local array manager
3 Remote array manager Storage Array Parameters

Storage System connection parameters

Storage Management |P Address or ontap-destination.sddc.netapp.com

Hostname
NFS Hostnames or IP Addresses 172.21118.51
8 arated list of Hostnames or P addre:
niy.
Storage Virtual Machine(SVM) Name SRM_NFS

Storage Virtual Mac

e blank if connecting directily to an SWM

Volume include list

5 ta discover L

Volume exclude list

exclude. Leave blank to exclude none

CANCEL

5. En la pagina Pares de matrices, seleccione los pares de matrices que desee habilitar y haga clic en
Siguiente para continuar.
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Add Array Pair Array pairs
Select the array pairs to enable

1 Storage replication adapter veenter-visr.sddc netapp.com veenter-srm.sdde netapp.com Status

ontap-source:SQL_NFS (Array_1) ontap-destination:SRM_NFS (Array_2) Ready to be enabled
2 Local array manager

3 Remote array manager

4 Array pairs

1items

CANCEL BACK %

6. Revise la informacion en la pagina Listo para completar y haga clic en Finalizar para crear el par
de matrices.



Configurar grupos de proteccion para SRM

El siguiente paso se completa en la interfaz de recuperacion del sitio del sitio principal.

1. En la interfaz de Site Recovery, haga clic en la pestafia Grupos de proteccion y luego en Nuevo
grupo de proteccion para comenzar.

vmw Site Recovery

: al > : =
Site Pair "/ Protection Groups D Recovery Plans

Q, ses Protection Groups NEW PROTECTION GROUP

BHDRCE Lot NEW PROTECTION GROUP

A

|:| Mame T Protection Status

2. Enla pagina Nombre y direccién del asistente Nuevo grupo de proteccién, proporcione un
nombre para el grupo y elija la direccion del sitio para la proteccion de los datos.

New Protection Group Name and direction i

All fields are required unless marked {optional)

1 Name and direction
Name: SQL_Datastore

Description:
(Optional)

Y

Direction: O site1 > Site 2
() site 2 - Site1
Location: G searc

Protection Groups

CANCEL NEXT

85



86

3. En la pagina Tipo, seleccione el tipo de grupo de proteccion (almacén de datos, VM o vVol) y
seleccione el par de matrices. Haga clic en Siguiente para continuar.

New Protection Group Type X
Select the type of protection group you want to create:

1 Name and direction © Datastore groups (array-based replication)

Protect all virtual machines which are on specific

2 Type ~
() Individual VMs (vSphere Replication)

Protect specific virtual machines, regardless of the datastores

() virtual Volumes (vVol replication)

ect virtual machines whi

Select array pair

Array Pair T r Array Manager Pair b §
© ontap-source:NFS_Arrayl < ontap-destination:NFS_Array2 nfs_arrayl < nfs_Array2
() | + ontap-source:SGL_NFS « ontap-destination'SRM_NFS Array_1— Array_2
Items per page AUTO ~ 2 array pairs

CANCEL BACK NEXT

4. En la pagina Grupos de almacenes de datos, seleccione los almacenes de datos que desea incluir
en el grupo de proteccion. Las maquinas virtuales que residen actualmente en el almacén de datos
se muestran para cada almacén de datos seleccionado. Haga clic en Siguiente para continuar.



New Protection Group Datastore groups 5

Select the datastore groups to be part of this protection group. Datastore groups contain datastores which must be

1 Name and direction recoversd tagether:
CLEAR SELECTION
2 Type [E‘ Datastore Group 3 7 Status T
NFS_DS1 Add to this protection group

3 Datastore groups

E Items per page  AUTO =~ 1datastore groups

The following virtual machines are in the selected datastore groups:

Virtual Machine T Datastore T Status T
E! SALSRV-O1 NFS_DS1 Add to this protection group
1 SGLSRY-03 NFS_DS1 Add to this protection group
1 SQLSRV-02 NFS_DS1 Add to this protection group
< >

CANCEL BACK NEXT

5. En la pagina Plan de recuperacion, elija opcionalmente agregar el grupo de proteccién a un plan de
recuperacion. En este caso, el plan de recuperacion aun no se ha creado, por lo que se selecciona
No agregar al plan de recuperacion. Haga clic en Siguiente para continuar.
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New Protection Group

1 MName and direction
2 Type
3 Datastore groups

4 Recovery plan

Recovery plan

You can optionally add this protection group to a recovery plan.
() Add to existing recovery plan
':.\ Add to new recovery plan

@ Do not add to recovery plan now

‘ /N The protection group cannot be recovered unless It is added to a recovery plan.

CANCEL BACK NEXT

6. En la pagina Listo para completar, revise los parametros del nuevo grupo de proteccion y haga clic
en Finalizar para crear el grupo.



New Protection Group

Name and direction

Type

Datastore groups

Recovery plan

Ready to complete

Ready to complete

Review your selected settings
MName
Description
Protected site
Recovery site
Location
Protection group type
Array pair
Datastore groups
Total virtual machines

Recovery plan

SGL_Datastore

Site 1

Site 2

Protection Groups

Datastore groups (array-based replication)

ontap-source:NFS_Arrayl — ontap-destination:NFS_Array2 (nfs_arrayl « nfs_Array2)

NFS_DS1

3

none

CANCEL

FINISH
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Configurar el plan de recuperaciéon para SRM

El siguiente paso se completa en la interfaz de recuperacion del sitio del sitio principal.

1. En la interfaz de Recuperacion del sitio, haga clic en la pestana Plan de recuperacion y luego en
Nuevo plan de recuperacién para comenzar.

Site Pair Q /-" Protection Groups D Recovery Plans

O, Searc RECOVEF)’ Plans NEW RECOVERY PLAN

MEW RECOVERY PLAN

|:| Name

2. Enla pagina Nombre y direccién del asistente Crear plan de recuperacion, proporcione un
nombre para el plan de recuperacion y elija la direccion entre los sitios de origen y destino. Haga clic
en Siguiente para continuar.

Create Recovery Plan Name and direction

All fields are required unless marked {optional)

1 Name and direction

Name: SQL Site 1-to-2)
55 cters remaining
Description:
(Optional)
A
4096 characters remaining
Direction: O site1 » site 2
() site2 + Site 1
Location: Q

Recovery Plans

CANCEL
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3. En la pagina Grupos de proteccion, seleccione los grupos de protecciéon creados previamente para
incluirlos en el plan de recuperacion. Haga clic en Siguiente para continuar.

Create Recovery Plan Protection Groups

All Selected (1)
1 Name and direction —

ljj Mame v R Description T

2 Protection Groups ) 50lL_Datastore

lterns per page  AUTO ~  1group(s)

CANCEL BACK

4. En Redes de prueba configure redes especificas que se utilizaran durante la prueba del plan. Si no
existe ningun mapeo o no se selecciona ninguna red, se creara una red de prueba aislada. Haga clic
en Siguiente para continuar.
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Create Recovery Plan Test Networks ><

Select the networks to use while running tests of this plan

1 Name and direction
@ If "Use site-level mapping" is selected and no such mapping exsts; an isolated test network will be created

2 Protection Groups Recovery Network & il 4 Test Network

3 Test Networks fﬁ Datacenter > DPortGroup E= ! Use site-level mapping CHANGE
& Datacenter > Mgmt 3376 E & Mgmt 3376 E= CHANGE
& Datacenter > NFS 3374 B & NFS 3374 B CHANGE
£ Dataceriter > VLAN 181 B Use site-level mapping CHANGE
§ Datacenter > VM Network = § Usesite-level mapping CHANGE
;ﬁ\, Datacenter > vMotion 3372 E= 'ii Use site-level mapping CHAMGE
£ Datacenter > vSAN 3422 B § Use site-level mapping CHANGE

7 network(s)

CANCEL BACK

5. En la pagina Listo para completar, revise los parametros elegidos y luego haga clic en Finalizar
para crear el plan de recuperacion.

Operaciones de recuperacion ante desastres con SRM

En esta seccion se cubriran varias funciones del uso de la recuperacién ante desastres con SRM, incluidas la
prueba de conmutacion por error, la ejecucion de la conmutacion por error, la ejecucion de la reproteccion y la
conmutacion por recuperacion.

Referirse a "Mejores practicas operativas" para obtener mas informacion sobre el uso del almacenamiento
ONTAP con operaciones de recuperacion ante desastres de SRM.
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-operational_best_practices.html

Prueba de conmutacién por error con SRM

El siguiente paso se completa en la interfaz de Recuperacion del sitio.

1. En la interfaz de Recuperacion del sitio, haga clic en la pestaina Plan de recuperacion y luego
seleccione un plan de recuperacion. Haga clic en el boton Prueba para comenzar a probar la
conmutacion por error al sitio secundario.

vmw Site Recovery

sitePair ) Protection Groups || | Recovery Plans
Q se Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
Hotevar Hi NEW RECOVERY PLAN EDIT MOVE  DELETE THRT RUN
] soL site 1ta-2 e @ T v | stats
] saL site 1-to-2 -5 Ready

2. Puede ver el progreso de la prueba desde el panel de tareas de Site Recovery y también desde el
panel de tareas de vCenter.

Recent Tasks Alarms

Task Name T Target T Status T Initiator T Gueued For
Bl wcenter-visr.sdde . 6% VSPHERE LOCALWSRM-i1369bbb-62cE T ms
r'; veenter-visr.sdd v/ Completed WSPHERE LOCALWSRM-d1369bbb-62c6 10 ms
al machine custom value @ SALSRV-02 &/ Cempieted VSPHERE LOCALY)SRM-d1369bbb-62c6 4ms
Set virtual machine custom value @ SALSREV-01 + Completed WSPHERE LOCALNWSRM-d136%bbb-62¢6 3ms

3. SRM envia comandos a través del SRA al sistema de almacenamiento ONTAP secundario. Se crea
un FlexClone de la instantanea mas reciente y se monta en el cluster vSphere secundario. El
almacén de datos recién montado se puede ver en el inventario de almacenamiento.

<

B NFS5_DS1 § ACTIONS
[D] @ @ Summary Monitor Configure Permissions Files Hosts V?

v [} veenter-srm sddc.netapp.com a :
e Virtual Machines VM Templates
~ [ Datacenter
E NFs DS Quick Filter Enter value

I_tl' vsanDatastore

|_\ Name 1 State Status Provisioned Space
O} 20 scLsev-01 Powered Of «/ Normal 42428 GB
f
¢ &P scLsev-02 Powered Of «/ Normal 244328 GB
f
[} & SOLSRV-03 Powered Of «/ Normal 24428 GB
¥

4. Una vez completada la prueba, haga clic en Limpiar para desmontar el almacén de datos y volver al
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entorno original.

vmw Site Recovery

. 5 @
Site Pair (/] Protection Groups D Recovery Plans
Q, ses Recovery Plans NEW RECOVERY PLAN  NEW FOLDER
Recovery Plans NEW RECOVERY PLAN MOVE CLEATJUP
[g saL site 1-to-2 Nave FopE g
g sGL site 1-to-2 € Test complete

Ejecutar plan de recuperacion con SRM

Realizar una recuperacion completa y una conmutacion por error al sitio secundario.

1. En la interfaz de Recuperacion del sitio, haga clic en la pestaina Plan de recuperacion y luego
seleccione un plan de recuperacion. Haga clic en el botdn Ejecutar para iniciar la conmutacion por
error al sitio secundario.

vmw Site Recovery

D)
Site Pair \./ Protection Groups |:| Recovery Plans

Q s Recovery Plans NEW RECOVERY FLAN  NEW FOLDER
HEcaery Hlens NEW RECOVERY PLAN EDIT MOVE  DELETE TEST R
E] saL site 1to-2 P . @am
El saL site 1-to-2 > Ready

2. Una vez completada la conmutacion por error, podra ver el almacén de datos montado y las
maquinas virtuales registradas en el sitio secundario.

<

= SGL_N % ! ACTIONS

[] @ @ Summary Monitor Configure Permissions Files Hosts VMs
v [ veenter-srm.sddc.netapp.com
S R Virtual Machines VM Templates
v F§ Datacenter
2 1501 HES Quick Filter Enter value
= wvsanDatastore
|_\ MName T State Status Provisioned Space
[l ¥ SGLSRV-04 Powered Of -~/ Normal 24428 GB
f
O & SGLSRV-05 Powered Of ~/ Normal  244.28 GB

f

Es posible realizar funciones adicionales en SRM una vez completada una conmutacion por error.
Reprotecciéon: Una vez completado el proceso de recuperacion, el sitio de recuperacion previamente

designado asume el papel de nuevo sitio de produccion. Sin embargo, es importante tener en cuenta que la
replicacion de SnapMirror se interrumpe durante la operacion de recuperacion, lo que deja al nuevo sitio de
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produccion vulnerable a futuros desastres. Para garantizar una proteccion continua, se recomienda establecer
una nueva proteccion para el nuevo sitio de produccion replicandolo en otro sitio. En los casos en que el sitio
de produccion original siga funcionando, el administrador de VMware puede reutilizarlo como un nuevo sitio de
recuperacion, revirtiendo efectivamente la direccion de la proteccion. Es fundamental destacar que la re-
proteccion solo es posible en caso de fallas no catastréficas, lo que requiere la eventual recuperacion de los
servidores vCenter originales, los servidores ESXi, los servidores SRM y sus respectivas bases de datos. Si
estos componentes no estan disponibles, sera necesaria la creacion de un nuevo grupo de proteccion y un
nuevo plan de recuperacion.

Failback: Una operacién de failback es una conmutacién por error inversa, que devuelve las operaciones al
sitio original. Es fundamental garantizar que el sitio original haya recuperado la funcionalidad antes de iniciar
el proceso de conmutacion por error. Para garantizar una conmutacién por error sin problemas, se recomienda
realizar una conmutacion por error de prueba después de completar el proceso de reproteccion y antes de
ejecutar la conmutacion por error final. Esta practica sirve como paso de verificacion, confirmando que los
sistemas en el sitio original son totalmente capaces de manejar la operacion. Al seguir este enfoque, puede
minimizar los riesgos y garantizar una transicion mas confiable al entorno de produccion original.

Informacion adicional

Para obtener documentaciéon de NetApp sobre el uso del almacenamiento ONTAP con VMware SRM, consulte
"VMware Site Recovery Manager con ONTAP"

Para obtener informacion sobre la configuracion de los sistemas de almacenamiento ONTAP ,
consulte"Documentacion de ONTAP 9" centro.

Para obtener informacion sobre la configuracion de VCF, consulte"Documentacion de VMware Cloud
Foundation" .

Cluster de almacenamiento VMware vSphere Metro con
sincronizacion activa de SnapMirror

"Cluster de almacenamiento VMware vSphere Metro (vMSC)"es una solucion de cluster
extendido en diferentes dominios de falla para proporcionar * Movilidad de carga de
trabajo en zonas de disponibilidad o sitios. * prevencion de tiempos de inactividad *
prevencion de desastres * recuperacion rapida

Este documento proporciona los detalles de implementacién de vMSC con"Sincronizacion activa de
SnapMirror (SM-as)" utilizando System Manager y herramientas ONTAP . Ademas, muestra cémo se puede
proteger la maquina virtual replicandola en un sitio de terceros y administrandola con el complemento
SnapCenter para VMware vSphere.
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https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware-srm-overview.html#why-use-ontap-with-srm
https://docs.netapp.com/us-en/ontap
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://techdocs.broadcom.com/us/en/vmware-cis/vcf.html
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware_vmsc_overview.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync

SnapMirror active sync
General availability release 9.15.1 for symmetric configuration

"os Ml os Wl os W os | "os Ml os Ml os M os |

PP L

ESX HostS Bfi, B2

Shared stretch VMware Virtual Machine '
SITEA File S%stem (\,{'MFSHatastore SITEB

I R .

Active optimized
= = = Active not optimized

ONTAP Mediator

La sincronizacion activa de SnapMirror admite matrices de almacenamiento ASA, AFF y FAS . Se recomienda
utilizar el mismo tipo (modelos de rendimiento/capacidad) en ambos dominios de falla. Actualmente, solo se
admiten protocolos de bloque como FC e iSCSI. Para obtener mas pautas de soporte, consulte"Herramienta
de matriz de interoperabilidad" y"Hardware Universe"

vMSC admite dos modelos de implementacion diferentes denominados Acceso de host uniforme y Acceso de
host no uniforme. En la configuracion de acceso uniforme al host, cada host del cluster tiene acceso al LUN en
ambos dominios de falla. Generalmente se utiliza en diferentes zonas de disponibilidad en el mismo centro de
datos.
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https://imt.netapp.com/matrix/
https://imt.netapp.com/matrix/
https://hwu.netapp.com/

Clustered Applications:
vMSC, WSFC, Oracle RAC,

and more..,

Failure
Domain B

Failure
Domain A

— Primary Path
- = = Secondary Path

Clustered Applications:
vMISC, WSFC, Oracle RAC,
and more...

Failure
Domain A Domain B

Primary Path
Secondary Path

En la configuracion de acceso de host no uniforme, el host solo tiene acceso al dominio de falla local.
Generalmente se utiliza en diferentes sitios donde pasar multiples cables a través de los dominios de falla es
una opciodn restrictiva.
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En el modo de acceso de host no uniforme, vSphere HA reiniciara las maquinas virtuales en

@ otro dominio de falla. La disponibilidad de la aplicacion se vera afectada en funcion de su
diseno. EI modo de acceso de host no uniforme solo es compatible con ONTAP 9.15 en
adelante.
Prerrequisitos

* "Hosts VMware vSphere implementados con estructura de almacenamiento dual (dos HBA o VLAN dual
para iSCSI) por host" .

+ "Las matrices de almacenamiento se implementan con agregacion de enlaces para puertos de datos (para
iISCSI)".

» "Las maquinas virtuales de almacenamiento y los LIF estan disponibles”

« "El tiempo de ida y vuelta de latencia entre clusteres debe ser inferior a 10 milisegundos" .
* "La maquina virtual ONTAP Mediator se implementa en un dominio de falla diferente"

» "Se establece la relacion entre pares del cluster"

+ "Se establece la relacion entre pares de SVM"

» "Mediador de ONTAP registrado en el cluster de ONTAP"

Si se utiliza un certificado autofirmado, el certificado de CA se puede recuperar desde <ruta de
instalacién>/ontap_mediator/server_config/ca.crt en la maquina virtual mediadora.

Acceso al host no uniforme de vMSC con la interfaz de usuario del administrador
del sistema ONTAP .

Nota: ONTAP Tools 10.2 o superior se pueden usar para aprovisionar un almacén de datos extendido con un
modo de acceso de host no uniforme sin cambiar varias interfaces de usuario. Esta seccion es sélo para
referencia si no se utiliza ONTAP Tools.

1. Anote una de las direcciones IP de la base de datos iSCSI de la matriz de almacenamiento del dominio de
falla

local.
Network interfaces  Subnets

+ Add Q search L Download [ESHETOE © Show/hide Vv

Name Status Storage VM + IPspace Address Current node Currentp..  Portset Protocols Ty..  Throughput

Q Q' sones Q Q Q Q Q Q iscs a a

iscsi02 zonea Default 172.21.226.11 E13A300_1 a0a-3482 iSCSI D.. 0

iscsi03 zonea Default 172.21.225.12 E13A300_2 a0a-3481 iSCSI D.. 033

iscsi04 zonea Default 172.21.226.12 E13A300_2 a0a-3482 iSCSI D.. 0.01

©®© © 0 06

iscsi01 zonea Default 172.21.225.11 E13A300_1 a0a-3481 iSCsI D.. 0

2. En el adaptador de almacenamiento iSCSI del host vSphere, agregue esa IP iSCSI en la pestafia
Descubrimiento
dinamico.
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https://docs.netapp.com/es-es/netapp-solutions-virtualization/vmware/vmw-vcf-mgmt-supplemental-iscsi.html
https://docs.netapp.com/es-es/netapp-solutions-virtualization/vmware/vmw-vcf-mgmt-supplemental-iscsi.html
https://docs.netapp.com/us-en/ontap/networking/combine_physical_ports_to_create_interface_groups.html
https://docs.netapp.com/us-en/ontap/networking/combine_physical_ports_to_create_interface_groups.html
https://docs.netapp.com/es-es/netapp-solutions-virtualization/vmware/vmw-vcf-mgmt-supplemental-iscsi.html
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https://docs.netapp.com/us-en/ontap/mediator/index.html
https://docs.netapp.com/us-en/ontap/task_dp_prepare_mirror.html
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https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/mediator-install-task.html#initialize-the-ontap-mediator

Storage Adapters

| storegs Adepuers |
50! Softwanrg Adapter . 5 8 Bt k(i 1S 88-01 Conm, 4
witnvBrEoicO-edxi0l. s,
;-?m.:w::d?ﬁ:.‘lm:ﬁ
W | RIS TEIRE0
@ Para el modo de acceso uniforme, es necesario proporcionar la direccion LIF de los datos
iSCSI del dominio de falla de origen y destino.

3. Repita el paso anterior en los hosts de vSphere para el otro dominio de falla y agregue su IP de vida de
datos iSCSI local en la pestana Deteccién dinamica.

4. Con una conectividad de red adecuada, deben existir cuatro conexiones iSCSI por cada host vSphere que
tenga dos NIC VMKernel iSCSI y dos unidades de almacenamiento de datos iSCSI por controlador de
almacenamiento.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.225.71
Tpgroup Conn Local Remote TCP Recv
Vserver S Address Address

iscsiel 3 © 172.21.225.: 172.21.225.7
zonea iscsie3 7 © 172.21.225.: 172.21.225.7
2 entries were displayed.

E13A300::> iscsi connection show -vserver zonea -remote-address 172.21.
Tpgroup Conn Local Remote
Vserver \ S Address Address

@ 172.21.226.11 172.23.226.71
0 172.21.226.12 1720210220671

5. Cree un LUN utilizando el Administrador del sistema ONTAP , configure SnapMirror con la politica de
replicacion AutomatedFailOverDuplex, seleccione los iniciadores del host y configure la proximidad del
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Add LUMNs S

snorage and oplmization

Frotection

Haa Cuteryna= in prcienity s

6. En otra matriz de almacenamiento de dominio de falla, cree el grupo de iniciadores SAN con sus
iniciadores de host vSphere y configure la proximidad del
host.

host.
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smas-dc02  All SAN initiator groups Q Edit T Delete
Overview = Mapped LUNs
STORAGE VM
zoneb
TvPE
VMware
PROTOCOL
Mixed (iSCSI & FC)
COMMENT
PORTSET
CONNECTION STATUS o
® ok
~ Initiators
Name De... Connection status o In proximity to
ign.1998-01.com.vmware:dc02-esxi01.sddc.netap... @ 0K zoneb
ign.1998-01.com.vmware:dc02-esxi02.sddc.netap... @ 0K zoneb
@ Para el modo de acceso uniforme, el igroup se puede replicar desde el dominio de falla de
origen.
7. Asigne el LUN replicado con el mismo ID de asignacion que en el dominio de falla de
origen.
smas-dc02  All SAN initiator groups ¢ Edit Tl Delete

Overview  Mapped LUNs

@& Map LUNs

Name
ds02

ds01

= Filter

8. En vCenter, haga clic con el boton derecho en vSphere Cluster y seleccione la opcion Volver a escanear

almacenamiento.
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9. En uno de los hosts vSphere del cluster, verifique que el dispositivo recién creado aparezca con el

102

Llad) sl el nd b | % I W i sk

[El] E @ Summary

v [ smas-vcOl sddc.netapp.com

Monitor Configure
Services w
[[1] Actions - Clusterol re DRS

[iF Add Hosts.

-ﬁ: New Virtual Machine...

& Deploy OVF Template..,

&5 Import VMs

re Availability

~ation W
Al

ovider

re EVC

ast Groups

st Rules

arrirac
Storage &
= Mew Datastore..

[l dcOl-es

il dcOi-es

k] dcO2-es

57 dcO2-es

i DemoOl

-'_:r scv-6.0
s Recent Tasks

almacén de datos como No
consumido.

Host Profiles

Edit Default VM Compatibility

5= Assign vSAN Cluster License._.

Settings

Move To...
Rename...

Tags & Custom Attributes

Add Permission...

Alarms

23 Delete

vSAN

[ Rescan Storage

Ve
g W
Cluster

thority

=finitions

2d Tasks

Cluster Services

ares
.

BS

State W

LY T

Ch



deQi-esxiOl.sdde netapp.com

Storage v Storage Adapters

Storage Adaplers

I5CS1 Softwane Adapbes

Ecsl_ ki i998-0l.oom.
AT 0 il scde,

Netwarking -
Wirfual Machanes
System M W ¥

10. En vCenter, haga clic con el boton derecho en vSphere Cluster y seleccione la opcion Nuevo almacén de

datos.
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Llad) sl el nd b | % I W i s

[E]] E @ Summary Monitor Configure

v [ smas-vcOlsddc.netapp.com Cli
Services bt ’
[T} Actions - Clusterol re DRS Wi
[l dcOt-es [iF Add Hosts. re Availability I
s decOl-es &t Mew Virtual Machine... =ation e
S ot |
57 dcO2-es
= 1 al
g Demol & Deploy OVF Template..
- ovider
& scv-6.0
re EVC
ast Groups
Gb Import VMs st Rules
arrirlac
Storage "
= MNew Datastore..
Host Profiles ) [ Rescan Storage
1aame
Edit Default VM Compatibility g "
@ Assign vSAN Cluster License... Cluster
thority
Settings =finitions
2d Tasks
Move To..
Cluster Services
Rename, .,
'_I|
Tags & Custom Attributes
ares
Add Permission... W
Alarms s BS
State b
23 Delete
~ Recent Tasks VSAN

11. En el asistente, recuerde proporcionar el nombre del almacén de datos y seleccionar el dispositivo con la
capacidad y la identificaciéon del dispositivo
correctas.
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New Datastore Name and device selection %

Specify datast
Name
2 Name and device selection

Sefect a host

Name T LLIN T Capscity ¥

| NETAPP ISCSI Disk (naa. 00.00G Supported
600aD9B03BIVIBIET T2 B
4524975577933)

12. Verifique que el almacén de datos esté montado en todos los hosts del cluster en ambos dominios de
falla.

= DS02

Connectivity and Multipathing

Connectivity and Multipathing B - geli-asxic soic netann oo Mounted

SnapCenter Plug:m for Vidwi

Duvice
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2 Ds02

Connectivity and Multipathing

and Mulipathing

AmishvolomedfGBLTdIEI-cald 43ad-3567 005 0FEL02dTe

SnapCenter Plug-m lor Vkwi

@ Las capturas de pantalla anteriores muestran E/S activa en un solo controlador ya que
usamos AFF. Para ASA, tendra E/S activa en todas las rutas.

13. Cuando se agregan almacenes de datos adicionales, es necesario recordar expandir el grupo de
consistencia existente para que sea consistente en todo el cluster de

vSphere.
PROTECTION POLICY TRANSFER STATUS S HEALTHY?
AutomatedFailOverDuplex Success ®
STATE CONTAINED LUNS (SOURCE]
) In sync /vol/ds01/ds01, /vol/ds02/ds02
1 E13A300 3 ntaphci-a300e9u2s
CONSISTENCY GROUP CONSISTENCY GROUP
ds © ds
A m #5)
© O}
10.61.182.163
Mediator

Modo de acceso de host uniforme vMSC con herramientas ONTAP .

1. Asegurese de que NetApp ONTAP Tools esté implementado y registrado en vCenter.
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= vsphereClient O

Shortcuts
Inventories
= = o)
m E @ @
Hosts and Clusters VMs and Templates Storage Networking Content Libraries Global Inventory Lists Workload Management
Monitoring
. & & E &
= tia S K} R/
Task Console Event Console VM Customization VM Storage Policies Host Profiles Lifecycle Manager
Specifications
Plugins
n n @
|\
NetApp ONTAP tools SnapCenter Plug-in for Cloud Provider Services

VMware vSphere

Administration

Q

Licensing

Si no, sigue"Implementacion de herramientas ONTAP" y"Agregar una instancia de servidor vCenter"

2. Asegurese de que los sistemas de almacenamiento ONTAP estén registrados en las herramientas ONTAP
. Esto incluye ambos sistemas de almacenamiento de dominio de falla y uno tercero para replicacion
remota asincronica para usar en la proteccion de maquinas virtuales con el complemento SnapCenter
para VMware vSphere.

Storage Backends

Protectad

Si no, sigue"Agregar backend de almacenamiento mediante la interfaz de usuario del cliente vSphere"

3. Actualice los datos de los hosts para sincronizar con ONTAP Tools y luego,"crear un almacén de datos"
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https://docs.netapp.com/us-en/ontap-tools-vmware-vsphere-10/deploy/ontap-tools-deployment.html
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— vSphere Client

£ . .
[ ClusterO1 | : acrions
Lls ] 5:'; @ @ Summary Monitor Configure Perr
v ff as-vcOlsdd : N
=N (LI Actions - ClusterOi 5 v Cluster
g ] =4
- r = LA I
ts 1] Add Hosts arg DRS WWe haw
B deot-e Gt Mew Virtaal Machine are Availability automal
[ 1= .
0 ration w ;
[s =
. = start
| & Deploy OVF Template
= 1l MNO s
e
o] : ovide s
i 5 B.C
are BV |
= et Uil
I Import VMs last Groups
i lost Rules
torage
verndes
Host Profiles lters
Options
Edit Default VM Compatibility.. Profile
L
2 Assign vSAN Cluster License.. g
| Cluster
SERHINgs uthority
Jefinitions
Move To
led Tasks
Rename
e Cluster Services
Tags & Custom Attributes
cal
Add Permissior stares
) . Alarms
i Recent Tasks
——
Task Mame ~
Create datastore
! Delete
i hos
Mount datastore
vEAN Frotect cluster

[ Manage Columns | A NetApp ONTAP tools : Update hosts data

4. Para habilitar SM-as, haga clic con el botén derecho en el cluster de vSphere y seleccione Proteger cluster
en Herramientas de NetApp ONTAP (consulte la captura de pantalla anterior)

5. Mostrara los almacenes de datos existentes para ese cluster junto con los detalles de SVM. El nombre de
CG predeterminado es <nombre del cluster de vSphere>_<nombre de SVM>. Haga clic en el botén
Agregar
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relacion.
Protect Cluster | cuusterot
Protect the datastores of this cluster using SnapMirror replication. Learn more

Datastore type: *

Source storage VM: *

Cluster: E1

2 datastores

Consistency group name: * ClusterO1_zonea

SnapMirror settings

ADD RELATIONSHIP

Target storage VM Policy Uniform Host Configuration Host proximity

No SnapMirror relationship found. You can protect datastores using one or more SnapMirror relationships.

Objects per page 5 0 Object

CANCEL

6. Seleccione el SVM de destino y configure la politica en AutomatedFailOverDuplex para SM-as. Hay un
interruptor para la configuracion uniforme del host. Establezca la proximidad para cada
host.
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Add SnapMirror Relationship

»

Source storage VM: * E13A300 / zonea
Target storage VM: * zoneb
Cluster: ntaphci-a300e9u25
Policy: * AutomatedFailOverDuplex v
Uniform host configuration: ‘)

Host proximity settings

@ As part of protection, all datastores will be mounted on all hosts.

C] Hosts T Proximal to
C] dcO1-esxi02.sddc.netapp.com Source
[:] dcO2-esxiOl.sddc.netapp.com Target
v
4 Objects | ¥
CANCEL ADD

7. Verifique la informacion de la promesa del host y otros detalles. Agregue otra relacion al tercer sitio con la
politica de replicacion Asincronica si es necesario. Luego, haga clic en Proteger.
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Protect Cluster | custeron

Protect the datastores of this cluster using SnapMirror replication. Learn more

Datastore type: *

Source storage VM: *

Consistency group name: *

SnapMirror settings

ADD RELATIONSHIP

Target storage VM

ntaphci-a300e9u25 / zoneb

2 datastores

ClusterO1_zonea

Policy

AutomatedFailOverDuplex

Uniform Host Configuration

Yes

Host proximity

Source (2), Target (2)

Objects per page 3 1 Object

NOTA: Si planea utilizar el SnapCenter Plug-in for VMware vSphere 6.0, la replicacion debe configurarse a
nivel de volumen en lugar de a nivel de grupo de consistencia.

8. Con acceso de host uniforme, el host tiene conexion iISCSI| a ambas matrices de almacenamiento del

do

3

minio de falla.
D507

My St

NeTADR ONTAP tools

o

£ Wi

Connectivity and Multipathing

NOTA: La captura de pantalla anterior es de AFF. Si es ASA, la E/S ACTIVA debe estar en todas las rutas
con conexiones de red adecuadas.

9. El complemento ONTAP Tools también indica si el volumen esta protegido o
no.
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1 D501

= Serpge Datkpnm

10. Para obtener mas detalles y actualizar la informacion de proximidad del host, se puede utilizar la opcion
Relaciones del cluster de host en las Herramientas de ONTAP

= vSphereClient (O

NetApp ONTAP tooIs INSTANCE 10.61.182.240:8443 v

«
Host cluster relationships
{a Overview
E storage Backends
ESXi Cluster ¢ Source storage VM Y Consistency group h 4 F
O Protection v
Cluster01 E13A300 / zonea Cluster01_zonea

Host cluster relationships
Manage Columns
{6 Settings
(3@ Support
=] Reports v

Virtual Machines

Datastores

Proteccién de maquinas virtuales con el complemento SnapCenter para VMware
vSphere.

El SnapCenter Plug-in for VMware vSphere (SCV) 6.0 o superior admite la sincronizacion activa de
SnapMirror y también en combinacién con SnapMirror Async para replicar en un tercer dominio de falla.
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Fault Domain 1

Il NetApp

Fault Domain 2

VM3 VM4

Fault Domain 3

vSphere

ONTAP cluster

SnapMirror
active sync

i NetApp
[ ]
o
_.I_
L
SnapMirror T -:-
ONTAP cluster async ONTAP cluster
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J HA PAIR

SnapMirror

active sync Failure
Domain C

| HA PAIR
=

SnapMirror
asynchronous

J HA PAIR

SnapMirror

Domain C

| HA PAIR
3

SnapMirror
asynchronous
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Los casos de uso admitidos incluyen: * Realizar copias de seguridad y restaurar la maquina virtual o el
almacén de datos desde cualquiera de los dominios de falla con la sincronizacion activa de SnapMirror . *

Restaurar recursos del tercer dominio de falla.

1. Agregue todos los sistemas de almacenamiento ONTAP planificados para utilizar en
SCV.

= viphere Chert

2. Crear politica. Asegurese de que la opcién Actualizar SnapMirror después de la copia de seguridad esté
marcada para SM-as y también Actualizar SnapVault después de la copia de seguridad para la replicacion

asincronica en el tercer dominio de
falla.

New Backup Poficy

3. Cree un grupo de recursos con los elementos deseados que necesitan proteccion, asdcielos a la politica y
al cronograma.

115



Create Recource Group

1. (e e & SRR

NOTA: Los nombres de instantaneas que terminan en _recent no son compatibles con SM-as.

4. Las copias de seguridad se realizan en el momento programado segun la politica asociada al grupo de
recursos. Los trabajos se pueden monitorear desde el monitor de trabajos del Tablero o desde la
informacién de respaldo de esos
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5. Las maquinas virtuales se pueden restaurar en el mismo vCenter 0 en uno alternativo desde la SVM en el
dominio de falla principal o desde una de las ubicaciones
secundarias.
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Restore

v 1. Select scope

Destination datastore Locations
2. Select location

Datastore01 (Primary) 172.21.228.10:Datastore01 v
B [(Frimary) 17221 228 o Datestore0t |

(Secondary) svms2:vol_Datastore01_dest
(Secondary) zoneb:Datastore01_dest

BACK NEXT FINISH CANCEL

6. También esta disponible una opcion similar para la operacion de montaje del almacén de
datos.
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Mount Backup b4

ESXi host name dc02-esxi01.sddc.netapp.comr v

Selected backup  VM_Backup_08-11-2024_16.00.02.0270
Select datastore

[CJ Name Location

[C]  Datastore01 Primary:172.21.228.10:Datastore01:VM_Backup_08-11-2024_16.00.02.0270 v

- Primary:172.21.228.10:Datastore01: VM_Backup_08-11-2024_16.00.02.0270
[J  Datastore02 Secondary:svms2:vol_Datastore01_dest:-VM_Backup_08-11-2024_16.00.02.0270
Secondary:zoneb:Datastore01_destVM_Backup_08-11-2024_16.00.02.0270

Warning for ONTAP 9.12.1 and below version X v

[ CANCEL } [ MOUNT ]

Para obtener ayuda con operaciones adicionales con SCV, consulte"Documentacion del SnapCenter Plug-in
for VMware vSphere"

Convierta la sincronizacion activa de SM de asimétrica a
simétrica activa/activa con VMware vSphere Metro Storage
Cluster

Este articulo detalla como convertir la sincronizacion activa de SnapMirror de asimétrica
a simétrica activa/activa con VMware vSphere Metro Storage Cluster (VMSC).

Descripcién general

"Sincronizacion activa de NetApp Snapmirror (sincronizacion activa de SM)"es una solucion robusta para
lograr un Objetivo de tiempo de recuperacion (RTO) cero y un Objetivo de punto de recuperacion (RPO) cero
en un entorno virtualizado.

"Cluster de almacenamiento VMware vSphere Metro (vMSC)"es una solucion de cluster extendido en
diferentes dominios de falla y permite que las maquinas virtuales (VM) se distribuyan en dos sitios separados
geograficamente, lo que proporciona disponibilidad continua incluso si falla un sitio.

La combinacion de vMSC con SM Active Sync garantiza la consistencia de los datos y capacidades de
conmutacion por error inmediata entre dos sitios. Esta configuracion es particularmente crucial para
aplicaciones de mision critica donde cualquier pérdida de datos o tiempo de inactividad es inaceptable.

SM active sync, anteriormente conocido como SnapMirror Business Continuity (SMBC), permite que los

servicios comerciales sigan funcionando incluso ante una falla total del sitio, permitiendo que las aplicaciones
conmuten por error de forma transparente mediante una copia secundaria. A partir de ONTAP 9.15.1, SM

119


https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/index.html
https://docs.netapp.com/us-en/sc-plugin-vmware-vsphere/index.html
https://docs.netapp.com/us-en/ontap/snapmirror-active-sync/
https://docs.netapp.com/us-en/ontap-apps-dbs/vmware/vmware_vmsc_overview.html

Active sync admite una capacidad activa/activa simétrica. La replicacion activa/activa simétrica permite
operaciones de E/S de lectura y escritura desde ambas copias de un LUN protegido con replicacion sincronica
bidireccional, de modo que ambas copias de LUN puedan atender operaciones de E/S localmente.

Este documento le muestra los pasos para convertir una sincronizacion activa asimétrica activa/activa de SM
a una sincronizacion activa simétrica activa/activa de SM en un entorno de cluster VMware Stretch; en otras
palabras, convierte una sincronizacion activa de SM de una politica de conmutacién por error automatizada a
una politica de conmutacion por error-duplex automatizada. Para conocer los detalles sobre como configurar
vMSC con SnapMirror Active Sync (SM-as) utilizando el Administrador del sistema y las herramientas ONTAP
, consulte"Cluster de almacenamiento VMware vSphere Metro con sincronizacion activa de SnapMirror" .

Prerrequisitos

 Sistemas de almacenamiento NetApp : asegurese de tener dos clusteres de almacenamiento NetApp
(origen y destino) con licencias de Snapmirror.

» Conectividad de red: verificar la conectividad de red de baja latencia entre los sistemas de origen y
destino.

* Intercambio de trafico de clusteres y SVM: configure el intercambio de trafico de clisteres y de maquinas
virtuales de almacenamiento (SVM) entre los clusteres de origen y destino.

* Version de ONTAP : asegurese de que ambos clusteres estén ejecutando una version de ONTAP que
admita la replicacion sincrénica. Para la sincronizacion activa de SM, se requiere ONTAP 9.15.1y
versiones posteriores.

* Infraestructura VMware vMSC: un cluster extendido permite que los subsistemas abarquen geografias,
presentando un conjunto de recursos de infraestructura base Unico y comun al clister vSphere en ambos
sitios. Extiende la red y el almacenamiento entre sitios.

« Utilice las herramientas ONTAP 10.2 en adelante para facilitar el uso de NetApp SnapMirror. Para mas
detalles, consulte"ONTAP tools for VMware vSphere 10."

 Debe existir una relacion sincronica de Snapmirror con RPO cero entre el cluster primario y el secundario.

» Se deben desasignar todos los LUN en el volumen de destino antes de que se pueda crear la relaciéon
Snapmirror de RTO cero.

* La sincronizacion activa de Snapmirror solo admite protocolos SAN (no NFS/CIFS). Asegurese de que
ningun componente del grupo de consistencia esté montado para el acceso NAS.

Pasos para convertir de sincronizacion activa SM asimétrica a simétrica
En el siguiente ejemplo, selectrz1 es el sitio principal y selectrz2 es el sitio secundario.

1. Desde el sitio secundario, realice una actualizacion de SnapMirror en la relacion existente.

selectrz2::> snapmirror update -destination-path site2:/cg/CGsitel dest

2. Verifique que la actualizacién de SnapMirror se haya completado exitosamente.

selectrz2::> snapmirror show

3. Pausa cada una de las relaciones sincronicas de RPO cero.
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selectrz2::> snapmirror quiesce -destination-path
site2:/cg/CGsitel dest

. Eliminar cada una de las relaciones sincrénicas de RPO cero.

selectrz2::> snapmirror delete -destination-path site2:/cg/CGsitel dest

. Libere la relacion de origen SnapMirror pero conserve las instantaneas comunes.

selectrzl::> snapmirror release -relationship-info-only true
-destination-path svm0.1l:/cg/CGsitel dest

. Cree una relacion sincrénica SnapMirror RTO cero con la politica AutomatedFailoverDuplex.

selectrz2::> snapmirror create -source-path svm0.1l:/cg/CGsitel
-destination-path site2:/cg/CGsitel dest -cg-item-mappings
sitellunl:@sitellunl dest -policy AutomatedFailOverDuplex

. Si los hosts existentes son locales del cluster principal, agregue el host al cluster secundario y establezca
conectividad con el acceso respectivo a cada cluster.

. En el sitio secundario, elimine los mapas LUN en los igroups asociados con los hosts remotos.

selectrz2::> lun mapping delete -vserver svm0 -igroup wlkdOl -path
/vol/wk1ld01/wk1d01l

. En el sitio principal, modifique la configuracion del iniciador para los hosts existentes para establecer la
ruta proximal para los iniciadores en el cluster local.

selectrzl::> set -privilege advanced

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
-initiator ign.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver sitel

10. Agregue un nuevo igroup y un iniciador para los nuevos hosts y configure la proximidad del host para la

afinidad del host con su sitio local. Habilite la replicacion de igroup para replicar la configuracion e invertir
la localidad del host en el cluster remoto.
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selectrzl::*> igroup modify -vserver sitel -igroup smbc2smas
-replication-peer svm0.1

selectrzl::*> igroup initiator add-proximal-vserver -vserver sitel
—-initiator ign.1998-01.com.vmware:vcf-wkld-
esx01l.sddc.netapp.com:575556728:67 -proximal-vserver svmO.1l

11. Descubra las rutas en los hosts y verifique que los hosts tengan una ruta activa/optimizada al LUN de
almacenamiento desde el cluster preferido.

12. Implemente la aplicacion y distribuya las cargas de trabajo de la maquina virtual entre los clusteres.

13. Resincronizar el grupo de consistencia.
selectrz2::> snapmirror resync -destination-path site2:/cg/CGsitel dest

14. Vuelva a escanear las rutas de E/S del LUN del host para restaurar todas las rutas a los LUN.

Obtenga informacion sobre el uso de VMware Virtual
Volumes (vVols) con el almacenamiento ONTAP

Obtenga informacion sobre los beneficios de VMware Virtual Volumes (vVols), el
aprovisionamiento de ONTAP tools for VMware vSphere, las estrategias de proteccién de
datos y las pautas de migracion de maquinas virtuales.

Descripcién general

La API de vSphere para Storage Awareness (VASA) facilita que un administrador de maquinas virtuales utilice
las capacidades de almacenamiento necesarias para aprovisionar maquinas virtuales sin tener que interactuar
con su equipo de almacenamiento. Antes de VASA, los administradores de VM podian definir politicas de
almacenamiento de VM, pero tenian que trabajar con sus administradores de almacenamiento para identificar
almacenes de datos apropiados, a menudo mediante documentacién o convenciones de nomenclatura. Con
VASA, los administradores de vCenter con los permisos adecuados pueden definir una variedad de
capacidades de almacenamiento que los usuarios de vCenter pueden luego usar para aprovisionar maquinas
virtuales. La asignacion entre la politica de almacenamiento de la maquina virtual y el perfil de capacidad de
almacenamiento del almacén de datos permite a vCenter mostrar una lista de almacenes de datos
compatibles para su seleccion, ademas de permitir que otras tecnologias como VCF Automation
(anteriormente conocida como Aria o vRealize) Automation o VMware vSphere Kubernetes Service
seleccionen automaticamente el almacenamiento de una politica asignada. Este enfoque se conoce como
gestion basada en politicas de almacenamiento. Si bien los perfiles y politicas de capacidad de
almacenamiento también se pueden usar con almacenes de datos tradicionales, aqui nos centraremos en los
almacenes de datos vVols . El proveedor VASA para ONTAP se incluye como parte de las ONTAP tools for
VMware vSphere.

Las ventajas de tener VASA Provider fuera de Storage Array incluyen:

* Una sola instancia puede administrar multiples matrices de almacenamiento.

* El ciclo de lanzamiento no tiene por qué depender del lanzamiento del sistema operativo de
almacenamiento.
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* Los recursos en una matriz de almacenamiento son mucho mas costosos.

Cada almacén de datos vVol esta respaldado por un contenedor de almacenamiento, que es una entrada
l6gica en el proveedor VASA para definir la capacidad de almacenamiento. El contenedor de almacenamiento
con herramientas ONTAP se construye con volumenes ONTAP . El contenedor de almacenamiento se puede
ampliar agregando volumenes ONTAP dentro del mismo SVM.

El punto final del protocolo (PE) se administra principalmente mediante herramientas ONTAP . En el caso de
vVols basados en iSCSI, se crea un PE para cada volumen ONTAP que forma parte de ese contenedor de
almacenamiento o almacén de datos vVol. El PE para iSCSI es un LUN de tamafio pequefo (4 MiB para 9.x y
2 GiB para 10.x) que se presenta al host vSphere y se aplican politicas de multiples rutas al PE.
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vSphere Datacenter

O i (o] L] O i Standard VASA
Control Path

E vim vim vim
I____.‘l _______________ :“. ___________________
N\
Storage Protocol \\
_____________ e e

Storage Contaf::;\

ZAP| /| REST
Control Path

A T e T T T e e e e e e e M L ————————

ONTAP Tools
Appliance

Para NFS, se crea un PE para la exportacion del sistema de archivos raiz con cada vida de datos NFS en
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SVM en el que reside el contenedor de almacenamiento o el almacén de datos vVol.

vSphere Datacenter

o | |o 1| jJo Hu Standard VASA
Control Path

5 B lif1 ﬁ‘liﬂi
rotocol Endpoint: . ,
NFS Export */" on lif2 lif4

ONTAP Tools
Appliance

ZAPI | REST
Control Path
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Protoool Endpoints

Las herramientas de ONTAP administran el ciclo de vida de PE y también la comunicacion del host de
vSphere con la expansion y reduccién del cluster de vSphere. La APl de herramientas de ONTAP esta
disponible para integrarse con la herramienta de automatizacion existente.

Actualmente, las ONTAP tools for VMware vSphere estan disponibles con dos versiones.

Herramientas ONTAP 9.x

Cuando se requiere compatibilidad de vVol con NVMe/FC
Requisitos reglamentarios federales de EE. UU. o de la UE

Mas casos de uso integrados con el SnapCenter Plug-in for VMware vSphere

Herramientas ONTAP 10.x

Alta disponibilidad

Multi-tenencia

Gran escala

Compatibilidad de sincronizacion activa de SnapMirror con almacenes de datos VMFS

Préxima integracion para ciertos casos de uso con el SnapCenter Plug-in for VMware vSphere

éPor qué vVols?

VMware Virtual Volumes (vVols) ofrece los siguientes beneficios:
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Aprovisionamiento simplificado (no es necesario preocuparse por los limites maximos de LUN por host
vSphere ni es necesario crear exportaciones NFS para cada volumen)

Minimiza la cantidad de rutas iSCSI/FC (para vVol basado en SCSI de bloque)

Las instantaneas, los clones y otras operaciones de almacenamiento generalmente se descargan en la
matriz de almacenamiento y funcionan mucho mas rapido.

Migraciones de datos simplificadas para las maquinas virtuales (no es necesario coordinarse con otros
propietarios de maquinas virtuales en el mismo LUN)

Las politicas de QoS se aplican a nivel de disco de VM en lugar de a nivel de volumen.

Simplicidad operativa (los proveedores de almacenamiento proporcionan sus caracteristicas diferenciadas

en el proveedor VASA)

Admite maquinas virtuales a gran escala.



« Compatibilidad con replicacion vVol para migrar entre vCenters.

* Los administradores de almacenamiento tienen la opcidn de monitorear a nivel de disco de VM.
Opciones de conectividad
Generalmente se recomienda un entorno de estructura dual para las redes de almacenamiento para lograr
alta disponibilidad, rendimiento y tolerancia a fallas. Los vVols son compatibles con iSCSI, FC, NFSv3 y
NVMe/FC. NOTA: Consulte"Herramienta de matriz de interoperabilidad (IMT)" para la version compatible de la

herramienta ONTAP

La opcién de conectividad sigue siendo coherente con las opciones de almacén de datos VMFS o NFS. A
continuaciéon se muestra un ejemplo de red de referencia vSphere para iSCSI y NFS.
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vVols datastore

¥

VMKernel | vMotion VMKernel
Mgmt Network iSCSI 2
vds01
vSphere host

vmnic2
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Aprovisionamiento mediante ONTAP tools for VMware vSphere

El almacén de datos vVol se puede aprovisionar de manera similar al almacén de datos VMFS o NFS
mediante herramientas ONTAP . Si el complemento de herramientas ONTAP no esta disponible en la interfaz
de usuario del cliente vSphere, consulte la seccion Cémo comenzar a continuacion.
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Con herramientas ONTAP 9.13

1. Haga clic con el boton derecho en el cluster o host de vSphere y seleccione Aprovisionar almacén de
datos en las herramientas de NetApp ONTAP .

2. Mantenga el tipo como vVols, proporcione un nombre para el almacén de datos y seleccione el protocolo

deseado
New Datastore General
Specity the detais of the datastore 10 provision. @
1 General
Provistening destination:
Type: MFS vMFs i@ wWois
Narme: TMEDT_ISCSI
Description:
Protocat NFS ﬂ ESCSH FC/ FCoE MWMsFC
New Datastore General
SD&CH)’ the detalls of the datastore to provisisn e
1 General

Provisioning destination:

Type: NFS vMFs @ wWals

Name: TMED2_NFY

Description:

Protocok 0 NFS ISCSL FC/ FCoE NV Me/FC

CANCEL m

3. Seleccione el perfil de capacidad de almacenamiento deseado, elija el sistema de almacenamiento y
SVM.
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New Datastore Storage system

Specily the storage capabiity profikes and the storage system you want to use

1 General
Storage capabiiity profiles: Default profiles -
2 Storage system Platinum_AFF_A
. Platinum_AFF_C
Platinum_ASA_A
Platinum_ASA_C o

Create storage capabilly profde

Storage system: ntaphcl-a230065u2S (172.16.9.25)

Storage VM zoneh

CAMCEL | BACK NEXT

4. Cree nuevos volumenes ONTAP o seleccione uno existente para el almacén de datos
vVol.

New Datastore Storage attributes
Specify the storaae details for proviskoning the datastone =

1 General

Volumes: ° Croate new woiumas Select volumes
2 Storage system

Creale new volumes

3 Storage attributes

Hame T Size Storage Capability Protile Agatenate
TMEDI_SCSL_ O /0GR Flatinum_»AFF_A EHCAgorOl
TMEQT_ISCSI_02 250 GB Platinim_AFF_& EHCAQgro2

1-2 ot 3 items

MName Stze(GB) @ Storage capabllity profile Aggraegates Space reserve

Flatinum_AFF_& o EMCAggro2 - (17109.63 Gi ~ Thir

s

Los volumenes de ONTAP se pueden ver o cambiar mas tarde desde la opcion de almacén de datos.
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5. Revise el resumen y haga clic en Finalizar para crear el almacén de datos
vVol.

New Datastore Summary

General
1 General wCenter server: Y¥iWol-we02 sddc netapp com

Provisianing destination: ClasterOl
2 Storage system

Datastore pame;
" Datastore type:
3 Storage attnbutes )
Protocol:

4 Summary Storage capability profile: Pratinun_AFF_

Storage system details
Storage system: ntaphci-a200e9u2s

SWME: onep

Storage attribiutes

Mew FlexVol Hame Hew FlexVol Size Aggregate Storage Capability Profile
TMEDT_ 565101 250 GB EHCAgard! Flatinum_AFF_a

TMEDI_BCS1_02 250 GB EHCAggri? Platinum_AFF_A

6. Una vez creado el almacén de datos vVol, se puede consumir como cualquier otro almacén de datos. A
continuacion se muestra un ejemplo de asignacioén de un almacén de datos segun la politica de
almacenamiento de una maquina virtual a una maquina virtual que se esta
creando.
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New Virtual Machine Select storage

Select the storage for the configuranior
e res Y P
VM Storage Policy =1
& MH3 and ‘| u a3 DRS I

Compatible 500 GB

Manage Columng |

Compatibility checks succesded

CANCEL | BACK | MNEXT

. Los detalles de vVol se pueden recuperar mediante la interfaz CLI basada en web. La URL del portal es la
misma que la URL del proveedor VASA sin el nombre de archivo

version.xml.

B3 wWel-WCOR sdde netapp.com

Storage Providers

La credencial debe coincidir con la informacion utilizada durante la provision de herramientas
ONTAP
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& O € Notsecure | hips://10.61.182.13:9083/jsp/loginjsp

Welcome to VASA Client Login
Username* |administrator
Password *

Token * | |
Login |

¥ Where can I find Token

L LI L L] ‘

You can generate Token by logging into maint console.

In main menu

Select option 1) Application Configuration

Select option 12) Generate Web-Cli Authentication token

0 use una contrasefia actualizada con la consola de mantenimiento de herramientas ONTAP .
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Application Configuration Henu:

Display - ; suMnary
Start Virtua G
sole
SRA
A Provider and
administrator’

8 ) k t databe
9) Change LOG level for Virtual Storage Co )le service
10) Change LOG level for UASA Provider and A seruvice
i . configuration
erate Web-Cli Authentication token
art ONTAP tools plug-i i
op ONTAP tools plug—in

art Log Integrity
Stop Log Int
17) Change datal

b ) Back
x ) Exit

Enter your choice: 12

Starting token creation
Your webcli auth token is

This token is for one time use only.Its valid for 20 minutes.

ENTER to continue.

Seleccione la interfaz CLI basada en web.
NetApp ONTAP tools for VMware vSphere - Control Panel:

_ Operation | Description

|Web based CLI interface | Web based access to the command line interface for admimstrative tasks

Inventory [ Listing of all objects and information currently known in Unified Virtual Appliance database|
Statistics | Listing of all counters and information regarding internal state

R izht Now [ See what operations are in flight right now

Logout | Logout

Build Release  9.13P1

Build Timestamp 03/08/2024 11:11:42 AM
Svstem up since Thu Aug 1502:23: 18 UTC 2024
Current ume Thu Auwg 15 17:59:26 UTC 2024

Escriba el comando deseado de la lista de comandos disponibles. Para enumerar los detalles de vVol
junto con la informacién de almacenamiento subyacente, pruebe vvol list -
verbose=true
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Availalibe Comimandy

Execatyd Commandy

Para los basados en LUN, también se puede utilizar la CLI de ONTAP o el Administrador del sistema.

Search actiom, objecis, and pages

A b (7] l "'N"
RAD Mama Thariga Vil ol (=N oPs [ Tistsmacgira
L]
NITWORK
O ¥
1]

En el caso de los sistemas basados en NFS, se puede utilizar el Administrador del sistema para explorar
el almaceén de
datos.
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Con herramientas ONTAP 10.1

1. Haga clic con el boton derecho en el cluster o host de vSphere y seleccione Crear almacén de datos
(10.1) en las herramientas de NetApp ONTAP .

2. Seleccione el tipo de almacén de datos como vVols.

Create Datastore Type
1 Type
Destination: i Clustendl
Datastore type: [} NFS

cance!

Si la opcién vVols no esta disponible, asegurese de que el proveedor VASA esté
registrado.
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vSphere Client

HCE 1061182 236:8443

& Settings

fal Owerview

wh B storage Backends

imil

a & settmgs Threshold Settings

(a1 @) support VASA Provider Settings
(=] Reparts ~ MNFS VAAI Tools

Virtual Machines

Datastores

-~
L

P
B

7

D
h&

Manage Network Access

VASA Provider Settings

Teqister of unregister the VASA provider d

VASA Provider Registration State: Registered
VASA Provider Name MEtADD-VP-NG
Version 30

3. Proporcione el nombre del almacén de datos vVol y seleccione el protocolo de

transporte.

Create Datastore

1T

VDe

Datastore name:

2 Name and Protocol
Protocol:

4. Seleccione la plataforma y la maquina virtual de

almacenamiento.
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Create Datastore Storage

1 Type
Matform: * Parformance (A)

2 MName and Protocol
Asymmetric: ¢ ‘:,"

3 Storage
Storage WM: * 2oneb

~  Advanced Options

Custom inltialor group Search or specily custom ifitiator g
mami:

CANCEL | BACK

5. Cree o utilice volumenes ONTAP existentes para el almacén de datos vVol.

Create Datastore Storage Attributes
Create new volumes or use the existing FlexVol volumes with free size equal 1o or greater than 5 GB 1o add storage
to the datastore

2 Name and Protocol
Wolumes: @ Create new volumes Usze exizting volumes

4 Storage Attributes

Harme T Sure T Space Resarve ¥ 00% Conbgured T Local Tier

Los volumenes de ONTAP se pueden ver o actualizar mas tarde desde la configuracion del almacén de
datos.

“ & DemoOl
B B &
= g 4 AD Storan
| & | T tas
VIOV A Vi

6. Una vez aprovisionado el almacén de datos vVol, se puede consumir de manera similar a cualquier otro
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almacén de datos.

7. Las herramientas ONTAP proporcionan el informe de VM y
Datastore.

wvirtual Machines

Rozoaty

-

Datastores

Proteccion de datos de maquinas virtuales en el almacén de datos vVol

La descripcion general de la proteccion de datos de las maquinas virtuales en el almacén de datos vVol se
puede encontrar en"protegiendo vVols" .

1. Registre el sistema de almacenamiento que aloja el almacén de datos vVol y cualquier socio de
replicacion.
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2. Cree una politica con los atributos
requeridos.
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New Backup Policy

Name
Description
Frequency
Locking Period
Retention

Replication

Advanced

Daily

[descnplion

Daily -

[ | Enable Snapshot Locking @

Days to keep - |1 >0

Update SnapMirror after backup @
& Update SnapVault after backup @

Snapshot label

(| VM consistency @
| Include datastores with independent disks

Scripts ©
Enter script path

cancee | [EER

3. Cree un grupo de recursos y asocielo a una politica (o politicas).
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Create Resource Group b4

1. General info & notification

Scope: [Virtual Machines ~
Parent entity: -
%, Spanning disks Tags
Folders

o Ermer evaname entily name

5. Schedulos Available entities Selected entities

6. Summary & TMED

BACK NEXT FINISH CANCEL
B2 - JEE
—] ) -

NOTA: Para el almacén de datos vVol, es necesario protegerlo con una maquina virtual, una etiqueta o
una carpeta. El almacén de datos vVol no se puede incluir en el grupo de recursos.

4. El estado especifico de la copia de seguridad de una maquina virtual se puede ver desde su pestafia de
configuracion.

<

= TMEDT
r I rD\’ F )
- - Backups

5. La maquina virtual se puede restaurar desde su ubicacién principal o secundaria.

Referirse"Documentacion del complemento SnapCenter" para casos de uso adicionales.

Migracion de maquinas virtuales desde almacenes de datos tradicionales a
almacenes de datos vVol

Para migrar maquinas virtuales desde otros almacenes de datos a un almacén de datos vVol, hay varias
opciones disponibles segun el escenario. Puede variar desde una simple operacién de vMotion de
almacenamiento hasta una migracion mediante HCX. Referirse"migrar maquinas virtuales al almacén de datos
ONTAP" Para mas detalles.
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Migracién de maquinas virtuales entre almacenes de datos vVol

Para la migracion masiva de maquinas virtuales entre almacenes de datos vVol, consulte"migrar maquinas
virtuales al almacén de datos ONTAP" .

Arquitectura de referencia de muestra

Las ONTAP tools for VMware vSphere y SCV se pueden instalar en el mismo vCenter que administra o en un
servidor vCenter diferente. Es mejor evitar alojar en vVol el almacén de datos que esta administrando.

f/’ |[__\_) Waorkload Domain 3-\\\,

e
M

I/[ﬁ \Workload Domain 1-“\"\I /_ﬂ[_j_\ Workload Domain ;M\\\u

ey SCV P SCV ontar IS
Tools for - Tools for
Viiware \:P:;;;o | ViMware

e BN [ IERRRECT

Como muchos clientes alojan sus servidores vCenter en uno diferente en lugar de administrarlo, se
recomienda un enfoque similar también para las herramientas ONTAP y SCV.

] Workload Domain 3

ﬁ]\

" i

f —

[ [ workioad Damain 1 "T | Workioad Domain2 | |
' O

eE8 ©8

r
3 i
|

L5

P T (i

ONTAP SCV

ONTAP

f i

| H |

I : |
B Toots for Tools for i O Toois for
i VMware H i VMware i N VMware

i ’ |

.—# LS ' .

o DEEEEEEN )

Con las herramientas ONTAP 10.x, una sola instancia puede administrar multiples entornos vCenter. Los
sistemas de almacenamiento se registran globalmente con credenciales de cluster y las SVM se asignan a
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cada servidor vCenter de inquilino.

/{_

= . "\\ /; _\\l e N
[ | Workload Domain1 | | Workioad Domain 2 | |
‘[-d‘_’, [@ oridoa main rE]J Workioad Domain 3

e __-j L“x = ._--") e 4 =

ir ONTAP SCV SCV scv
| o €] < B
\_ i e e e b S S LR e e i e e SR /.-I

También se admite una combinaciéon de modelo dedicado y compartido.

= = e
/mi” Workload Domain 1 \\ | Brj Workload Domain 2\" ;[_\[:]] Workload Domain 3_\\
% HFS ONTAP SCV
'\\_ o Vhiwars
|
= | f
¢ ﬂ_l—jj s S B I,I' ________________ I," i h
o scv scv
B » €]
" T T T - __/'

N NetApp
(e (BN | EENERECCY

Cémo empezar

Si las herramientas ONTAP no estan instaladas en su entorno, descarguelas desde"Sitio de soporte de
NetApp" y siga las instrucciones disponibles en"Usando vVols con ONTAP" .

Recopilar datos con el recopilador de datos de maquinas
virtuales
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Obtenga informacién sobre como evaluar su infraestructura VMware mediante el
Recopilador de datos de maquinas virtuales

Virtual Machine Data Collector (VMDC) es una herramienta gratuita y liviana con una GUI
disefada para entornos VMware. Recopila datos de inventario y rendimiento de
maquinas virtuales, hosts, almacenamiento y redes, ofreciendo informacion para la
optimizacion de recursos y la planificacion de la capacidad.

Introduccidén

Virtual Machine Data Collector (VMDC) es un kit de herramientas gratuito, liviano y simple basado en GUI para
entornos VMware que permite a los usuarios recopilar informacion de inventario detallada sobre sus maquinas
virtuales (VM), hosts, almacenamiento y redes.

Para obtener mas informacion sobre el recopilador de datos de maquinas virtuales, consulte"Documentacion
del recopilador de datos de maquinas virtuales" .

Capacidades de VMDC

VMDC es simplemente un trampolin para recopilar estadisticas rapidas e instantaneas para proyectar
posibilidades de optimizacion para las licencias de nucleo de VMWare junto con vCPU y RAM. NetApp Data
Infrastructure Insights , que requiere la instalacién de AU y recopiladores de datos, deberia ser el siguiente
paso obvio para comprender la topologia detallada de las maquinas virtuales, la agrupacion de las maquinas
virtuales mediante anotaciones para dimensionar correctamente las cargas de trabajo y preparar la
infraestructura para el futuro.

Muestreo de las métricas recopiladas con VMDC:

* Informacion de la maquina virtual
o Nombre de la maquina virtual
o Estado de energia de la maquina virtual
o Informacion de la CPU de la maquina virtual
o Informacion de memoria de la maquina virtual
o Ubicacion de la maquina virtual
o Informacion de red de VM
° y mas
» Rendimiento de la maquina virtual
o Datos de rendimiento de las maquinas virtuales en el intervalo seleccionado
o Informacioén de lectura/escritura de VM
o Informacion de IOPS de VM
o Latencia de la maquina virtual
° y mas
* Informacion del host ESXi
o Informacién del centro de datos del host

o Informacion del cluster de host
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o Informacién del modelo de host
o Informacién de la CPU del host
o Informacién de la memoria del host

° y mas
Recopilador de datos de maquinas virtuales (VMDC)

Virtual Machine Data Collector (VMDC) es un kit de herramientas gratuito, liviano y
simple basado en GUI para entornos VMware que permite a los usuarios recopilar
informacion de inventario detallada sobre sus maquinas virtuales (VM), hosts,
almacenamiento y redes.

@ Esta es una version preliminar de VMDC.

Descripcién general

La funcién principal de VMDC es informar sobre la configuracion de vCenter, los servidores ESXi y las
maquinas virtuales (VM) que residen en un entorno vSphere, incluidos la configuracion del cluster, la red, el
almacenamiento y los datos de rendimiento. Una vez que se hayan recopilado datos ambientales completos,
se pueden utilizar para producir informacion util sobre la infraestructura. La pantalla de salida del informe es
una GUI de estilo hoja de calculo con multiples pestafias en sus distintas secciones. Proporciona informes
faciles de leer y ayuda a optimizar el uso de recursos y a planificar la capacidad.

VMDC es simplemente un trampolin para recopilar estadisticas rapidas e instantaneas para proyectar
posibilidades de optimizacion para las licencias de nucleo de VMWare junto con vCPU y RAM. "Data
Infrastructure Insights de NetApp" Lo que requiere la instalacion de AU y recopiladores de datos deberia ser el
siguiente paso obvio para comprender la topologia detallada de las maquinas virtuales, la agrupacion de las
maquinas virtuales mediante anotaciones para dimensionar correctamente las cargas de trabajo y preparar la
infraestructura para el futuro.

VMDC se puede descargar'aqui" y esta disponible unicamente para sistemas Windows.

Instalacién y configuraciéon de VMDC

VMDC se puede ejecutar en las versiones Windows 2019 y 2022. El requisito previo es tener conectividad de
red desde la instancia VMDC a los servidores vCenter designados. Una vez verificado, descargue el paquete
VMDC desde"Caja de herramientas de NetApp" y luego descomprima el paquete y ejecute el archivo por lotes
para instalar e iniciar el servicio.

Una vez instalado VMDC, acceda a la interfaz de usuario utilizando la direccién IP mencionada durante la
instalacion. Esto abrira la interfaz de inicio de sesion de VMDC, donde se pueden agregar los vCenter
ingresando la direccion IP o el nombre DNS y las credenciales de un servidor vCenter.

1. Descargar"Paquete VMDC" .
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2. Extraiga el paquete a la carpeta designada.

3. Ejecute el paquete VMDC haciendo clic en el archivo por lotes Start VMDC. Esto abrira el simbolo del
sistema y le solicitara que ingrese la direccion IP.
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4. El instalador comenzara el proceso de instalacion e iniciara el servicio VMDC

This PC » Downloads » vmdc_package windows > vmdc_package_windows

# Quick sccess
logs
B Desktop o
storage
& Downloads

@ analytics-server
2 Documents

= Pictures
B This PC

# Network C:A\Windows\system.

This PC »+ Downloads > wvmdc_package windows > vmdc_package windows

o Quick sccess

logs
B Desktop >
storage
& Dovirkads @ anelytics-server
2 Documents NetAop V
= Pictures N nszm
. RESET_VMDC
£31 This PC R pEck
START_VMDC
# Network

STOP_VYMDC

5. Una vez hecho esto, haga clic en “Presione cualquier tecla para continuar” para cerrar el simbolo del
sistema.

149



This PC » Downloads > vmdc_package windows > vmdc_package windows

F
o Quick sccess

Il Desktop
¥ Downloads

logs
storage

@ analytics-server

8 Documents NetApp_VMAnalytics_17332054017135.xdsx
& Pictures N nssm
- R T_VMDC
I This PC At
START_VIMDC 11/25/20 A Windows Batch § 1KE
# Network STOP.VMDC | Bl C:\Windows\system32\cmd.exe . a]

©

Para detener la recopilacion de datos, haga clic en el archivo por lotes Stop_ VMDC.

Para eliminar los datos recopilados y restablecer VMDC, ejecute el archivo por lotes

@ reset_VMDC. Tenga en cuenta que ejecutar el archivo reset bat eliminara todos los datos
existentes y comenzara desde cero.

«— 1T This PC » Downloads » vmdc_package_windows vmdc_package_windows
a Date mod | pe rd
# Quick access
logs 11:04 File folde
I Desktop
storage File folds
Downloads . I 5 -
¥ Downlos ) analytics-server 41:4TAM A :
Documents NetApp_VMAnalytics_1733205401715.dsx
a Pictures N pssm 2/ ebc - -
" I RESET_VMDC I 4 1:42 AM Wi Batch File
3 This PC — -
START VMDC
¥ Network I STOP_VMDC I

Usando la GUI

Ejecutar VMDC

» Usando el navegador, acceda a la interfaz de usuario de VMDC
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« Agregue el vCenter designado usando la opcién "Agregar vCenter"
> Nombre de vCenter: proporcione un nombre para el vCenter
> Punto final: ingrese la direccion IP o el FQDN del servidor vCenter

o Nombre de usuario: nombre de usuario para acceder al vCenter (en formato UPN:
nombredeusuario@dominio.com)

> Password
» Modifique los "Detalles adicionales" segun los requisitos.

o Intervalo de tiempo de datos: especifica el rango de tiempo de agregacion de la muestra. El valor
predeterminado es 5 minutos, sin embargo, se puede modificar a 30 segundos o 1 minuto segun sea
necesario.

o Retencion de datos: especifica el periodo de retencidon para almacenar las métricas historicas.

o Recopilar métricas de rendimiento: cuando esta habilitada, recopila las métricas de rendimiento de
cada maquina virtual. Si no se selecciona, VMDC proporciona una funcionalidad como RVtools
proporcionando simplemente los detalles de la maquina virtual, el host y el almacén de datos.

* Una vez hecho esto, haga clic en "Agregar vCenter".
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La recopilacion de datos comienza inmediatamente una vez que se agrega vCenter. No es

@ necesario programar un tiempo para la recopilacion, ya que el proceso buscara los datos
disponibles en la base de datos de vCenter y comenzara a agregarlos en funcion del "intervalo
de tiempo de datos" especificado.

Para ver los datos de un vCenter especifico, vaya al panel de control y haga clic en "Ver inventario" junto al
nombre del vCenter correspondiente. La pagina mostrara el inventario de VM junto con los atributos de la VM.
De manera predeterminada, "Métricas de rendimiento" esta deshabilitado en la interfaz de usuario, sin
embargo, se puede activar mediante la opcion de alternancia. Una vez que se habilitan las métricas de
rendimiento, se mostraran los datos de rendimiento de cada maquina virtual. Para obtener informacion sobre
la actuacion en directo, haga clic en el botén actualizar.

Ver la topologia de la maquina virtual

VMDC proporciona la opcién "Mostrar topologia" para cada VM, que proporciona una interfaz interactiva para
ver los recursos y sus relaciones con respecto al disco de la VM, la VM, el host ESXi, los almacenes de datos
y las redes. Ayuda a gestionar y supervisar el rendimiento mediante informacién obtenida de los datos de
rendimiento recopilados. La topologia ayuda a realizar diagnosticos basicos y solucionar problemas utilizando
los datos actuales. Para una resolucion de problemas detallada y un MTTR rapido, utilice"Data Infrastructure
Insights de NetApp" que proporciona una vista topoldgica detallada con mapeo de dependencia de extremo a
extremo.

Para acceder a la vista de topologia, siga los pasos a continuacion:

» Acceda al panel de VMDC.

» Seleccione el nombre de vCenter y haga clic en "Ver inventario”.
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» Seleccione la VM y haga clic en "Mostrar topologia".

VM Topology
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Exportar a Excel

Para capturar la informacién recopilada en un formato utilizable, utilice la opcion "Descargar informe" para
descargar el archivo XLSX.

Para descargar el informe, siga los siguientes pasos:
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» Acceda al panel de VMDC.

» Seleccione el nombre de vCenter y haga clic en "Ver inventario".
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» Seleccione la opcion "Descargar informe"

» Seleccione el rango de tiempo.
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El rango de tiempo ofrece multiples opciones desde 4 horas hasta 7 dias.
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Por ejemplo, si los datos requeridos corresponden a las ultimas 4 horas, elija 4 o elija el valor apropiado para
capturar los datos de ese periodo determinado. Los datos generados se agregan de forma continua. Por lo
tanto, seleccione el rango de tiempo para garantizar que el informe generado capture las estadisticas de carga
de trabajo necesarias.

Contadores de datos de VMDC

Una vez descargado, la primera hoja que muestra VMDC es "VM Info", una hoja que contiene informacién
sobre las maquinas virtuales que residen en el entorno de vSphere. Esto muestra informacion genérica sobre
las maquinas virtuales: nombre de la VM, estado de energia, CPU, memoria aprovisionada (MB), memoria
utilizada (MB), capacidad aprovisionada (GB), capacidad utilizada (GB), version de las herramientas de
VMware, version del sistema operativo, tipo de entorno, centro de datos, cluster, host, carpeta, almacén de
datos principal, discos, NIC, ID de la VM y UUID de la VM.

La pestafia "Rendimiento de VM" captura los datos de rendimiento de cada VM muestreada en el nivel de
intervalo seleccionado (el valor predeterminado es 5 minutos). La muestra de cada maquina virtual cubre:
IOPS de lectura promedio, IOPS de escritura promedio, IOPS promedio total, IOPS de lectura pico, IOPS de
escritura pico, IOPS pico total, rendimiento de lectura promedio (KB/s), rendimiento de escritura promedio
(KB/s), rendimiento promedio total (KB/s), rendimiento de lectura pico (KB/s), rendimiento de escritura pico
(KB/s), rendimiento pico total (KB/s), latencia de lectura promedio (ms), latencia de escritura promedio (ms),
latencia promedio total (ms), latencia de lectura pico (ms), latencia de escritura pico (ms) y latencia pico total
(ms).

La pestana "Informacion del host ESXi" captura para cada host: centro de datos, vCenter, cluster, sistema
operativo, fabricante, modelo, zécalos de CPU, nucleos de CPU, velocidad de reloj de red (GHz), velocidad de
reloj de CPU (GHz), subprocesos de CPU, memoria (GB), memoria utilizada (%), uso de CPU (%), cantidad
de maquinas virtuales invitadas y cantidad de NIC.

Préximos pasos

Utilice el archivo XLSX descargado para ejercicios de optimizacion y refactorizacion.
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Descripcion de atributos de VMDC

Esta seccion del documento cubre la definicion de cada contador utilizado en la hoja de Excel.
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Informacion del host ESXi

Host I afthe ESXi Hyperdsor Server

Datacenier Wirtual DataCenter Name under which the ESXi Hypervisor Hosts exists

wCanter Wersion of the Whiware vCenter Server used to Manage & Monitar the ESHi Hosts
Cluster Mame ofthe Cluster under which the ESKi Bypervisor Hosts exists

o35 Wersion of YVideare ESK Hmuuimrthati:in!allnd pn the Host [/ Server
Manufacturer Wendor Company name of the Physical Server afthe Host

Mo Server Madel / Mode! | ber af the Physical Server

CPU Sochkets Total number of CPU Sockets installed on the Physical Server

CPU Cores Total number of Cores acnass all CMU Sockets instal led on the Physical Server

CPU Description Wendor Eompany & Model Information of the CPU Type instal led on the Physical Server
Met Cloek ! Sum of CPU Clock Speed of all CPU cares running on the Physical Server. Units GHz
|CPU Clock Speed {GH2) | Clock Speed of each CPU core runining on the Physical Server. Units GHz

CPU Thmads Total Number of threads supported for all Cores on the Physical Server

“I'nﬂ El Total RAM installed on the Physical Server. Units GB

Memory Used (%) Percentage of Memory Used on the Physical Server / Host

CPU usage [%) Percentageaf CPU Used on the Physical Server / Host

Guesl VM Count Total Number of Guest Virtual Machines running om the Physical Server f Host
Mumbar af MICs Total Number of Metwork Inkerface Cannection Ports on the Physical Hypervisor Server [/ Host
Conclusién

Ante los inminentes cambios en las licencias, las organizaciones estan abordando de forma proactiva el
posible aumento del coste total de propiedad (TCO). Estan optimizando estratégicamente su infraestructura
VMware a través de una gestion agresiva de recursos y un dimensionamiento adecuado para mejorar la
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utilizacion de recursos y agilizar la planificacion de la capacidad. Mediante el uso eficaz de herramientas
especializadas, las organizaciones pueden identificar y recuperar de manera eficiente recursos
desperdiciados, reduciendo posteriormente el nimero de nucleos y los gastos generales de licencias. VMDC
proporciona la capacidad de recopilar rapidamente datos de VM que pueden segmentarse para generar
informes y optimizar el entorno existente.

Con VMDC, realice una evaluacion rapida para identificar recursos subutilizados y luego use NetApp Data
Infrastructure Insights (DIl) para brindar analisis detallados y recomendaciones para la recuperacion de VM.
Esto permite a los clientes comprender el potencial ahorro de costos y optimizacion mientras se implementa y
configura NetApp Data Infrastructure Insights (DIl). NetApp Data Infrastructure Insights (DIl) puede ayudar a
las empresas a tomar decisiones informadas sobre la optimizacion de su entorno de maquinas virtuales.
Puede identificar donde se pueden recuperar recursos o retirar hosts con un impacto minimo en la produccion,
lo que ayuda a las empresas a afrontar los cambios provocados por la adquisicion de VMware por parte de
Broadcom de una manera reflexiva y estratégica. En otras palabras, VMDC y DIl como mecanismo de analisis
detallado ayudan a las empresas a eliminar la emocién de la decision. En lugar de reaccionar a los cambios
con panico o frustracion, pueden utilizar los conocimientos proporcionados por estas dos herramientas para
tomar decisiones racionales y estratégicas que equilibren la optimizacion de costos con la eficiencia operativa
y la productividad.

Con NetApp, ajuste el tamafio de sus entornos virtualizados e introduzca un rendimiento de almacenamiento
flash rentable junto con soluciones simplificadas de gestidon de datos y ransomware para garantizar que las
organizaciones estén preparadas para el nuevo modelo de suscripcion y, al mismo tiempo, optimizar los
recursos de Tl que se encuentran actualmente en su lugar.

25-50% optimization

savings (based on

Optimize VMware core licensing VMDC reports showing

Optimize VMware core licensing and right-size workloads CPU utilization of ~30%
or less)

VSAN US ONTAP -

Optimize your on-premises VMware

deployment with ONTAP Fpnw. Innee
Optimize: NetApp® Data Infrastructure
' ’ Insights
- VMware core licensing ~ n——) Unideratend fapology
- VM CPU and memory + Drive density

* Right-size workloads

Préximos pasos

Descargue el paquete VMDC y recopile los datos y Uselos"Estimador de TCO de vSAN" Para una facil
proyeccion y luego usar"Division |I" Proporcionar inteligencia de forma continua, impactando la Tl ahora y en
el futuro para garantizar que pueda adaptarse a medida que surjan nuevas necesidades.
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Informacién de copyright

Copyright © 2026 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
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de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas
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