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Gestionar clusteres

Los clusteres de ONTAP se pueden gestionar mediante Unified Manager para supervisar,
afadir, editar y quitar clusteres.

Cémo funciona el proceso de deteccién del cluster

Después de anadir un cluster a Unified Manager, el servidor detecta los objetos del
cluster y los afiade a su base de datos. Comprender como funciona el proceso de
deteccidn le permite gestionar los clusteres de su organizacién y sus objetos.

El intervalo de supervision para recoger la informacion de configuracion del cluster es de 15 minutos. Por
ejemplo, después de agregar un cluster, tarda 15 minutos en mostrar los objetos del cluster en la interfaz de
usuario de Unified Manager. Este plazo también se cumple al realizar cambios en un clister. Por ejemplo, si
se afiaden dos volumenes nuevos a una SVM de un cluster, se ven esos objetos nuevos en la interfaz de
usuario después del siguiente intervalo de sondeo, que podria ser de hasta 15 minutos.

En la siguiente imagen se muestra el proceso de deteccion:
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Después de detectar todos los objetos de un cluster nuevo, Unified Manager comienza a recopilar datos
histéricos de rendimiento de los 15 dias anteriores. Estas estadisticas se recopilan mediante la funcionalidad
de recogida de continuidad de datos. Esta funcion le proporciona mas de dos semanas de informacion sobre
el rendimiento de un cluster inmediatamente después de afiadir. Una vez completado el ciclo de recogida de
continuidad de datos, se recogen datos de rendimiento del cluster en tiempo real, de forma predeterminada,
cada cinco minutos.



Dado que la recogida de 15 dias de datos de rendimiento requiere un uso intensivo de la CPU,
@ se sugiere escalonar la adicién de nuevos clusteres de manera que las encuestas de recogida
de continuidad de datos no se ejecuten en demasiados clusteres al mismo tiempo.

Se muestra la lista de clusteres supervisados

Puede usar la pagina Configuration/Cluster Data Sources para ver el inventario de
clusteres. Es posible ver detalles sobre los clusteres, como su nombre, direccion IP y
estado de comunicacion.

Antes de empezar

Debe tener el rol de operador, administrador de OnCommand o administrador del almacenamiento.

Acerca de esta tarea

La lista de clusteres se ordena segun la columna Collection state Severity Level. Puede hacer clic en un
encabezado de columna para ordenar los clusteres por columnas diferentes.

Pasos

1. En el panel de navegacion de la izquierda, haga clic en Configuraciéon > fuentes de datos de cluster.

Anadir clusteres

Puede anadir un cluster a Unified Manager de OnCommand para poder supervisar el
cluster. Esto incluye la capacidad de obtener informacion del cluster, como el estado, la
capacidad, el rendimiento y la configuracion del cluster, para poder encontrar y resolver
cualquier problema que pueda ocurrir.

Antes de empezar

» Debe tener el rol de administrador de OnCommand o de administrador del almacenamiento.

» Debe tener el nombre de host o la direccién IP de administracion del cluster (IPv4 o IPv6) para el cluster.

Cuando se utiliza el nombre de host, debe resolver la direccion IP de administracion del cluster para la LIF
de gestion del cluster. Si utiliza un LIF de gestion de nodos, la operacion da error.

* Debe tener el nombre de usuario y la contrasefa para acceder al cluster.
Esta cuenta debe tener el rol admin con acceso a aplicaciones establecido en ontapi, ssh y htip.

» Debe conocer el tipo de protocolo (HTTP o HTTPS) que se debe configurar en el clister y el nimero de
puerto que se utiliza para conectarse al cluster.

* Debe tener espacio suficiente en el servidor de Unified Manager. Se le impide agregar un cluster al
servidor cuando mas del 90 % del espacio ya esta consumido.



Puede agregar clusteres que estan detras de un servidor de seguridad/NAT utilizando la

@ direccion IP NAT de Unified Manager. Los sistemas SnapProtect o de automatizacion de flujo
de trabajo conectados también deben estar detras del servidor de seguridad NAT y las llamadas
API de SnapProtect deben utilizar la direccion IP NAT para identificar el cluster.

Acerca de esta tarea

» Cada cluster de una configuracion de MetroCluster se debe afiadir por separado.

* Una unica instancia de Unified Manager puede admitir un numero determinado de nodos. Si necesita
supervisar un entorno que supere el numero de nodos admitidos, debe instalar una instancia adicional de
Unified Manager para supervisar algunos de los clusteres.

* Puede supervisar un unico cluster mediante dos instancias de Unified Manager siempre que haya
configurado una segunda LIF de gestion del cluster para que cada instancia de Unified Manager se
conecte a través de un LIF diferente.

Pasos

1. En el panel de navegacion de la izquierda, haga clic en Configuraciéon > fuentes de datos de cluster.
2. En la pagina Configuration/Cluster Data Sources, haga clic en Add.

3. En el cuadro de dialogo Agregar cluster, especifique los valores segun sea necesario y, a continuacion,
haga clic en Enviar.

4. Si selecciona HTTPS, realice los siguientes pasos:

a. En el cuadro de dialogo autorizar host, haga clic en Ver certificado para ver la informacién del
certificado sobre el cluster.

b. Haga clic en Si.

Unified Manager comprueba el certificado solo cuando se afade inicialmente el cluster. Unified
Manager no comprueba el certificado para cada llamada APl a ONTAP.

Si el certificado ha caducado, no puede anadir un cluster nuevo. Primero debe renovar el certificado SSL
y, a continuacion, anadir el cluster.

Resultados

Después de detectar todos los objetos de un clister nuevo (aproximadamente 15 minutos), Unified Manager
comienza a recopilar datos de rendimiento histéricos de los 15 dias anteriores. Estas estadisticas se recopilan
mediante la funcionalidad de recogida de continuidad de datos. Esta funcion le proporciona mas de dos
semanas de informacion sobre el rendimiento de un cluster inmediatamente después de afiadir. Una vez
completado el ciclo de recogida de continuidad de datos, se recogen datos de rendimiento del cluster en
tiempo real, de forma predeterminada, cada cinco minutos.

Dado que la recogida de 15 dias de datos de rendimiento requiere un uso intensivo de la CPU,
se sugiere escalonar la adicion de nuevos clusteres de manera que las encuestas de recogida
@ de continuidad de datos no se ejecuten en demasiados clusteres al mismo tiempo. Ademas, si
reinicia Unified Manager durante el periodo de recogida de continuidad de datos, la recogida se
detiene y vera vacios en los graficos de rendimiento correspondientes al periodo que falta.



Si recibe un mensaje de error que no puede agregar el cluster, compruebe si existen los
siguientes problemas:

« Si los relojes de los dos sistemas no estan sincronizados y la fecha de inicio del certificado
HTTPS de Unified Manager es posterior a la fecha en el cluster. Debe asegurarse de que
los relojes se sincronicen con NTP o un servicio similar.

« Si el cluster ha alcanzado la cantidad maxima de destinos de notificaciones de EMS, no se
puede afadir la direccion de Unified Manager. De manera predeterminada, solo se pueden
definir 20 destinos de notificacion de EMS en el cluster.

Editar clusteres

Es posible modificar la configuracion de un cluster existente, como el nombre de host o
la direccion IP, el nombre de usuario, la contrasefia, el protocolo y el puerto. Mediante el
cuadro de dialogo Edit Cluster.

Antes de empezar

Debe tener el rol de administrador de OnCommand o de administrador del almacenamiento.

Acerca de esta tarea

Si cambia la direccién IP de un cluster a una direccion IP de un cluster supervisado existente,
se pierden todos los datos del cluster existente cuando se detecta el primer cluster. No se
muestra un mensaje de error para advertirle.

Pasos

1. En el panel de navegacion de la izquierda, haga clic en Configuraciéon > fuentes de datos de cluster.

2. En la pagina origenes de datos de configuracion/cluster, seleccione el cluster que desea editary, a
continuacion, haga clic en Editar.

3. En el cuadro de dialogo Editar cluster, modifique los valores segun sea necesario.

4. Haga clic en Enviar.

Quitar clusteres

Es posible quitar un cluster de Unified Manager mediante la pagina Configuration/Cluster
Data Sources. Por ejemplo, puede quitar un cluster si la deteccion del cluster falla o
cuando desea retirar un sistema de almacenamiento.

Antes de empezar

Debe tener el rol de administrador de OnCommand o de administrador del almacenamiento.

Acerca de esta tarea

Esta tarea elimina el cluster seleccionado de Unified Manager. Después de eliminar un cluster, este ya no se



supervisa. La instancia de Unified Manager registrada en el cluster eliminado también se elimina del cluster.

Al quitar un cluster, también se eliminan todos sus objetos de almacenamiento, datos histéricos, servicios de
almacenamiento y todos los eventos asociados de Unified Manager. Estos cambios se reflejan en las paginas
de inventario y las paginas de detalles después del siguiente ciclo de recopilacion de datos.

Pasos

1. En el panel de navegacion de la izquierda, haga clic en Configuraciéon > fuentes de datos de cluster.

2. En la pagina Configuration/Cluster Data Sources, seleccione el cluster que desea quitar y haga clic en
Remove.

3. En el cuadro de dialogo del mensaje Quitar origen de datos, haga clic en Quitar para confirmar la
solicitud de eliminacion.

Volver a detectar clusteres

Es posible volver a detectar manualmente un cluster en la pagina Configuration/Cluster
Data Sources, para obtener la informacion mas reciente sobre el estado, la supervision
de estado y el estado de rendimiento del cluster.

Acerca de esta tarea
Es posible volver a detectar manualmente un cluster si se desea actualizar el cluster, como aumentar el
tamafio de un agregado cuando no hay espacio suficiente, y si desea que Unified Manager detecte los

cambios realizados.

Cuando Unified Manager se empareja con OnCommand Workflow Automation (WFA), el emparejamiento
activa la readquisicion de los datos almacenados en caché mediante WFA.

Pasos

1. En el panel de navegacion de la izquierda, haga clic en Configuraciéon > fuentes de datos de cluster.

2. En la pagina Configuration/Cluster Data Sources, haga clic en Rediscover.

Unified Manager vuelve a detectar el cluster seleccionado y muestra el estado y el rendimiento mas
reciente.

@ Puede obtener el estado de supervision del cluster en el panel derecho de la pagina
Dashboards/Cluster View.

Descripciones de paginas para la administracién de
origenes de datos

Es posible ver y gestionar los clusteres, incluidos afadir, editar, volver a detectar y quitar
clusteres, desde una sola pagina.



Pagina Configuration/Cluster Data Sources

La pagina Configuration/Cluster Data Sources muestra informacién sobre los clusteres
que Unified Manager esta supervisando actualmente. Esta pagina permite anadir
clusteres adicionales, editar la configuracion de los clusteres y quitar clusteres.

Un mensaje en la parte inferior de la pagina indica la frecuencia con la que Unified Manager recopila datos de
rendimiento de los clusteres. El intervalo de recogida predeterminado es de cinco minutos, pero puede

modificar este intervalo a través de la consola de mantenimiento si descubre que las colecciones de los
clusteres grandes no se estan completando a tiempo.

Botones de comando
* Agregar
Se abre el cuadro de dialogo Add Cluster, que le permite afiadir clusteres.
» Edicion
Abre el cuadro de dialogo Edit Cluster, que le permite editar la configuracion del cluster seleccionado.
* Eliminar

Quita el cluster seleccionado y todos los eventos y objetos de almacenamiento asociados. Después de
eliminar el cluster, este ya no se supervisa.

El cluster, sus objetos de almacenamiento y todos los eventos asociados se eliminan, y
Unified Manager ya no supervisa el cluster. La instancia de Unified Manager registrada en el
cluster eliminado también se cancela el registro del cluster.

* Rediscover
Fuerza una operacion de deteccion del cluster para actualizar la recogida de datos de estado y

rendimiento.

Lista Clusters

En la lista Clusters, se muestran las propiedades de todos los clusteres detectados. Puede hacer clic en un
encabezado de columna para ordenar los clusteres por esa columna.

* Estado

Muestra el estado de deteccion actual del origen de datos. El estado puede ser error (0), completado

(@), oencurso ().
* Nombre
Muestra el nombre del cluster.

Tenga en cuenta que el nombre puede tardar quince minutos o mas en aparecer después de afiadir el
cluster por primera vez.

* Modo de mantenimiento



Le permite especificar el plazo, o «ventana de mantenimiento», cuando un cluster estara inactivo para
realizar tareas de mantenimiento, de modo que no reciba una tormenta de alertas del cluster mientras se
mantiene.

Cuando el modo de mantenimiento esta programado para el futuro, este campo muestra "programado” y
puede colocar el cursor sobre el campo para mostrar la hora programada. Cuando el clister se encuentra
en la ventana de mantenimiento, este campo muestra «'Active'».

Nombre de host o Direccion IP

Muestra el nombre de host, el nombre de dominio completo (FQDN), el nombre corto o la direccion IP de
la LIF de administracion de cluster que se utiliza para conectarse con el cluster.

Protocolo

Muestra el tipo de protocolo que se puede configurar en el cluster: HTTP o HTTPS (para una conexién
segura).

Si se establece una conexién con el cluster mediante ambos protocolos, se elige HTTPS a través de
HTTP. El valor predeterminado es HTTPS.

Puerto
Muestra el nimero de puerto del cluster.

Si no se especifica el puerto, se utiliza el puerto predeterminado para el protocolo seleccionado (80 para
HTTP o 443 para HTTPS).

Nombre de usuario
Muestra el nombre de usuario que se puede utilizar para iniciar sesion en el cluster.
Funcionamiento
Muestra la operacion actual que admite el origen de datos del cluster.
El origen de datos admite las siguientes operaciones:

> Deteccion

Especifica la operacion cuando se detecta el origen de datos.
o Encuesta de salud

Especifica la operacion en la que el origen de datos se detecta correctamente y ha iniciado los datos
de muestreo.

o Eliminaciéon

Especifica la operacion cuando el origen de datos (cluster) se elimina de la lista de objetos de
almacenamiento correspondientes.

Estado de funcionamiento

Muestra el estado de la operacion actual. El estado puede ser Failed, completed o In Progress.



Tiempo de inicio de la operacion

La fecha y la hora en que se inici6 la operacion.
Tiempo de finalizacién de la operaciéon

La fecha y la hora en que finaliz6 la operacion.
Descripcion

Cualquier mensaje relacionado con la operacion.

Cuadro de didlogo Agregar cluster

Puede anadir un cluster existente para que pueda supervisar el cluster y obtener
informacidén acerca del estado, la capacidad, la configuracién y el rendimiento de dicho
cluster.

Puede anadir un cluster especificando los siguientes valores:

Nombre de host o Direccion IP

Permite especificar el nombre de host (preferido) o la direccion IP (IPv4 o IPv6) de la LIF de administracion
de clusteres que se utiliza para conectarse con el cluster. Al especificar el nombre de host, podra coincidir
con el nombre del cluster en toda la interfaz de usuario web, en lugar de intentar correlacionar una
direccion IP de una pagina con un nombre de host de otra pagina.

Nombre de usuario

Permite especificar un nombre de usuario que se puede utilizar para iniciar sesion en el cluster.
Contrasena

Permite especificar una contrasena para el nombre de usuario especificado.

Protocolo

Permite especificar el tipo de protocolo que se puede configurar en el cluster. Es posible habilitar HTTP o
HTTPS (para una conexion segura). La conexion se establece con el cluster mediante ambos protocolos y
se elige HTTPS a través de HTTP. De manera predeterminada, HTTPS esta habilitado con el puerto 443
predeterminado.

Puerto

Permite especificar el numero de puerto utilizado para conectarse al cluster. Si no se especifica el puerto,
se utiliza el puerto predeterminado para el protocolo seleccionado (80 para HTTP o 443 para HTTPS).

Cuadro de dialogo Edit Cluster

El cuadro de dialogo Edit Cluster le permite modificar la configuracién de conexion de un
cluster existente, incluidas la direccion IP, el puerto y el protocolo.

Puede editar los siguientes campos:



Nombre de host o Direccién IP

Permite especificar el FQDN, el nombre corto o la direccién IP (IPv4 o IPv6) de la LIF de gestion de
clusteres que se utiliza para conectarse con el cluster.

Nombre de usuario

Permite especificar un nombre de usuario que se puede utilizar para iniciar sesion en el cluster.
Contrasena

Permite especificar una contrasefna para el nombre de usuario especificado.

Protocolo

Permite especificar el tipo de protocolo que se puede configurar en el cluster. Es posible habilitar HTTP o
HTTPS (para una conexion segura). La conexion se establece con el cluster mediante ambos protocolos y
se elige HTTPS a través de HTTP. De manera predeterminada, HTTPS esta habilitado con el puerto 443
predeterminado.

Puerto

Permite especificar el numero de puerto utilizado para conectarse al cluster. Si no se especifica el puerto,
se utiliza el puerto predeterminado para el protocolo seleccionado (80 para HTTP o 443 para HTTPS).
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