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Configuraciones de Oracle

Descripcion general

El uso de la sincronizacion activa de SnapMirror no necesariamente agrega ni cambia
ninguna practica recomendada para operar una base de datos.

La mejor arquitectura depende de los requisitos del negocio. Por ejemplo, si el objetivo es contar con una
proteccion RPO=0 frente a la pérdida de datos, pero el objetivo de tiempo de recuperacion es relajado, el uso
de bases de datos de instancia unica de Oracle y la replicacion de las LUN con SM-AS podrian ser suficientes
y menos costoso desde la creacion de licencias de Oracle. Un fallo del sitio remoto no interrumpiria las
operaciones, y la pérdida del sitio principal provocaria que las LUN del sitio superviviente estén en linea y
listas para utilizarse.

Si el objetivo de tiempo de recuperacion fuera mas estricto, la automatizacion activo-pasiva basica mediante
scripts o clusterware como Pacemaker o Ansible mejoraria el tiempo de conmutacién al nodo de respaldo. Por
ejemplo, VMware HA podria configurarse para detectar un fallo de los equipos virtuales en el sitio primario y
activar el equipo virtual en el sitio remoto.

Por ultimo, para obtener una conmutacioén al respaldo extremadamente rapida, Oracle RAC se pudo poner en
marcha en diferentes sitios. EI RTO seria esencialmente cero porque la base de datos estaria en linea y
disponible en ambas ubicaciones en todo momento.

Instancia unica de Oracle

Los ejemplos que se explican a continuaciéon muestran algunas de las muchas opciones
para desplegar bases de datos de instancia unica de Oracle con replicacion de
sincronizacién activa de SnapMirror.

[Oracle Sl con acceso no uniforme]

Conmutacion al nodo de respaldo con un SO preconfigurado

La sincronizacion activa de SnapMirror ofrece una copia sincrona de los datos en el sitio de recuperaciéon de
desastres, pero para que los datos estén disponibles, es necesario un sistema operativo y las aplicaciones
asociadas. La automatizacion basica puede mejorar drasticamente el tiempo de conmutacién al nodo de
respaldo del entorno global. Los productos de Clusterware, como Pacemaker, se utilizan a menudo para crear
un cluster en todos los sitios y, en muchos casos, el proceso de conmutacion por error se puede ejecutar con
scripts sencillos.

Si se pierden los nodos primarios, el clusterware (o scripts) pondra las bases de datos en linea en el sitio
alternativo. Una opcion es crear servidores en espera preconfigurados para los recursos SAN que componen
la base de datos. Si el sitio principal falla, el clusterware o la alternativa con secuencia de comandos realiza
una secuencia de acciones similar a las siguientes:

1. Detecte el fallo del sitio principal

2. Realizar deteccion de LUN FC o iSCSI

3. Montaje de sistemas de archivos y/o montaje de grupos de discos ASM

4. Iniciando la base de datos



El requisito principal de este método es un sistema operativo en ejecucion instalado en el sitio remoto. Se
debe preconfigurar con binarios de Oracle, lo que también significa que las tareas como los parches de Oracle
se deben realizar en la ubicacion primaria y en espera. Como alternativa, los binarios de Oracle se pueden
duplicar en la ubicacidén remota y montar si se declara un desastre.

El procedimiento de activacion real es simple. Los comandos como la deteccion de LUN sélo requieren unos
pocos comandos por puerto FC. El montaje del sistema de archivos no es mas que mount un comando, y
tanto las bases de datos como ASM se pueden iniciar y detener en la CLI con un unico comando.

Conmutacion por error con un sistema operativo virtualizado

La conmutacion por error de los entornos de base de datos puede ampliarse para incluir el propio sistema
operativo. En teoria, esta recuperacion tras fallos se puede realizar con las LUN de arranque, pero la mayoria
de las veces se realiza con un sistema operativo virtualizado. El procedimiento es similar a los siguientes
pasos:

1. Detecte el fallo del sitio principal
Montar los almacenes de datos que alojan las maquinas virtuales del servidor de bases de datos

Inicio de las maquinas virtuales

> 0N

Iniciar las bases de datos manualmente o configurar las maquinas virtuales para iniciar automaticamente
las bases de datos.

Por ejemplo, un cluster ESX podria abarcar sitios. En caso de desastre, los equipos virtuales pueden
conectarse en linea en el sitio de recuperacion ante desastres después del cambio.

Proteccion frente a errores de almacenamiento

El diagrama anterior muestra el uso de "acceso no uniforme”, donde la SAN no se extiende entre los sitios.
Esto puede que sea mas sencillo de configurar y, en algunos casos, puede que sea la Unica opcién dadas las
funcionalidades SAN actuales, pero también significa que un fallo del sistema de almacenamiento primario
provocaria una interrupcion en la base de datos hasta que se conmutara al nodo de respaldo de la aplicacion.

Para una mayor resiliencia, la solucion podria ponerse en marcha con "acceso uniforme". Esto permitiria a las
aplicaciones seguir operando utilizando las rutas anunciadas desde el sitio opuesto.

Oracle Extended RAC

Muchos clientes optimizan su objetivo de tiempo de recuperacién al ampliar un cluster de
Oracle RAC en todos los sitios, lo que proporciona una configuracién completamente
activo-activo. El disefio general se complica porque debe incluir la gestion de quérum de
Oracle RAC.

El cluster de RAC ampliado tradicional confiaba en la duplicacion de ASM para proporcionar proteccion de
datos. Este enfoque funciona, pero también requiere muchos pasos de configuracion manuales e impone
sobrecarga en la infraestructura de red. En cambio, permitir que SnapMirror Active Sync asuma la
responsabilidad de la replicaciéon de datos simplifica drasticamente la solucion. Ademas, resulta mas sencillo
realizar operaciones como la sincronizacion, la resincronizacion después de interrupciones, las
recuperaciones tras fallos y la gestion del quérum, ademas de que la SAN no tiene que distribuirse entre
sitios, lo que simplifica el disefio y la gestion de SAN.
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Replicacion

Lo fundamental para comprender la funcionalidad de RAC en la sincronizacién activa de SnapMirror es ver el
almacenamiento como un Unico conjunto de LUN alojadas en el almacenamiento reflejado. Por ejemplo:

[Acceso loégico a Oracle]

No hay ninguna copia primaria ni copia duplicada. Logicamente, solo existe una copia Unica de cada LUN, y
esa LUN esta disponible en rutas SAN ubicadas en dos sistemas de almacenamiento diferentes. Desde el
punto de vista del host, no hay conmutacion por error del almacenamiento; en cambio, existen cambios de
ruta. Varios eventos de fallo pueden provocar la pérdida de ciertas rutas a la LUN mientras otras rutas
permanecen en linea. La sincronizacion activa de SnapMirror garantiza que los mismos datos estén
disponibles en todas las rutas operativas.

Configuracién del almacenamiento

En esta configuracion de ejemplo, los discos ASM estan configurados de la misma forma que en cualquier
configuracion de RAC de sitio Unico en el almacenamiento empresarial. Dado que el sistema de
almacenamiento proporciona proteccion de datos, se utilizaria la redundancia externa de ASM.

Acceso uniforme frente a acceso no informado

La consideracion mas importante con Oracle RAC en la sincronizacion activa de SnapMirror es si se debe
utilizar un acceso uniforme o no uniforme.

El acceso uniforme significa que cada host puede ver rutas en ambos clusteres. El acceso no uniforme
significa que los hosts solo pueden ver rutas al cluster local.

Ninguna de las opciones se recomienda o desaconseja especificamente. Algunos clientes disponen de fibra
oscura disponible en todo momento para conectar sitios, mientras que otros no tienen esta conectividad o su
infraestructura SAN no admite ISL de larga distancia.

Acceso no uniforme
El acceso no uniforme es mas sencillo de configurar desde la perspectiva de SAN.
[Acceso no uniforme de Oracle RAC]

El principal "acceso no uniforme"inconveniente del método es que la pérdida de conectividad con ONTAP
entre sitios o la pérdida de un sistema de almacenamiento supondra la pérdida de instancias de base de datos
en un sitio. Obviamente, esto no es deseable, pero puede ser un riesgo aceptable a cambio de una
configuracion SAN simple.

Acceso uniforme

Para el acceso uniforme es necesario ampliar la SAN a través de varios sitios. La ventaja principal es que la
pérdida de un sistema de almacenamiento no provocara la pérdida de una instancia de la base de datos. En
su lugar, provocaria un cambio de multivia en el que se usan las rutas actualmente.

Hay varias formas de configurar el acceso no uniforme.
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En los diagramas que aparecen a continuacién, también existen rutas activas pero no
optimizadas que se utilizaran durante los simples fallos de controladoras, pero esas rutas no se
muestran en interés de simplificar los diagramas.

AFF con ajustes de proximidad

Si hay una latencia significativa entre los sitios, los sistemas AFF se pueden configurar con los ajustes de
proximidad del host. Esto permite que cada sistema de almacenamiento tenga en cuenta qué hosts son
locales y remotos y asigne prioridades de ruta segun corresponda.

[RAC con acceso uniforme]

En el funcionamiento normal, cada instancia de Oracle utilizaria preferentemente las rutas de acceso locales
activas/optimizadas. El resultado es que la copia local de los bloques suministraria todas las lecturas. Esto
proporciona la menor latencia posible. El I/O de escritura se envia de manera similar por rutas a la
controladora local. La I/O debe replicarse antes de reconocerse y, por lo tanto, se produciria la latencia
adicional al cruzar la red sitio a sitio, pero esto no se puede evitar en una solucién de replicacion sincrona.

ASA | AFF sin ajustes de proximidad

Si no hay latencia significativa entre los sitios, los sistemas AFF se pueden configurar sin ajustes de
proximidad del host o se puede utilizar ASA.

[RAC con acceso uniforme]

Cada host podra utilizar todas las rutas operativas en ambos sistemas de almacenamiento. Esto mejora
significativamente el rendimiento, ya que permite que cada host aproveche el potencial de rendimiento de dos
clusteres, no solo uno.

Con ASA, no solo todas las rutas a ambos clusteres se considerarian activas y optimizadas, sino que las rutas
en las controladoras de los partners también estarian activas. El resultado serian rutas SAN activas en todo el
cluster, todo el tiempo.

Los sistemas ASA también pueden usarse en una configuracion de acceso no uniforme. Como
no existen rutas entre sitios, no habria impacto en el rendimiento como resultado de 1/O al
cruzar el ISL.

RAC tiebreaker

Si bien el RAC extendido que usa SnapMirror active sync es una arquitectura simétrica
con respecto a E/S, hay una excepcion que esta conectada a la gestion de cerebro
dividido.

¢, Qué sucede si el enlace de replicacion se pierde y ninguno de los sitios tiene quérum? ;Qué deberia pasar?
Esta pregunta se aplica tanto al comportamiento de Oracle RAC como al de ONTAP. Si los cambios no se

pueden replicar en todos los sitios y desea reanudar las operaciones, uno de los sitios tendra que sobrevivir y
el otro sitio tendra que dejar de estar disponible.

El "Mediador ONTAP" resuelve este requisito en la capa ONTAP. Hay varias opciones para RAC tiebreaking.
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Oracle tiebreakers

El mejor método para gestionar los riesgos de Oracle RAC de cerebro dividido es utilizar un numero impar de
nodos de RAC, preferiblemente mediante el uso de un tiebreaker de sitio 3rd. Si un sitio 3rd no esta
disponible, la instancia de tiebreaker podria colocarse en un sitio de los dos sitios, designandolo efectivamente
como un sitio de supervivencia preferido.

Oracle y css_critical

Con un numero par de nodos, el comportamiento por defecto de Oracle RAC es que uno de los nodos del
cluster se considerara mas importante que el resto de nodos. El sitio con ese nodo de mayor prioridad
sobrevivira al aislamiento del sitio mientras que los nodos del otro sitio desalojaran. La priorizacion se basa en
varios factores, pero también puede controlar este comportamiento mediante la css_critical
configuracion.

En la "ejemplo" arquitectura, los nombres de host de los nodos RAC son jfs12 y jfs13. Los ajustes actuales de
css_critical son los siguientes:

[root@jfsl2 ~]# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

[root@jfsl3 tracel# /grid/bin/crsctl get server css critical
CRS-5092: Current value of the server attribute CSS CRITICAL is no.

Si desea que el sitio con jfs12 sea el sitio preferido, cambie este valor a yes en un sitio Un nodo y reinicie los
servicios.

[root@jfsl2 ~]1# /grid/bin/crsctl set server css critical yes
CRS-4416: Server attribute 'CSS CRITICAL' successfully changed. Restart
Oracle High Availability Services for new value to take effect.

[root@jfsl2 ~]1# /grid/bin/crsctl stop crs

CRS-2791: Starting shutdown of Oracle High Availability Services-managed
resources on 'jfsl2'

CRS-2673: Attempting to stop 'ora.crsd' on 'jfsl2'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on
server 'jfsl2'

CRS-2673: Attempting to stop 'ora.ntap.ntappdbl.pdb' on 'jfsl2'

CRS-2673: Attempting to stop 'ora.gipcd' on 'jfsl2'

CRS-2677: Stop of 'ora.gipcd' on 'jfsl2' succeeded

CRS-2793: Shutdown of Oracle High Availability Services-managed resources
on 'jfsl2' has completed

CRS-4133: Oracle High Availability Services has been stopped.

[root@jfsl2 ~]1# /grid/bin/crsctl start crs
CRS-4123: Oracle High Availability Services has been started.
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