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Configuracion del almacenamiento
NFS

La documentacién de MySQL recomienda el uso de NFSv4 para puestas en marcha de
NAS.

Tamanos de transferencia NFS de ONTAP

De forma predeterminada, ONTAP limitara el tamafio de 1/0O de NFS a 64K. La E/S aleatoria con una base de
datos MySQL utiliza un tamano de bloque mucho mas pequeno, que es muy inferior al maximo de 64K KB.
Las E/S de bloques grandes suelen estar en paralelo, por lo que el maximo de 64K KB tampoco es una
limitacion.

Hay algunas cargas de trabajo en las que el maximo de 64K crea una limitaciéon. En particular, las operaciones
de un solo subproceso, como las operaciones de copia de seguridad de exploracién de tabla completa, se
ejecutaran de forma mas rapida y eficiente si la base de datos puede realizar menos I/O pero mas grandes. El
tamafio optimo de gestion de I/O para ONTAP con cargas de trabajo de base de datos es 256K. Las opciones
de montaje de NFS indicadas para sistemas operativos especificos a continuacién se han actualizado de la
version 64K a la 256K correspondiente.

El tamafio de transferencia maximo para una SVM de ONTAP determinada se puede cambiar de la siguiente
manera:

Cluster0l::> set advanced

Warning: These advanced commands are potentially dangerous; use them only
when directed to do so by NetApp personnel.

Do you want to continue? {yln}: vy

Cluster0l::*> nfs server modify -vserver vserverl -tcp-max-xfer-size
262144

Nunca reduzca el tamafio maximo permitido de transferencia en ONTAP por debajo del valor de
rsize/wsize de los sistemas de archivos NFS montados actualmente. Esto puede crear bloqueos
o incluso corrupcién de datos con algunos sistemas operativos. Por ejemplo, si los clientes NFS

@ se establecen actualmente con un valor de rsize/wsize de 65536 000, el tamaino de
transferencia maximo de ONTAP se podria ajustar entre 65536 000 y 1048576 000 sin que ello
afecte a porque los propios clientes estan limitados. Reducir el tamafio maximo de transferencia
por debajo de 65536 puede danar la disponibilidad o los datos.

NetApp recomienda
Ajuste de la siguiente configuracion de NFSv4 fstab (/etc/fstab):

nfs4 rw,
hard,nointr,bg, vers=4,proto=tcp,noatime, rsize=262144,wsize=262144



Un problema comun con NFSv3 era los archivos de registro InnoDB bloqueados después de

@ una interrupcién del suministro eléctrico. El uso de archivos de registro de hora o cambio
soluciond este problema. Sin embargo, NFSv4 tiene operaciones de bloqueo y realiza un
seguimiento de archivos abiertos y delegaciones.

SAN

Las bases de datos mas pequenas pueden colocarse en parejas de LUN estandar siempre que las demandas
de 1/0 y capacidad estén dentro de los limites de un unico sistema de archivos LUN. Por ejemplo, una base de
datos que requiere aproximadamente 2K 000 IOPS aleatorias se puede alojar en un Unico sistema de archivos
con una sola LUN. Del mismo modo, una base de datos con un tamafio de solo 100GB TB podria adaptarse
en una unica LUN sin crear un problema de gestion.

Las bases de datos de mayor tamafio requieren varios LUN. Por ejemplo, una base de datos que requiere
100K 000 IOPS probablemente necesitara al menos ocho LUN. Una unica LUN se convertiria en un cuello de
botella debido al nimero inadecuado de canales SCSI a las unidades. Igualmente, una base de datos de
10TB TB seria dificil gestionar una sola LUN de 10TB TB. Los administradores de volumenes logicos estan
disefados para unir las funcionalidades de rendimiento y capacidad de varias LUN y asi mejorar el
rendimiento y la capacidad de gestion.

En ambos casos, deberia ser suficiente una pareja de volimenes de ONTAP. Con una configuracién sencilla,
la LUN de archivo de datos se colocaria en un volumen dedicado, al igual que las LUN de registro. Con una
configuracion de gestor de volumenes légico, todos los LUN del grupo de voliumenes de archivos de datos
estarian en un volumen dedicado, y las LUN del grupo de volumenes de registro estarian en un segundo
volumen dedicado.

NetApp recomienda el uso de dos sistemas de archivos para implementaciones de MySQL en
SAN:

* El primer sistema de archivos almacena todos los datos MySQL, incluidos los tablespaces,
los datos y el indice.

 El segundo sistema de archivos almacena todos los registros (registros binarios, registros
lentos y registros de transacciones).

Hay varias razones para separar los datos de esta manera, incluyendo:

* Los patrones de E/S de los archivos de datos y los archivos de registro son diferentes.
Separarlos permitird mas opciones con controles de calidad de servicio.

» Para un uso 6ptimo de la tecnologia Snapshot es necesario poder restaurar los archivos de
datos de forma independiente. La combinacion de archivos de datos con archivos de
registro interfiere con la restauracion de archivos de datos.

* La tecnologia SnapMirror de NetApp se puede usar para proporcionar una funcionalidad de
recuperacion ante desastres simple y con bajo objetivo de punto de recuperacion para una
base de datos; no obstante, se requieren diferentes programaciones de replicacién para los
archivos y registros de datos.

@ Utilice esta distribucién basica de dos voliumenes para preparar la solucion para el futuro, de
modo que todas las funciones de ONTAP se puedan utilizar si fuera necesario.



NetApp recomienda formatear su unidad con el sistema de archivos ext4 debido a las
siguientes caracteristicas:

* Enfoque ampliado de las funciones de gestion de bloques utilizadas en el sistema de
archivos de registro en diario (JFS) y las funciones de asignacion retrasada del sistema de
archivos extendido (XFS).

ext4 permite sistemas de archivos de hasta 1 exbibyte (2*60 bytes) y archivos de hasta 16
tebibytes (16 * 2240 bytes). Por el contrario, el sistema de archivos ext3 solo admite un
tamafio maximo del sistema de archivos de 16 TB GB y un tamafio maximo de archivo de
2TB GB.

* En los sistemas de archivos ext4, la asignacion de bloques multiples (mballoc) asigna varios
bloques para un archivo en una sola operacion, en lugar de asignarlos uno por uno, como
en ext3. Esta configuracion reduce la sobrecarga de llamar al asignador de bloques varias
veces y optimiza la asignacion de memoria.

Aunque XFS es el valor predeterminado para muchas distribuciones de Linux, administra
los metadatos de manera diferente y no es adecuado para algunas configuraciones de
MySQL.

NetApp recomienda usar opciones de tamano de bloque 4K con la utilidad mkfs para alinearse
con el tamano de LUN de bloque existente.

mkfs.extd4d -b 4096

Las LUN de NetApp almacenan datos en bloques fisicos de 4KB KB, lo que produce ocho bloques légicos de
512 bytes.

Si no se configura el mismo tamafio de bloque, las operaciones de 1/0O no se alinearan con los bloques fisicos
correctamente y podrian escribir en dos unidades distintas de un grupo RAID, lo que dara como resultado
latencia.

Es importante alinear las operaciones de I/O para que las operaciones de lectura/escritura sean
@ fluidas. Sin embargo, cuando las operaciones de 1/O se inician en un bloque l6gico que no esta

al inicio de un bloque fisico, la I/0 se desalinea. Las operaciones de I/O se alinean solo cuando

comienzan con un bloque légico, es decir, el primer bloque l6gico de un bloque fisico.
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