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Configuracion de la base de datos

Configuracion de CPU

El rendimiento de SQL Server tiene varias dependencias en la configuracién de CPU y
nucleo.

Hyper-threading

Hyper-threading se refiere a la implementacion simultanea de multithreading (SMT), lo que mejora la
paralelizacion de los calculos realizados en procesadores x86. SMT esta disponible en procesadores Intel y
AMD.

Hyper-threading genera CPU logicas que aparecen como CPU fisicas en el sistema operativo. SQL Server ve
a continuacion esas CPU adicionales y las utiliza como si hubiera mas nucleos que los presentes fisicamente.
Esto puede mejorar sustancialmente el rendimiento al aumentar la paralelizacion.

La advertencia aqui es que cada version de SQL Server tiene sus propias limitaciones en cuanto a la potencia
informatica que puede utilizar. Para obtener mas informacién, consulte "Limites de capacidad de calculo por
edicion de SQL Server".

Nucleos y licencias

Hay dos opciones para la licencia de SQL Server. El primero se conoce como modelo de licencia de acceso
de servidor + cliente (CAL); el segundo es el modelo de nucleo por procesador. Aunque puede acceder a
todas las caracteristicas del producto disponibles en SQL Server con la estrategia server + CAL, hay un limite
de hardware de 20 nucleos de CPU por socket. Incluso si tiene SQL Server Enterprise Edition + CAL para un
servidor con mas de 20 nucleos de CPU por socket, la aplicacion no puede utilizar todos esos nucleos a la vez
en esa instancia.

La imagen siguiente muestra el mensaje de registro de SQL Server después del inicio que indica la aplicacion
del limite principal.


https://learn.microsoft.com/en-us/sql/sql-server/compute-capacity-limits-by-edition-of-sql-server?view=sql-server-ver16&redirectedfrom=MSDN
https://learn.microsoft.com/en-us/sql/sql-server/compute-capacity-limits-by-edition-of-sql-server?view=sql-server-ver16&redirectedfrom=MSDN
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Por lo tanto, para utilizar todas las CPU, debe utilizar la licencia de nucleo por procesador. Para obtener
informacion detallada sobre las licencias de SQL Server, consulte "SQL Server 2022: Su plataforma de datos
moderna".

Afinidad de CPU

Es poco probable que necesite alterar los valores predeterminados de afinidad del procesador a menos que
encuentre problemas de rendimiento, pero aun vale la pena entender qué son y cémo funcionan.

SQL Server admite la afinidad del procesador mediante dos opciones:

» Mascara de afinidad de CPU

» Mascara de I/O de afinidad

SQL Server utiliza todas las CPU disponibles en el sistema operativo (si se selecciona la licencia de nucleo
por procesador). También crea programadores fOr cada CPU para hacer el mejor uso de los recursos para
cualquier carga de trabajo dada. Al realizar varias tareas, el sistema operativo u otras aplicaciones del servidor
pueden cambiar los subprocesos de un procesador a otro. SQL Server es una aplicacion que consume
muchos recursos y el rendimiento puede verse afectado cuando esto ocurre. Para minimizar el impacto, puede
configurar los procesadores de modo que toda la carga de SQL Server se dirija a un grupo preseleccionado
de procesadores. Esto se logra mediante el uso de la mascara de afinidad de CPU.


https://www.microsoft.com/en-us/sql-server/sql-server-2022-comparison
https://www.microsoft.com/en-us/sql-server/sql-server-2022-comparison

La opcién de mascara de E/S de afinidad enlaza E/S de disco de SQL Server a un subconjunto de CPU. En
entornos OLTP de SQL Server, esta extension puede mejorar significativamente el rendimiento de los
subprocesos de SQL Server que emiten operaciones de E/S.

Grado maximo de paralelismo (MAXDOP)

De forma predeterminada, SQL Server utiliza todas las CPU disponibles durante la ejecucion de la consulta si
se elige la licencia central por procesador.

Aunque esto es util para consultas grandes, puede causar problemas de rendimiento y limitar la
simultaneidad. Un mejor enfoque es limitar el paralelismo al numero de nucleos fisicos en un unico socket de
CPU. Por ejemplo, en un servidor con dos sockets CPU fisicos con 12 nucleos por socket,
independientemente de hyper-threading, MAXDOP se debe establecer en 12. MAXDOP No se puede restringir ni
dictar qué CPU se va a utilizar. En su lugar, restringe el niumero de CPU que puede utilizar una unica consulta
por lotes.

NetApp recomienda para DSS, como almacenes de datos, comience con MAXDOP 50 y explore
el ajuste hacia arriba o hacia abajo si es necesario. Asegurese de medir las consultas criticas
de la aplicacioén al realizar cambios.

Maximo de Threads de Trabajador

La opcién Maximo de Threads de Trabajador ayuda a optimizar el rendimiento cuando un gran nimero de
clientes estan conectados a SQL Server.

Normalmente, se crea un thread de sistema operativo independiente para cada consulta. Si se realizan
cientos de conexiones simultaneas a SQL Server, la configuracion de un subproceso por consulta puede
consumir demasiados recursos del sistema. ‘'max worker threads’La opcion ayuda a mejorar el rendimiento al
permitir que SQL Server cree un pool de threads de trabajo que pueden atender colectivamente un nimero
mayor de solicitudes de consulta.

El valor por defecto es 0, que permite a SQL Server configurar automaticamente el numero de threads de
trabajador al iniciar. Esto funciona para la mayoria de los sistemas. Max worker threads es una opcion
avanzada y no se debe modificar sin la ayuda de un administrador de base de datos experimentado (DBA).

¢, Cuando debe configurar SQL Server para que utilice mas threads de trabajo? Si la longitud media de la cola
de trabajo de cada programador es superior a 1, puede que se beneficie de agregar mas threads al sistema,
pero solo si la carga no esta vinculada a la CPU o si experimenta otras esperas pesadas. Si cualquiera de
estos ocurre, agregar mas hilos no ayuda porque terminan esperando otros cuellos de botella del sistema.
Para obtener mas informacion sobre el maximo de threads de trabajo, consulte "Configure la opcion de
configuracion del servidor de threads de trabajo maximo".


https://learn.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-worker-threads-server-configuration-option?view=sql-server-ver16&redirectedfrom=MSDN
https://learn.microsoft.com/en-us/sql/database-engine/configure-windows/configure-the-max-worker-threads-server-configuration-option?view=sql-server-ver16&redirectedfrom=MSDN
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Configuracion de un maximo de threads de trabajador mediante SQL Server Management Studio.

En el siguiente ejemplo se muestra como configurar la opcion Maximo de Threads de Trabajo mediante T-
SQL.

EXEC sp configure 'show advanced options', 1;
GO

RECONFIGURE ;

GO

EXEC sp configure 'max worker threads', 900 ;
GO

RECONFIGURE;

GO

Configuracién de memoria

La siguiente seccion explica la configuracion de memoria de SQL Server necesaria para
optimizar el rendimiento de la base de datos.



Memoria maxima del servidor

La opcion max server memory define la cantidad maxima de memoria que puede utilizar la instancia de SQL
Server. Se utiliza generalmente si se ejecutan varias aplicaciones en el mismo servidor donde se ejecuta SQL
Server y desea garantizar que estas aplicaciones tengan suficiente memoria para funcionar correctamente.

Algunas aplicaciones solo utilizan la memoria disponible cuando se inician y no solicitan memoria adicional,
incluso si estan bajo presién de memoria. Aqui es donde entra en juego la configuracion de memoria maxima
del servidor.

En un cluster de SQL Server con varias instancias de SQL Server, cada instancia podria competir por los
recursos. Establecer un limite de memoria para cada instancia de SQL Server puede ayudar a garantizar el
mejor rendimiento para cada instancia.

NetApp recomienda dejar al menos 4GB a 6GB de RAM para el sistema operativo para evitar
problemas de rendimiento.
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Ajuste de la memoria minima y maxima del servidor mediante SQL Server Management Studio.

El uso de SQL Server Management Studio para ajustar la memoria minima o maxima del servidor requiere un
reinicio del servicio de SQL Server. También puede ajustar la memoria del servidor mediante Transact SQL (T-
SQL) usando este codigo:



EXECUTE sp configure 'show advanced options', 1

GO
EXECUTE sp configure 'min server memory (MB)', 2048
GO
EXEC sp configure 'max server memory (MB)', 120832
GO

RECONFIGURE WITH OVERRIDE

Acceso a memoria no uniforme

El acceso no uniforme a la memoria (NUMA) es una tecnologia de optimizacién del acceso a la memoria que
ayuda a evitar la carga adicional en el bus del procesador.

Si NUMA estéa configurado en un servidor donde SQL Server esta instalado, no se requiere ninguna
configuracion adicional porque SQL Server tiene en cuenta NUMA y funciona bien en el hardware NUMA.

Index CREATE MEMORIA

La opcion INDEX CREATE MEMORY es otra opcion avanzada que normalmente no debe cambiarse de los
valores predeterminados.

Controla la cantidad maxima de RAM asignada inicialmente para crear indices. El valor por defecto de esta
opcion es 0, lo que significa que SQL Server la gestiona automaticamente. Sin embargo, si tiene dificultades
para crear indices, considere aumentar el valor de esta opcion.

Memoria minima por consulta

Cuando se ejecuta una consulta, SQL Server intenta asignar la cantidad éptima de memoria para que se
ejecute de forma eficiente.

De forma predeterminada, el valor de memoria minima por consulta asigna >= a 1024KB para cada consulta
gue se ejecute. Es recomendable dejar este valor en el valor por defecto para permitir que SQL Server
gestione dinamicamente la cantidad de memoria asignada para las operaciones de creacién de indices. Sin
embargo, si SQL Server tiene mas RAM de la que necesita para ejecutarse de manera eficiente, el
rendimiento de algunas consultas se puede aumentar si aumenta este valor. Por lo tanto, siempre y cuando la
memoria esté disponible en el servidor que no esté utilizando SQL Server, ninguna otra aplicacién o el sistema
operativo, aumentar esta configuracion puede ayudar en general al rendimiento de SQL Server. Si no hay
memoria libre disponible, aumentar esta configuracion puede afectar al rendimiento general.
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Instancia compartida frente a instancia dedicada

SQL Server se puede configurar como una unica instancia por servidor o como varias
instancias. La decision correcta generalmente depende de factores como si el servidor
se va a utilizar para la produccion o el desarrollo, si la instancia se considera critica para
las operaciones de negocio y los objetivos de rendimiento.

Las configuraciones de instancias compartidas pueden ser inicialmente mas faciles de configurar, pero pueden
provocar problemas en los que los recursos se dividen o bloquean, lo que a su vez provoca problemas de
rendimiento para otras aplicaciones que tienen bases de datos alojadas en la instancia compartida de SQL
Server.

La solucion de problemas de rendimiento puede ser complicada porque debe averiguar qué instancia es la
causa raiz. Esta pregunta se compara con los costes de las licencias del sistema operativo y de las licencias
de SQL Server. Si el rendimiento de las aplicaciones es primordial, se recomienda encarecidamente utilizar
una instancia dedicada.

Microsoft concede licencias de SQL Server por nucleo a nivel de servidor y no por instancia. Por este motivo,
los administradores de bases de datos se ven tentados a instalar tantas instancias de SQL Server como el
servidor pueda manejar para ahorrar en costes de licencias, lo que puede ocasionar mayores problemas de
rendimiento mas adelante.



NetApp recomienda elegir instancias dedicadas de SQL Server siempre que sea posible para
obtener un rendimiento 6ptimo.

Archivos tempdb

La base de datos Tempdb se puede utilizar en gran medida. Ademas de la ubicacion
optima de los archivos de base de datos de usuario en ONTAP, la ubicacion de los
archivos de datos tempdb también es critica para reducir la contencion de asignacion.
Tempdb debe colocarse en un disco independiente y no compartirse con los archivos de
datos de usuario.

La contencion de pagina se puede producir en las paginas de mapa de asignacion global (GAM), mapa de
asignacion global compartida (SGAM) o espacio libre de pagina (PFS) cuando SQL Server debe escribir en
paginas especiales del sistema para asignar nuevos objetos. Los pestillos bloquean estas paginas en la
memoria. En una instancia de SQL Server ocupada, puede tardar mucho tiempo en obtener un bloqueo en
una pagina del sistema en tempdb. Esto da como resultado tiempos de ejecucidén de consultas mas lentos y
se conoce como contencion de bloqueo interno. Consulte las siguientes practicas recomendadas para crear
archivos de datos tempdb:

» Para < or = a 8 nucleos: Archivos de datos tempdb = niumero de nucleos

« Para > 8 nucleos: 8 archivos de datos tempdb

» El archivo de datos tempdb se debe crear con el mismo tamarno

El siguiente script de ejemplo modifica tempdb creando ocho archivos tempdb de igual tamafio y moviendo
tempdb al punto de montaje C: \MSSQL\ tempdb para SQL Server 2012 y posterior.

use master

go

-— Change logical tempdb file name first since SQL Server shipped with
logical file name called tempdev

alter database tempdb modify file (name = 'tempdev', newname =
'"tempdev01l') ;

-- Change location of tempdev0l and log file

alter database tempdb modify file (name = 'tempdev0l', filename =
'C:\MSSQL\tempdb\tempdev0l.mdf") ;

alter database tempdb modify file (name
'C:\MSSQL\tempdb\templog.1ldf"') ;

'templog', filename =

GO



-— Assign proper size for tempdevOl

ALTER DATABASE [tempdb] MODIFY FILE ( NAME = N'tempdev0l', SIZE = 10GB );

ALTER DATABASE [tempdb] MODIFY FILE ( NAME N'templog', SIZE = 10GB );
GO

—-— Add more tempdb files

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev(02', FILENAME =
N'C:\MSSQL\tempdb\tempdev02.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev(03', FILENAME =
N'C:\MSSQL\tempdb\tempdev03.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev04', FILENAME =
N'C:\MSSQL\tempdb\tempdev04.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdeVO5', FILENAME =
N'C:\MSSQL\tempdb\tempdev05.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdeVO6', FILENAME =
N'C:\MSSQL\tempdb\tempdev06.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdeVO7', FILENAME =
N'C:\MSSQL\tempdb\tempdev07.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

ALTER DATABASE [tempdb] ADD FILE ( NAME = N'tempdev08', FILENAME =
N'C:\MSSQL\tempdb\tempdev08.ndf' , SIZE = 10GB , FILEGROWTH = 10%);

GO

A partir de SQL Server 2016, el numero de nucleos de CPU visibles para el sistema operativo se detecta
automaticamente durante la instalacion y, en funciéon de ese numero, SQL Server calcula y configura el
numero de archivos tempdb necesarios para un rendimiento 6ptimo.
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