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Configuracion de hosts

Colocacion de contenedores
La contenerizacidon de bases de datos MySQL es cada vez mas frecuente.

La gestion de contenedores de bajo nivel casi siempre se realiza a través de Docker. Las plataformas de
gestion de contenedores, como OpenShift y Kubernetes, simplifican aiin mas la gestién de entornos de
contenedores de gran tamafio. Los beneficios de la contenerizacion incluyen costos mas bajos, porque no hay
necesidad de licenciar un hipervisor. Ademas, los contenedores permiten que varias bases de datos se
ejecuten aisladas entre si mientras comparten el mismo kernel y sistema operativo subyacente. Los
contenedores se pueden aprovisionar en microsegundos.

NetApp ofrece Astra Trident para proporcionar funcionalidades de gestion avanzadas del almacenamiento. Por
ejemplo, Astra Trident permite que un contenedor creado en Kubernetes aprovisione automaticamente su
almacenamiento en el nivel apropiado, aplique politicas de exportacién, establezca politicas de Snapshot e
incluso clone un contenedor a otro. Para obtener mas informacion, consulte la "Documentacion de Astra
Trident".

Mesas de NFSv3 ranuras

El rendimiento de NFSv3 en Linux depende de un parametro llamado
tcp max slot table entries.

Las tablas de ranuras TCP son equivalentes a NFSv3 a la profundidad de la cola del adaptador de bus de host
(HBA). En estas tablas se controla el nimero de operaciones de NFS que pueden extraordinarias a la vez. El
valor predeterminado suele ser 16, que es demasiado bajo para un rendimiento optimo. El problema opuesto
ocurre en los kernels mas nuevos de Linux, que pueden aumentar automaticamente el limite de la tabla de
ranuras TCP a un nivel que sature el servidor NFS con solicitudes.

Para obtener un rendimiento éptimo y evitar problemas de rendimiento, ajuste los parametros del nucleo que
controlan las tablas de ranuras TCP.

Ejecute el sysctl -a | grep tcp.*.slot table command,y observe los siguientes parametros:

# sysctl -a | grep tcp.*.slot table
sunrpc.tcp max slot table entries = 128
sunrpc.tcp slot table entries = 128

Todos los sistemas Linux deben incluir sunrpc.tcp slot table entries, pero solo algunos incluyen
sunrpc.tcp max slot table entries. Ambos deben establecerse en 128.

Si no se establecen estos parametros, puede tener efectos significativos en el rendimiento. En

@ algunos casos, el rendimiento es limitado porque el sistema operativo linux no esta emitiendo
suficiente I/O. En otros casos, las latencias de 1/0 aumentan cuando el sistema operativo linux
intenta emitir mas operaciones de /O de las que se pueden mantener.


https://docs.netapp.com/us-en/trident/index.html
https://docs.netapp.com/us-en/trident/index.html

Programadores de I/O.

El kernel de Linux permite un control de bajo nivel sobre la forma en que se programa la
E/S para bloquear los dispositivos.

Los valores predeterminados en varias distribuciones de Linux varian considerablemente. MySQL recomienda
que utilice NOOP 0 a deadline Planificador de I/O con I/O asincrono nativo (AlO) en Linux. En general, los
clientes de NetApp y las pruebas internas muestran mejores resultados con NoOps.

El motor de almacenamiento InnoDB de MySQL utiliza el subsistema de E/S asincrono (AlO nativo) en Linux
para realizar solicitudes de lectura anticipada y escritura para paginas de archivos de datos. Este
comportamiento es controlado por el innodb _use native aio opcion de configuracion, que estd activada
de forma predeterminada. Con AlO nativo, el tipo de programador de E/S tiene mayor influencia en el
rendimiento de E/S. Realice pruebas de rendimiento para determinar qué programador de /O ofrece los
mejores resultados para su carga de trabajo y su entorno.

Consulte la documentacion relevante de Linux y MySQL para obtener instrucciones sobre la configuracion del
programador de /0.

Descriptores de archivo

Para ejecutarse, el servidor MySQL necesita descriptores de archivo y los valores
predeterminados no son suficientes.

Las utiliza para abrir nuevas conexiones, almacenar tablas en la caché, crear tablas temporales para resolver
consultas complicadas y acceder a las persistentes. Si mysqgld no puede abrir nuevos archivos cuando sea
necesario, puede dejar de funcionar correctamente. Un sintoma comun de este problema es el error 24,
“‘Demasiados archivos abiertos”. El numero de descriptores de archivo que mysqld puede abrir
simultaneamente se define por el open files limit opcidn establecida en el archivo de configuracion
(/etc/my.cnf). Pero open files limit también depende de los limites del sistema operativo. Esta
dependencia hace que la configuracion de la variable sea mas complicada.

MySQL no puede definir su open files limit opcion superior a la especificada en ulimit 'open
files'. Por lo tanto, debe establecer explicitamente estos limites en el nivel del sistema operativo para
permitir que MySQL abra archivos segun sea necesario. Hay dos formas de comprobar el limite de archivos
en Linux:

* Laulimit command le proporciona rapidamente una descripcion detallada de los parametros que se
permiten o bloquean. Los cambios realizados por la ejecucién de este comando no son permanentes y se
borraran tras un reinicio del sistema.

* Cambiosenla /etc/security/limit.conf el archivo es permanente y no se ve afectado por un
reinicio del sistema.

Asegurese de cambiar los limites duros y suaves para el usuario mysql. Los siguientes extractos son de la
configuracion:

mysgl hard nofile 65535
mysgl soft nofile 65353

En paralelo, actualice la misma configuracion en my . cnf para utilizar completamente los limites de archivo



abierto.
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