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Configuracion y practicas recomendadas
Epic en ONTAP - Utilidades de host

Las utilidades de host de NetApp son paquetes de software para varios sistemas
operativos que contienen utilidades de gestion como el sanlun binario de la CLI,
controladores multivia y otros archivos importantes necesarios para realizar
correctamente las operaciones de SAN.

NetApp recomienda instalar las utilidades de host de NetApp en los hosts que estan

conectados y accediendo a los sistemas de almacenamiento de NetApp. Para obtener mas
informacion, consulte "Herramienta de matriz de interoperabilidad" y "Hosts SAN" la
documentacion.

Con AlX, es especialmente importante que se instalen las utilidades de host antes de detectar
las LUN. Esto garantiza que el comportamiento de las rutas multiples de LUN esta configurado

@ correctamente. Si la deteccion se realizo sin las utilidades de host, los LUN deberan
desconfigurarse del sistema mediante rmdev -d1 el comando y a continuacion se volveran a
detectar mediante cfgmgr un reinicio o un reinicio.

Configuracion de volumen y LUN épica

El documento de recomendaciones sobre el disefio de bases de datos de Epic
proporciona orientacidén sobre el tamafio y el numero de LUN para cada base de datos.

Es importante revisar este documento con el soporte de administrador de bases de datos y Epic de Epic, asi
como finalizar el numero de LUN y tamafios de LUN, ya que deben ajustarse. Estas recomendaciones de
almacenamiento son importantes para la profundidad de la cola del adaptador HBA, el rendimiento del
almacenamiento, la facilidad de operaciones y la facilidad de expansion.

Para considerar la profundidad de cola del SO del servidor, utilice un minimo de ocho LUN (una LUN por
volumen) para una base de datos. Aumente el nimero de LUN en funcion del numero de nodos del cluster
ONTAP. Por ejemplo, afiada 4 LUN cuando se usa un cluster de 4 nodos (2 pareja de alta disponibilidad). Para
entornos mas grandes, es posible que se necesiten mas LUN, use la misma cantidad de voliumenes (ocho
total, distribuidos por el nodo de almacenamiento) y afiada LUN en multiplos de dos en los nodos y los
volumenes del cluster. Este enfoque le permite escalar facilmente su entorno Epic.

Ejemplo 1: Cluster ONTAP de 2 Nodos

2 nodo, 1 parejas de alta disponibilidad, 8 volumenes, 4 volumenes por nodo 8 LUN, una LUN por volumen
agregando 2 LUN adicionales, una en node01 en volume01, una en node02 en volume02.

Ejemplo 2: Cluster ONTAP de 4 Nodos

Nodo, parejas de alta disponibilidad 8 volumenes, 2 volumenes por nodo 8 LUN, una LUN por volumen
agregando 4 LUN adicionales, una en node01 en volume01, una en node02 en 4, una en node03 en
volume03, una en node04 en 2, una en volume02 en volume04.

Para maximizar el rendimiento de una carga de trabajo, como la base de datos de Epic o la claridad, cada
disefo funciona mejor también para el almacenamiento NetApp. Al usar ocho volimenes, las operaciones de
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I/0O de escritura se distribuyen de manera uniforme entre las controladoras, con lo que se maximiza la
utilizacion de CPU. Para la replicacion y el backup, lo mejor es limitar la cantidad de volumenes a ocho para
simplificar las operaciones.

Opciones de escala

Si el servidor necesita mas almacenamiento, la opcién mas sencilla es hacer crecer las LUN que contienen los
volumenes. La segunda opcion es afiadir LUN a los grupos de volimenes en multiplos de dos a la vez (uno
por volumen por nodo).

Ejemplo:

Distribucién de volumenes y 8 LUN

[Distribucion épica de 8-LUN]

Si en un entorno grande requiere mas de 4 nodos o 8 LUN, consulte a nuestro equipo de
alianza de Epic para confirmar los disefos de la LUN. Puede ponerse en contacto con el equipo
en Epic@NetApp.com.

Mejores practicas

* Use 8 LUN en volumenes de 8 para comenzar, afiadiendo 2 LUN a la vez en todos los nodos del cluster.

 Equilibre las cargas de trabajo en toda la pareja de alta disponibilidad para maximizar el rendimiento y la
eficiencia.

* Cree LUN con el tamafio esperado para 3 afios de crecimiento. (Consulte el "Documentacion de ONTAP"
para obtener el tamafio maximo de LUN.)

« Utilice volumenes y LUN con thin provisioning.

« Utilice un minimo de ocho LUN de base de datos, dos LUN de diario y dos LUN de aplicaciones. Esta
configuracion maximiza el rendimiento del almacenamiento y la profundidad de cola del SO. Se puede
usar mas si se necesita por capacidad u otros motivos.

 Si necesita afadir LUN a grupos de volumenes, afiada ocho LUN al mismo tiempo.

* Son necesarios los grupos de consistencia (CG) para que el grupo de volumenes y LUN se realice un
backup conjunto.

» No utilice QoS durante el rendimiento de GENIO ni de I/0.

 Tras las pruebas de claridad o genios, NetApp recomienda eliminar el almacenamiento y volver a
aprovisionar antes de cargar los datos de produccion.

* Es importante que -space-allocation habilitado se establezca en las LUN. Si no es asi, ONTAP no
vera ningun dato eliminado de las LUN y puede dar lugar a problemas de capacidad. Para obtener mas
informacion, consulte Guia de referencia rapida de configuracion del almacenamiento de Epic.

Epic y protocolos de archivo

Es compatible con la combinacion de NAS y SAN en la misma cabina all-flash.

NetApp recomienda usar volumenes FlexGroup para recursos compartidos NAS, como
WebBLOB (cuando esté disponible).
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WebBLOB es hasta un 95% de datos inactivos. Otra opcion es liberar espacio en su cabina all-flash y
organizar en niveles los backups y los datos frios al almacenamiento de objetos en las instalaciones o en el
cloud con "FabricPool"la funcién de ONTAP. Todo lo cual se puede lograr sin ningun efecto de rendimiento
notable. FabricPool es una funcion incluida de ONTAP. Los clientes pueden generar un informe de datos frios
(o inactivos) para revisar el beneficio que podria obtener si habilita FabricPool. Puede establecer la
antigiedad de los datos en niveles mediante la politica. Los clientes de Epic han obtenido ahorros
significativos con esta funcion.

Gestion del rendimiento épico

La mayoria de las cabinas all-flash pueden ofrecer el rendimiento necesario para las
cargas de trabajo de Epic. El diferenciador de NetApp es su capacidad para establecer
politicas de rendimiento a nivel fisico y garantizar un rendimiento constante para cada
aplicacion.

Calidad de servicio (QoS)

NetApp recomienda utilizar la calidad de servicio. La ventaja de la calidad de servicio es la capacidad de
consolidar todas las cargas de trabajo de Epic. Todos los protocolos y pools de almacenamiento pueden
residir en menos hardware. No es necesario separar pools de almacenamiento.

* NetApp recomienda que todas las cargas de trabajo del cluster se asignen a una politica de calidad de
servicio para gestionar mejor el margen adicional en el cluster.

* NetApp recomienda equilibrar todas las cargas de trabajo de forma uniforme en toda la pareja de alta
disponibilidad.

* No utilice politicas de QoS al realizar cualquier prueba de E/S; de lo contrario, las pruebas de GENIO
fallaran. Analiza las distintas cargas de trabajo de produccion durante 2-4 semanas antes de asignar
cualquier politica de calidad de servicio.

Epic en ONTAP - protocolos

FCP es el protocolo preferido para presentar LUN.

NetApp recomienda zonificacion de iniciador Unico: Un iniciador por zona con todos los
puertos de destino necesarios en el almacenamiento utilizando nombres de puerto (WWPN) a

nivel mundial. Es probable que la presencia de mas de un iniciador en una Unica zona provoque
una comunicacion entre zonas del HBA intermitente, lo que provoca una interrupcion
significativa.

Después de crear la LUN, asigne la LUN al igroup que contiene los WWPN del host para habilitar el acceso.

NetApp también admite el uso de NVMe/FC (si dispone de versiones de sistemas operativos AIX y RHEL
compatibles) y mejora el rendimiento. FCP y NVMe/FC pueden coexistir en la misma estructura.

Configuracion épica de la eficiencia del almacenamiento

Las eficiencias inline de ONTAP son activadas de forma predeterminada y funcionan
independientemente del protocolo de almacenamiento, la aplicacion o el nivel de
almacenamiento.
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Las eficiencias reducen la cantidad de datos escritos en almacenamiento flash costoso y el nimero de
unidades necesarias. ONTAP mantiene la eficiencia con la replicacion. Cada una de las eficiencias afecta
poco o nada al rendimiento, incluso para una aplicacién sensible a la latencia como Epic.

NetApp recomienda activar todos los ajustes de eficiencia para maximizar la utilizacion del
’ disco. Esta configuracion esta activada de forma predeterminada en los sistemas basados en
AFF y ASA.

Las siguientes funciones hacen que esta eficiencia del almacenamiento sea posible:

* La deduplicacion ahorra espacio en el almacenamiento primario gracias a la eliminacion de las copias
redundantes de bloques en un volumen que aloja LUN. Esta opcion recomendada esta activada de forma
predeterminada.

» La compresion en linea reduce la cantidad de datos que se deben escribir en el disco y se consigue un
ahorro de espacio considerable con las cargas de trabajo de Epic. Esta opcion recomendada esta activada
de forma predeterminada.

» La compactacion inline requiere bloques de 4K KB que estdn menos de la mitad llenos y los combina en
un unico bloque. Esta opcién recomendada esta activada de forma predeterminada.

» Thin replication se encuentra en el centro de la cartera de software de proteccidon de datos de NetApp, que
incluye el software NetApp SnapMirror. Thin replication de SnapMirror protege los datos vitales para el
negocio a la vez que minimiza los requisitos de capacidad del almacenamiento. NetApp recomienda
activar esta opcion.

» Deduplicacion en los agregados. La deduplicaciéon siempre ha estado a nivel de volumen. Con ONTAP 9.2,
se hizo disponible la deduplicacion de agregado, lo que permite ahorrar mas con la reduccién de disco. Se
ha afadido la deduplicacion agregada postprocesamiento con ONTAP 9.3. NetApp recomienda activar
esta opcion.

Configuracion épica de la eficiencia del almacenamiento

Las aplicaciones con almacenamiento repartidos por mas de un volumen con una o
varias LUN de las cantidades adecuadas para la carga de trabajo necesitan que se
realice un backup conjunto de contenido que garantice que una proteccion de datos
constante requiera CG.

Los grupos de consistencia (CG para abreviar) ofrecen esta funcionalidad y mucho mas. Se pueden utilizar
todas las noches para crear copias snapshot coherentes bajo demanda o programadas usando una politica.
Puede usarlo para restaurar, clonar e incluso replicar datos.

Para obtener informacion adicional acerca de los CG, consulte la "Informacion general sobre los grupos de
consistencia"

Una vez aprovisionados los volimenes y las LUN tal y como se detallan en las secciones anteriores de este
documento, se pueden configurar en un conjunto de CG. Se recomienda configurarlas como se muestra en la
siguiente imagen:

[Distribucion del grupo de consistencia épical

Snapshots de grupo de coherencia

Se debe definir una programacién de snapshot de CG nocturna en cada uno de los CG secundarios asociados
con los volumenes que proporcionan almacenamiento para la base de datos de produccion. Esto dara como
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resultado un nuevo conjunto de backups consistentes de estos CG cada noche. Estos pueden utilizarse para
clonar la base de datos de produccion para utilizarlos en entornos distintos a la produccién, como desarrollo y
pruebas. NetApp ha desarrollado flujos de trabajo Ansible automatizados basados en el CG propio para Epic
con el fin de automatizar el backup de bases de datos de produccion, asi como los entornos de prueba 'y
actualizacion.

Las instantaneas de CG pueden utilizarse para admitir las operaciones de restauracion de la base de datos de
produccién de Epic.

Para volumenes SAN, deshabilite la politica de snapshots predeterminada en cada volumen que se utiliza
para los CG. Estas copias Snapshot normalmente las gestiona la aplicacién de backup que se esta utilizando
o el servicio de automatizacion Epic Ansible de NetApp.

Para volumenes SAN, deshabilite la politica de Snapshot predeterminada en cada volumen. Estas copias
Snapshot normalmente son gestionadas por una aplicacion de backup o por la automatizacion de Epic
Ansible[NS2].

WebBLOB y los conjuntos de datos de VMware deben configurarse como volimenes, no como asociados con
los CG. SnapMirror se puede usar para mantener snapshots en sistemas de almacenamiento independientes
de produccion.

Cuando termine, la configuracion seria la siguiente:

[Epica con copias Snapshot de CG]

Ajuste del tamano del almacenamiento para Epic

Debe colaborar con nuestro equipo de la alianza de Epic para confirmar cualquier disefio
de Epic. Puede ponerse en contacto con el equipo en Epic@NetApp.com. Cada puesta
en marcha debe adaptarse a las solicitudes de los clientes a la vez que se cumplen las
practicas recomendadas por Epic y NetApp.

Para obtener informacion sobre como utilizar las herramientas de configuracion de NetApp para determinar el
tamano de los grupos de RAID y el numero correctos de grupos RAID para las necesidades de
almacenamiento de entorno de software Epic, consulte "TR-3930i: Directrices de configuracion de NetApp
para Epic" (se requiere inicio de sesion en NetApp).

@ Es necesario acceder a Field Portal de NetApp.
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