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Configuracion del almacenamiento en sistemas
AFF/FAS

Descripcién general

La combinacién de las soluciones de almacenamiento de ONTAP y Microsoft SQL Server
permite disefar un almacenamiento de base de datos de nivel empresarial que puede
satisfacer los requisitos de aplicaciones mas exigentes de hoy en dia.

La optimizacién de una solucién SQL Server en ONTAP requiere comprender el patrén y las caracteristicas de
E/S de SQL Server. Una buena distribucién del almacenamiento para una base de datos de SQL Server debe
soportar los requisitos de rendimiento de SQL Server y proporcionar la maxima capacidad de gestién de la
infraestructura en su conjunto. Una buena distribucién de almacenamiento también permite que la puesta en
marcha inicial tenga éxito y que el entorno crezca sin problemas con el tiempo a medida que crece el negocio.

Diseno de almacenamiento de datos

Para las bases de datos de SQL Server que no utilizan SnapCenter para realizar backups, Microsoft
recomienda colocar los archivos de datos y de registro en unidades independientes. Para las aplicaciones que
actualizan y solicitan datos simultdneamente, el archivo de registro tiene un gran consumo de escrituras y el
archivo de datos (en funcion de la aplicacién) tiene un gran volumen de lecturas y escrituras. Para la
recuperacion de datos, el archivo de registro no es necesario. Por lo tanto, las solicitudes de datos pueden
satisfacerse desde el archivo de datos ubicado en su propia unidad.

Cuando se crea una nueva base de datos, Microsoft recomienda especificar unidades independientes para los
datos y los registros. Para mover archivos después de crear la base de datos, ésta debe desconectarse. Para
obtener mas recomendaciones de Microsoft, consulte "Coloque los archivos de datos y de registro en
unidades separadas”.

Agregados

Los agregados son los contenedores de almacenamiento de nivel mas bajo para las configuraciones de
almacenamiento de NetApp. Existe cierta documentacion heredada en Internet, que recomienda separar las
operaciones de I/O en diferentes conjuntos de unidades subyacentes. No se recomienda con ONTAP. NetApp
ha realizado distintas pruebas de caracterizacion de las cargas de trabajo de 1/O utilizando agregados
compartidos y dedicados con archivos de datos y archivos de registro de transacciones separados. Las
pruebas muestran que un gran agregado con mas grupos RAID y unidades optimiza y mejora el rendimiento
del almacenamiento y tiene mayor facilidad de gestion para los administradores por dos motivos:

« Un gran agregado hace que las funcionalidades de I/O de todas las unidades estén disponibles para todos
los archivos.

» Un agregado de gran tamafo permite hacer un uso mas eficiente del espacio en disco.

Para alta disponibilidad (HA), colocar la réplica sincrona secundaria de SQL Server Always On Availability
Group en una maquina virtual de almacenamiento (SVM) independiente del agregado. Para fines de
recuperacion ante desastres, coloque la réplica asincrona en un agregado que forma parte de un cluster de
almacenamiento separado en el sitio de recuperaciéon ante desastres, con el contenido replicado mediante la
tecnologia SnapMirror de NetApp. NetApp recomienda tener al menos un 10% de espacio libre disponible en
un agregado para un rendimiento del almacenamiento éptimo.


https://docs.microsoft.com/en-us/sql/relational-databases/policy-based-management/place-data-and-log-files-on-separate-drives?view=sql-server-ver15
https://docs.microsoft.com/en-us/sql/relational-databases/policy-based-management/place-data-and-log-files-on-separate-drives?view=sql-server-ver15

Volimenes

los volumenes se crean y residen dentro de los agregados. Este término a veces provoca confusion porque un
volumen ONTAP no es una LUN. Un volumen ONTAP es un contenedor de gestion para datos. Un volumen
puede contener archivos, LUN o incluso objetos S3. Un volumen no ocupa espacio, solo se utiliza para la
gestion de los datos contenidos.

Consideraciones sobre el diseiio del volumen

Antes de crear un disefio de volumen de base de datos, es importante comprender cémo los patrones de 1/0O
de SQL Servery las caracteristicas varian en funcion de la carga de trabajo y de los requisitos de backup y
recuperacion. Consulte las siguientes recomendaciones de NetApp para volumenes flexibles:

 Evite compartir volumenes entre hosts. Por ejemplo, aunque seria posible crear 2 LUN en un unico
volumen y compartir cada LUN en un host diferente, esto debe evitarse porque puede complicar la
gestion. En el caso de ejecutar varias instancias de SQL Server en el mismo host, a menos que esté cerca
del limite de voliumenes en un nodo, evite el uso compartido de volumenes y disponga en su lugar de un
volumen separado por instancia por host para facilitar la gestion de datos.

« Utilice puntos de montaje NTFS en lugar de letras de unidad para superar la limitacion de 26 unidades en
Windows. Cuando se usan puntos de montaje de volumen, se recomienda generalmente asignar a la
etiqueta de volumen el mismo nombre que el punto de montaje.

» Cuando sea necesario, configure una politica de tamafo automatico de volumenes para ayudar a evitar
condiciones de falta de espacio.

 Siinstala SQL Server en un recurso compartido de SMB, asegurese de que Unicode esté habilitado en los
volumenes de SMB para crear carpetas.

» Establezca el valor de reserva de instantaneas en el volumen en cero para facilitar la supervision desde
una perspectiva operativa.

» Deshabilite las programaciones de Snapshot y las politicas de retencién. En su lugar, utilice SnapCenter
para coordinar las copias Snapshot de los volimenes de datos de SQL Server.

* Coloque las bases de datos del sistema SQL Server en un volumen dedicado.

» Tempdb es una base de datos del sistema utilizada por SQL Server como espacio de trabajo temporal,
especialmente para operaciones DBCC CHECKDB intensivas en E/S. Por lo tanto, coloque esta base de
datos en un volumen dedicado con un conjunto de discos separado. En entornos grandes en los que el
numero de volumenes es un reto, puede consolidar tempdb en menos volumenes y almacenarlo en el
mismo volumen que otras bases de datos del sistema tras una planificacion cuidadosa. La proteccion de
datos para tempdb no es una prioridad alta porque esta base de datos se vuelve a crear cada vez que se
reinicia SQL Server.

* Colocar archivos de datos de usuario (.mdf) en volumenes separados porque son cargas de trabajo de
lectura/escritura aleatorias. Es comun crear backups de registros de transacciones con mas frecuencia
que los backups de bases de datos. Por este motivo, coloque los archivos de registro de transacciones
(.1df) en un volumen o VMDK separados de los archivos de datos para que puedan crearse
programaciones de backup independientes para cada uno. Esta separacion también aisla la E/S de
escritura secuencial de los archivos de registro de la E/S de lectura/escritura aleatoria de los archivos de
datos y mejora significativamente el rendimiento de SQL Server.

LUN

» Asegurese de que los archivos de la base de datos del usuario y el directorio de registro para almacenar
backup de registros se encuentren en volimenes independientes para evitar que la politica de retencion
sobrescriba las snapshots cuando estas se usen con la tecnologia SnapVault.



* No mezcle archivos de base de datos ni de otro tipo, como archivos relacionados con la busqueda de
texto completo, en el mismo LUN.

* La colocacion de archivos secundarios de base de datos (como parte de un grupo de archivos) en
volumenes distintos mejora el rendimiento de la base de datos de SQL Server. Esta separacion solo es
vélida si el archivo de la base de datos .mdf no comparte su LUN con ningun otro .mdf archivo.

« Si crea LUN con DiskManager u otras herramientas, asegurese de que el tamafio de unidad de asignacion
esté establecido en 64K para las particiones al formatear las LUN.

+ Consulte "Microsoft Windows e MPIO nativo bajo las practicas recomendadas de ONTAP para SAN
moderna" Para aplicar la compatibilidad con accesos multiples en Windows a dispositivos iISCSI en las
propiedades MPIO.

Archivos de base de datos y grupos de archivos

La ubicacién correcta del archivo de la base de datos de SQL Server en ONTAP es
critica durante la etapa de la implementacion inicial. Esto garantiza un rendimiento
optimo, gestidon del espacio, tiempos de backup y restauracion que pueden configurarse
para que se ajusten a sus necesidades empresariales.

En teoria, SQL Server (64 bits) admite 32.767 bases de datos por instancia y 524.272TB GB de tamario de
base de datos, aunque la instalacion tipica suele tener varias bases de datos. Sin embargo, el nimero de
bases de datos que SQL Server puede manejar depende de la carga y el hardware. No es raro ver instancias
de SQL Server que alojan docenas, cientos o incluso miles de pequenas bases de datos.

Archivos y grupo de archivos de bases de datos

Cada base de datos consta de uno o mas archivos de datos y uno o varios archivos de registro de
transacciones. El log de transacciones almacena la informacion sobre las transacciones de la base de datos y
todas las modificaciones de datos realizadas por cada sesién. Cada vez que se modifican los datos, SQL
Server almacena suficiente informacion en el log de transacciones para deshacer (realizar rollback) o rehacer
(reproducir) la accion. Un registro de transacciones de SQL Server es una parte esencial de la reputacion de
SQL Server en cuanto a integridad y solidez de los datos. El registro de transacciones es vital para las
capacidades de atomicidad, consistencia, aislamiento y durabilidad (ACID) de SQL Server. SQL Server
escribe en el registro de transacciones tan pronto como se producen cambios en la pagina de datos. Cada
sentencia de lenguaje de manipulacion de datos (DML) (por ejemplo, SELECT, INSERT, UPDATE o DELETE)
es una transaccion completa, y el registro de transacciones se asegura de que se realice toda la operacién
basada en juegos, asegurandose de la atomicidad de la transaccion.

Cada base de datos tiene un archivo de datos primario, que, por defecto, tiene la extension .mdf. Ademas,
cada base de datos puede tener archivos de base de datos secundarios. Esos archivos, por defecto, tienen
extensiones .ndf.

Todos los archivos de base de datos se agrupan en grupos de archivos. Un grupo de archivos es la unidad
l6gica, que simplifica la administracion de la base de datos. Permiten la separacion entre la ubicacién de
objetos légicos y los archivos fisicos de la base de datos. Al crear las tablas de objetos de base de datos,
especifique en qué grupo de archivos se deben colocar sin preocuparse por la configuraciéon del archivo de
datos subyacente.


https://www.netapp.com/media/10680-tr4080.pdf
https://www.netapp.com/media/10680-tr4080.pdf
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La capacidad de colocar varios archivos de datos dentro del grupo de archivos permite distribuir la carga entre
diferentes dispositivos de almacenamiento, lo que ayuda a mejorar el rendimiento de 1/O del sistema. Por el
contrario, el registro de transacciones no se beneficia de los varios archivos, ya que SQL Server escribe en el
registro de transacciones de forma secuencial.

La separacion entre la ubicacion de objetos logicos en los grupos de archivos y los archivos fisicos de la base
de datos le permite ajustar el disefio del archivo de la base de datos, aprovechando al maximo el subsistema
de almacenamiento. La cantidad de archivos de datos que soportan una carga de trabajo maestra se puede
modificar segun sea necesario para admitir los requisitos de 1/0 y la capacidad esperada sin afectar a la
aplicacion. Esas variaciones en el disefio de la base de datos son transparentes para los desarrolladores de
aplicaciones, que colocan los objetos de la base de datos en los grupos de archivos en lugar de en los
archivos de la base de datos.

NetApp recomienda evitar el uso del grupo de archivos primario para cualquier cosa excepto

objetos del sistema. La creacién de un grupo de archivos independiente o un conjunto de
grupos de archivos para los objetos de usuario simplifica la administracion de la base de datos
y la recuperacion ante desastres, especialmente en el caso de bases de datos grandes.

Inicializacion del archivo de instancia de base de datos

Puede especificar el tamafio inicial del archivo y los parametros de crecimiento automatico en el momento de
crear la base de datos o agregar nuevos archivos a una base de datos existente. SQL Server utiliza un
algoritmo de relleno proporcional al elegir en qué archivo de datos debe escribir los datos. Escribe una
cantidad de datos proporcionalmente al espacio libre disponible en los archivos. Cuanto mayor sea el espacio
libre del archivo, mas escrituras gestionara.

NetApp recomienda que todos los archivos en un solo grupo de archivos tengan los mismos

parametros iniciales de tamafo y crecimiento automatico, con el tamafo de crecimiento definido
en megabytes en lugar de porcentajes. Esto ayuda al algoritmo de relleno proporcional a
equilibrar de forma uniforme las actividades de escritura en los archivos de datos.

Cada vez que SQL Server crece archivos, llena el espacio recién asignado con ceros. Este proceso bloquea
todas las sesiones que necesitan escribir en el archivo correspondiente o, en caso de crecimiento del log de
transacciones, generar registros de log de transacciones.

SQL Server siempre pone a cero el registro de transacciones y ese comportamiento no se puede cambiar. Sin
embargo, puede controlar si los archivos de datos estan a cero habilitando o deshabilitando la inicializacion



instantanea de archivos. La activacion de la inicializacion instantanea de archivos ayuda a acelerar el
crecimiento de los archivos de datos y reduce el tiempo necesario para crear o restaurar la base de datos.

Un pequefio riesgo de seguridad esta asociado con la inicializacion instantdnea de archivos. Cuando esta
opcidn esta activada, las partes no asignadas del archivo de datos pueden contener informacion de los
archivos del sistema operativo eliminados anteriormente. Los administradores de bases de datos pueden
examinar estos datos.

Puede activar la inicializacion instantanea de archivos agregando el permiso SA_ MANAGE_VOLUME_NAME,
también conocido como “Realizar tarea de mantenimiento de volimenes”, a la cuenta de inicio de SQL Server.
Puede hacerlo en la aplicacion de gestion de politicas de seguridad local (secpol.msc), como se muestra en la
siguiente figura. Abra las propiedades del permiso “Realizar tarea de mantenimiento de volumenes” y agregue
la cuenta de inicio de SQL Server a la lista de usuarios alli.
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Para comprobar si el permiso esta habilitado, puede utilizar el codigo del siguiente ejemplo. Este cédigo
establece dos indicadores de rastreo que obligan a SQL Server a escribir informacion adicional en el log de
errores, crear una base de datos pequefia y leer el contenido del log.



DBCC TRACEON (3004, 3605,-1)
GO

CREATE DATABASE DelMe

GO

EXECUTE sp readerrorlog

GO

DROP DATABASE DelMe

GO

DBCC TRACEOFF (3004,3605,-1)
GO

Cuando la inicializacion instantanea de archivos no esta activada, el registro de errores de SQL Server
muestra que SQL Server pone a cero el archivo de datos de mdf ademas de poner a cero el archivo log Idf,
como se muestra en el siguiente ejemplo. Cuando se activa la inicializacion instantanea del archivo, sélo se
muestra la puesta a cero del archivo log.

LogDate Processinfo Text
365 201702059 08:10:07 660  spid53 Ckpt dbid 3 flush delta counts.
g6 20170209 08:.10.07.660  spid53 Clept dbid 3 logging active xact info.
367 20170209 08:10:07.750  spidh3 Chpt dbid 3 phase 1 ended (8)
368 20170205 08:10:07.750  spidh3 About to log Checkpoint end.
365 201702059 08:10:07 880  spid53 Clept dbid 3 complete

370 20170209 08:10:08130  spid53 Starting up database ‘DelMe’.

0:0E. spi

372 20170209 08:10:08.160  spid53 Zerning C:%Program Files'Microsoft SGL Servert M550
373 201702059 0810:08170  spid53 Zerning completed on C:*Program Files'\Microsoft SQL
sid AUTAEDT Ue TOUs. ST spidas I_kpt did & started

375 20070209 08:10:08.710  spid53 About to log Checkpoint begin.

La tarea Realizar mantenimiento de volumen se simplifica en SQL Server 2016 y, posteriormente, se
proporciona como opcion durante el proceso de instalacion. Esta figura muestra la opcién para otorgar al
servicio del motor de base de datos SQL Server el privilegio para realizar la tarea de mantenimiento de
volumenes.
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Otra opcién importante de la base de datos que controla los tamanos de los archivos de la base de datos es la
reduccién automatica. Cuando esta opcion esta habilitada, SQL Server reduce regularmente los archivos de la
base de datos, reduce su tamano y libera espacio al sistema operativo. Esta operacion consume muchos
recursos y rara vez es Util porque los archivos de la base de datos vuelven a crecer después de un tiempo
cuando llegan nuevos datos al sistema. La reduccion automatica no debe estar activada en la base de datos.

Directorio de registro

El directorio de registro se especifica en SQL Server para almacenar datos de backup de registros de
transacciones en el nivel de host. Si utiliza SnapCenter para realizar backup de archivos de registro, cada host
SQL Server que utiliza SnapCenter debe tener un directorio de registro de host configurado para realizar
backups de registros. SnapCenter tiene un repositorio de base de datos, por lo que los metadatos
relacionados con las operaciones de backup, restauracién o clonado se almacenan en un repositorio de base
de datos central.

Los tamanos del directorio de registro de host se calculan de la siguiente manera:

Tamano del directorio de registro de host = ( (tamafio maximo de LDF de base de datos x tasa de cambio de
registro diario %) x (retencion de instantanea) + (1: Porcentaje de espacio de sobrecarga de LUN)

La formula de ajuste de tamario del directorio de registro del host asume una sobrecarga del 10% de las LUN

Coloque el directorio de registro en un volumen o LUN dedicados. La cantidad de datos en el directorio de
registro del host depende del tamafo de los backups y de la cantidad de dias que se retienen los backups.
SnapCenter solo permite un directorio de registro de host por cada host SQL Server. Puede configurar los

directorios de registro de host en SnapCenter -— Host -— Configurar el plugin.



NetApp recomienda lo siguiente para un directorio de registro de host:

» Asegurese de que el directorio de registro de host no esté compartido por ningun otro tipo
de datos que pueda daiar los datos de la instantanea de backup.

* No coloque bases de datos de usuario ni bases de datos del sistema en un LUN que aloje
puntos de montaje.

* Cree el directorio de registro de host en un volumen dedicado al cual SnapCenter copia los
registros de transacciones.

« Utilice los asistentes de SnapCenter para migrar bases de datos al almacenamiento NetApp
de modo que las bases de datos se almacenen en ubicaciones validas, lo que permite
realizar correctamente las operaciones de backup y restauracion de SnapCenter. Tenga en

cuenta que el proceso de migracion es disruptivo y puede provocar que las bases de datos
se desconecten mientras se realiza la migracion.

* Deben establecerse las siguientes condiciones para las instancias de cluster de
conmutacion por error (FCI) de SQL Server:

o Si va a utilizar una instancia de cluster de conmutacion al nodo de respaldo, el LUN del
directorio de registro de host debe ser un recurso de disco de cluster en el mismo grupo
de clusteres que la instancia de SQL Server que se va a realizar el backup de
SnapCenter.

o Si utiliza una instancia de cluster de conmutacion al nodo de respaldo, las bases de
datos de usuario deben colocarse en LUN compartidos que sean recursos de cluster de
discos fisicos asignados al grupo de clusteres asociado con la instancia de SQL Server.

Eficiencia del almacenamiento

La eficiencia del almacenamiento de ONTAP esta optimizada para almacenar y gestionar
datos de SQL Server de una manera que consuma la menor cantidad de espacio de
almacenamiento sin que ello afecte al rendimiento.

Las funciones de eficiencia del espacio, como la compresion, la compactacion y la deduplicacion estan
disefadas para aumentar la cantidad de datos l6gicos que se adaptan a una determinada cantidad de
almacenamiento fisico. El resultado es una reduccion de los costes y los gastos generales de gestion.

En un nivel superior, la compresion es un proceso matematico por el cual los patrones en los datos se
detectan y codifican de manera que reducen los requisitos de espacio. Por el contrario, la deduplicacion
detecta bloques de datos repetidos y elimina las copias externas. La compactacion permite que varios bloques
l6gicos de datos compartan el mismo bloque fisico en medios.

@ Consulte las siguientes secciones sobre thin provisioning para obtener una explicacion de la
interaccion entre la eficiencia del almacenamiento y la reserva fraccionaria.

Compresion

Antes de la disponibilidad de sistemas de almacenamiento all-flash, la compresion basada en cabinas era de
un valor limitado debido a que la mayoria de las cargas de trabajo con un gran volumen de 1/O requerian un
gran numero de discos para proporcionar un rendimiento aceptable. Los sistemas de almacenamiento
contenian invariablemente mucha mas capacidad de la necesaria como efecto secundario al gran nimero de
unidades. La situacion ha cambiado con el aumento del almacenamiento de estado sdlido. Ya no es necesario
sobreaprovisionar enormemente las unidades solo para obtener un buen rendimiento. El espacio de las



unidades de un sistema de almacenamiento puede coincidir con las necesidades de capacidad reales.

La mayor funcionalidad de IOPS de las unidades de estado sélido (SSD) casi siempre genera ahorro de
costes en comparacion con las unidades giratorias, pero la compresion puede conseguir un mayor ahorro al
aumentar la capacidad efectiva de los medios de estado sdélido.

Existen varias formas de comprimir datos. Muchas bases de datos incluyen sus propias funcionalidades de
compresion, pero esto se observa muy rara vez en los entornos del cliente. La razén suele ser la penalizacion
de rendimiento para un cambio a los datos comprimidos, ademas con algunas aplicaciones hay altos costos
de licencia para la compresion a nivel de base de datos. Por ultimo, existen las consecuencias de rendimiento
generales para las operaciones de base de datos. Tiene poco sentido pagar un alto coste de licencia por CPU
por una CPU que realiza compresion y descompresion de datos en lugar de trabajo real de base de datos.
Una mejor opcion es descargar el trabajo de compresion en el sistema de almacenamiento.

Compresion adaptativa

La compresion adaptativa se ha probado minuciosamente en cargas de trabajo empresariales sin que ello
afecte al rendimiento, incluso en un entorno all-flash en el que la latencia se mide en microsegundos. Algunos
clientes incluso han informado de un aumento del rendimiento con el uso de la compresion, ya que los datos
siguen comprimidos en la caché, lo que aumenta efectivamente la cantidad de caché disponible en una
controladora.

ONTAP gestiona bloques fisicos en 4KB unidades. La compresion adaptativa usa un tamafo de bloque de
compresion predeterminado de 8KB KB, lo que significa que los datos se comprimen en 8KB unidades. Esto
coincide con el tamafo de bloque de 8KB KB que suelen utilizar las bases de datos relacionales. Los
algoritmos de compresion son mas eficientes a medida que se comprimen mas datos como una sola unidad.
Un tamafio de bloque de compresion de 32KB KB haria mas eficiente el espacio que una unidad de bloques
de compresién de 8KB KB. Esto significa que la compresion adaptativa con el tamafio de bloque de 8KB KB
predeterminado conduce a tasas de eficiencia ligeramente mas bajas, pero también ofrece una ventaja
significativa si se usa un tamafo de bloque de compresion mas pequefo. Las cargas de trabajo de bases de
datos incluyen una gran cantidad de actividad de sobrescritura. Para sobrescribir un bloque de datos de 8KB
GB de 32KB comprimido, es necesario volver a leer los 32KB TB completos de datos Idgicos,
descomprimirlos, actualizar la region de 8KB requerida, recomprimir y, a continuacion, volver a escribir todo el
32KB en las unidades. Esta es una operacion muy cara para un sistema de almacenamiento y es el motivo
por el que algunas cabinas de almacenamiento de la competencia basadas en bloques de compresién mas
grandes también incurren en un impacto significativo en el rendimiento con las cargas de trabajo de base de
datos.

El tamano de los bloques utilizado por la compresién adaptativa se puede aumentar hasta 32KB
KB. Esto puede mejorar la eficiencia del almacenamiento y debe considerarse en el caso de
archivos inactivos, como registros de transacciones y archivos de backup, cuando se almacena

@ una cantidad sustancial de dichos datos en la cabina. En algunas situaciones, las bases de
datos activas que usan un tamafo de bloque de 16KB KB o de 32KB KB también pueden
beneficiarse de aumentar el tamafio de bloque de la compresién adaptativa para que coincida.
Consulte a un representante de NetApp o de su partner para obtener orientacion sobre si esto
es adecuado para su carga de trabajo.



Los bloques de compresion superiores a los 8KB MB no se deben usar junto a la deduplicacién
en destinos de backup en streaming. El motivo es que los pequefios cambios en los datos de
backup afectan a la ventana de compresion de 32KB:1. Si la ventana cambia, los datos
comprimidos resultantes difieren en todo el archivo. La deduplicacion ocurre después de la

@ compresion, lo que significa que el motor de deduplicacion ve cada backup comprimido de
forma diferente. Si se requiere la deduplicaciéon de backups en streaming, solo debera usarse la
compresion adaptativa de 8KB bloques. Es preferible recurrir a la compresion adaptativa, ya
que funciona con un tamafio de bloque mas pequefio y no interrumpe la eficiencia de la
deduplicacion. Por motivos similares, la compresion en el lado del host también interfiere con la
eficiencia de la deduplicacion.

Alineacion de la compresion

La compresion adaptativa en un entorno de base de datos requiere tener en cuenta algun tipo de aspecto en
la alineacién de bloques de compresion. Hacerlo solo es una preocupacion para los datos sujetos a
sobrescrituras aleatorias de bloques muy especificos. Este enfoque es similar en concepto a la alineacion
general del sistema de archivos, donde el inicio de un sistema de archivos debe alinearse con un limite de
dispositivo 4K y el tamafo de bloque de un sistema de archivos debe ser un multiplo de 4K.

Por ejemplo, una escritura 8KB en un archivo se comprime solo si se alinea con un limite de 8KB KB en el
propio sistema de archivos. Este punto significa que debe caer en los primeros 8KB del archivo, el segundo
8KB del archivo, y asi sucesivamente. La forma mas sencilla de garantizar una alineacién correcta es utilizar
el tipo de LUN correcto, cualquier particion creada debe tener un desplazamiento desde el inicio del
dispositivo que sea un multiplo de 8K y usar un tamano de bloque del sistema de archivos que sea un multiplo
del tamafio del bloque de la base de datos.

Los datos como los backups o los registros de transacciones son operaciones escritas secuencialmente que
abarcan varios bloques, todos ellos comprimidos. Por lo tanto, no hay necesidad de considerar la alineacion.
El unico patron de E/S preocupante es la sobrescritura aleatoria de archivos.

Compactacion de datos

La compactacion de datos es una tecnologia que mejora la eficiencia de la compresién. Como se ha indicado
anteriormente, la compresion adaptativa por si sola puede proporcionar un ahorro de 2:1 KB, ya que se limita
a almacenar una 1/0O de 8KB KB en un bloque de 4KB WAFL. Los métodos de compresion con tamafios de
bloque mas grandes ofrecen una mejor eficiencia. Sin embargo, no son adecuados para datos sujetos a
sobrescrituras de bloques pequefios. La descompresion de 32KB unidades de datos, la actualizacion de una
parte de 8KB, la recompresion y la escritura en las unidades genera una sobrecarga.

La compactacion de datos permite almacenar varios bloques l6gicos en bloques fisicos. Por ejemplo, una
base de datos con datos altamente comprimibles, como texto o bloques parcialmente completos, puede
comprimirse de 8KB a 1KB. Sin compactacion, esos 1KB TB de datos seguirian ocupando un bloque completo
de 4KB KB. La compactacion de datos inline permite almacenar 1KB TB de datos comprimidos en solo 1KB
GB de espacio fisico junto con otros datos comprimidos. No es una tecnologia de compresion; simplemente es
una forma mas eficaz de asignar espacio en las unidades y, por tanto, no debe crear un efecto de rendimiento
detectable.

El grado de ahorro obtenido varia. Por lo general, los datos que ya estan comprimidos o cifrados no se
pueden comprimir aun mas y, por lo tanto, estos conjuntos de datos no se benefician de la compactacién. Por
el contrario, los archivos de datos recién inicializados que contienen poco mas que metadatos de bloques y
ceros se comprimen hasta 80:1.
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Eficiencia de almacenamiento sensible a la temperatura

La eficiencia de almacenamiento sensible a la temperatura (TSSE) esta disponible en ONTAP 9, e.8 y
posteriores. Se basa en mapas de calor de acceso a bloques para identificar los bloques a los que se accede
con poca frecuencia y comprimirlos con mayor eficiencia.

Deduplicacion

La deduplicacion es eliminar los tamafos de bloques duplicados de un conjunto de datos. Por ejemplo, si
existiera el mismo bloque de 4KB KB en 10 archivos diferentes, la deduplicacion redirigiria ese bloque de 4KB
KB en los 10 archivos al mismo bloque fisico de 4KB KB. El resultado seria una mejora de 10:1 veces en
eficiencia en esos datos.

Los datos, como las LUN de arranque invitado de VMware, suelen deduplicar muy bien porque constan de
varias copias de los mismos archivos del sistema operativo. Se ha observado una eficiencia de 100:1 y mayor.

Algunos datos no contienen datos duplicados. Por ejemplo, un bloque de Oracle contiene una cabecera que
es unica globalmente para la base de datos y un cola que es casi Unico. Como resultado, la deduplicacién de
una base de datos de Oracle rara vez produce un ahorro superior al 1%. La deduplicacion con bases de datos
de MS SQL es ligeramente mejor, pero los metadatos unicos a nivel de bloque siguen siendo una limitacion.

En pocos casos, se ha observado un ahorro de espacio de hasta un 15 % en bases de datos con 16KB KB y
tamanos de bloque grandes. El primer 4KB de cada bloque contiene el encabezado Unico a nivel mundial, y el
ultimo bloque de 4KB contiene el remolque casi unico. Los bloques internos pueden optar a la deduplicacion,
aunque en la practica esto se atribuye casi por completo a la deduplicacion de datos puestos a cero.

Muchas cabinas de la competencia afirman la capacidad de deduplicar bases de datos basandose en la
presuncion de que una base de datos se copia varias veces. En este sentido, la deduplicacion de NetApp
también podria utilizarse, pero ONTAP ofrece una opcién mejor: La tecnologia FlexClone de NetApp. El
resultado final es el mismo; se crean varias copias de una base de datos que comparten la mayoria de los
blogues fisicos subyacentes. El uso de FlexClone es mucho mas eficiente que tomarse tiempo para copiar
archivos de base de datos y después deduplicarlos. Es, de hecho, la no duplicacion en lugar de la
deduplicacion, porque nunca se crea un duplicado.

Eficiencia y thin provisioning

Las funciones de eficiencia son formas de thin provisioning. Por ejemplo, una LUN de 100GB GB que ocupa
un volumen de 100GB GB podria comprimirse hasta 50GB 000. Todavia no hay ahorros reales realizados
porque el volumen sigue siendo de 100GB GB. Primero se debe reducir el volumen para que el espacio
ahorrado se pueda usar en cualquier otro lugar del sistema. Si los cambios realizados en la LUN de 100GB TB
mas adelante hacen que los datos se puedan comprimir menos, el tamafio de la LUN aumentara y el volumen
podria llenarse.

Se recomienda encarecidamente el aprovisionamiento ligero porque puede simplificar la gestion y, al mismo
tiempo, proporcionar una mejora considerable en la capacidad utilizable con un ahorro de costes asociado. La
razon es simple: Los entornos de bases de datos suelen incluir una gran cantidad de espacio vacio, un gran
numero de volumenes y LUN, y datos comprimibles. El aprovisionamiento grueso provoca la reserva de
espacio en el almacenamiento para volumenes y LUN por si en algin momento llegan a estar llenos un 100 %
y contienen un 100 % de datos que no se pueden comprimir. Es poco probable que esto ocurra. El thin
provisioning permite reclamar y utilizar ese espacio en otra parte, y permite que la gestion de la capacidad se
base en el propio sistema de almacenamiento en lugar de muchos volumenes y LUN mas pequefios.

Algunos clientes prefieren utilizar el aprovisionamiento pesado, ya sea para cargas de trabajo especificas o,
por lo general, basandose en practicas operativas y de adquisicion establecidas.
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Si un volumen se aprovisiona en exceso, debe tenerse cuidado desactivar por completo todas
las funciones de eficiencia de ese volumen, incluida la descompresioén y la eliminacion de la
deduplicacion con sis undo el comando. El volumen no debe aparecer en volume

@ efficiency show la salida. Silo hace, el volumen sigue estando parcialmente configurado
para las funciones de eficiencia. Como resultado, la sobrescritura garantiza un funcionamiento
diferente, lo que aumenta la posibilidad de que las sobretensiones de la configuracién hagan
que el volumen se quede sin espacio inesperadamente, lo que producira errores de /O de la
base de datos.

Mejores practicas de eficiencia

NetApp recomienda lo siguiente:

Valores predeterminados de AFF

Los volumenes creados en ONTAP en un sistema AFF all-flash son thin provisioning, con todas las funciones
de eficiencia inline habilitadas. Aunque por lo general, las bases de datos no se benefician de la deduplicacion
y pueden incluir datos que no se pueden comprimir, la configuracion predeterminada es adecuada para casi
todas las cargas de trabajo. ONTAP esta disefiado para procesar eficientemente todo tipo de datos y patrones
de I/O, independientemente de que generen o no ahorros. Los valores predeterminados solo se deben
cambiar si los motivos se entienden por completo y existe un beneficio para desviarse.

Recomendaciones generales

« Silos volimenes o LUN no son con thin provisioning, debe deshabilitar todas las configuraciones de
eficiencia, ya que el uso de estas funciones no proporciona ahorro y la combinacion de aprovisionamiento
grueso con la eficiencia de espacio habilitada puede provocar un comportamiento inesperado, incluidos
errores de falta de espacio.

« Si los datos no estan sujetos a sobrescrituras, como con backups o registros de transacciones de base de
datos, puede lograr una mayor eficiencia habilitando TSSE con un bajo periodo de enfriamiento.

* Es posible que algunos archivos contengan una cantidad significativa de datos que no se puedan
comprimir, por ejemplo, cuando la compresion ya esta activada en el nivel de aplicacién de los archivos
esta cifrada. Si se da alguna de estas situaciones, considere la posibilidad de deshabilitar la compresiéon
para permitir un funcionamiento mas eficiente en otros volimenes que contengan datos comprimibles.

* No utilice la compresién 32KB ni la deduplicacion con backups de bases de datos. Consulte la seccion
Compresion adaptativa para obtener mas detalles.

Compresion de base de datos

SQL Server en si también tiene funciones para comprimir y gestionar datos de forma eficiente. SQL Server
soporta actualmente dos tipos de compresion de datos: Compresion de filas y compresion de paginas.

La compresion de filas cambia el formato de almacenamiento de datos. Por ejemplo, cambia los enteros y
decimales al formato de longitud variable en lugar de su formato nativo de longitud fija. También cambia las
cadenas de caracteres de longitud fija al formato de longitud variable eliminando espacios en blanco. La
compresion de paginas implementa la compresion de filas y otras dos estrategias de compresion (compresion
de prefijo y compresion de diccionario). Puede encontrar mas detalles sobre la compresion de paginas en
"Implantacion de Compresién de Pagina".

Actualmente, la compresion de datos es compatible en las ediciones Enterprise, Developer y Evaluation de

SQL Server 2008 y versiones posteriores. Aunque la propia base de datos puede realizar la compresion, esto
rara vez se observa en un entorno de SQL Server.
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Aqui estan las recomendaciones para administrar el espacio para los archivos de datos de SQL Server

+ Use thin provisioning en los entornos SQL Server para mejorar el aprovechamiento del espacio y reducir
los requisitos generales de almacenamiento cuando se utilice la funcionalidad de garantia de espacio.

o Use el crecimiento automatico para las configuraciones de puesta en marcha mas comunes porque el
administrador de almacenamiento solo necesita supervisar el uso de espacio en el agregado.

* No active la deduplicacion en ningun volumen de FAS que contenga archivos de datos de SQL Server, a
menos que se sepa que el volumen contenga varias copias de los mismos datos, como la restauraciéon de
la base de datos desde backups en un unico volumen.

Recuperacion de espacio

La recuperacion de espacio se puede iniciar periddicamente para recuperar el espacio no utilizado en una
LUN. Con SnapCenter, puede utilizar el siguiente comando de PowerShell para iniciar la recuperacion de
espacio.

Invoke-SdHostVolumeSpaceReclaim -Path drive path

Si necesita ejecutar la recuperacion de espacio, este proceso debe ejecutarse en periodos de baja actividad
porque inicialmente consume ciclos en el host.

Proteccion de datos

Las estrategias de backup de bases de datos se deben basar en requisitos del negocio
identificados, no en capacidades tedricas. Al combinar la tecnologia Snapshot de ONTAP
y aprovechar las API de Microsoft SQL Server, puede realizar rapidamente backup
consistente con las aplicaciones independientemente del tamafio de las bases de datos
del usuario. Para obtener requisitos de gestion de datos mas avanzados o de escalado
horizontal, NetApp ofrece SnapCenter.

SnapCenter

SnapCenter es el software de proteccion de datos de NetApp para aplicaciones empresariales. Las bases de
datos de SQL Server pueden protegerse de forma rapida y facil con el complemento de SnapCenter para SQL
Server y con operaciones de sistema operativo gestionadas por el plugin de SnapCenter para Microsoft
Windows.

La instancia de SQL Server puede ser una configuracion independiente, una instancia de cluster de
conmutacion por error o puede estar siempre en un grupo de disponibilidad. El resultado es que, a partir de un
solo panel, las bases de datos pueden protegerse, clonarse y restaurarse a partir de copias principales o
secundarias. SnapCenter puede gestionar bases de datos de SQL Server tanto en las instalaciones, en el
cloud como en configuraciones hibridas.Las copias de bases de datos también se pueden crear en pocos
minutos en el host original o alternativo para fines de desarrollo o generacién de informes.

SQL Server también requiere coordinacion entre el SO y el almacenamiento para garantizar que los datos
correctos estan presentes en las snapshots en el momento de la creacion. En la mayoria de los casos, el
unico método seguro para hacerlo es con SnapCenter o T-SQL. Es posible que las instantaneas creadas sin
esta coordinacion adicional no se puedan recuperar de forma fiable.
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Para obtener mas detalles sobre el plugin de SQL Server para SnapCenter, consulte "TR-4714: Guia de
mejores practicas para SQL Server con NetApp SnapCenter".

Proteccion de la base de datos mediante instantaneas de T-SQL

En SQL Server 2022, Microsoft introdujo las copias Snapshot de T-SQL que ofrecen una ruta para el scripting
y la automatizacion de las operaciones de backup. En lugar de realizar copias de tamafio completo, puede
preparar la base de datos para instantaneas. Una vez que la base de datos esta lista para el backup, se
pueden aprovechar las APl DE REST DE ONTAP para crear snapshots.

A continuacion, se muestra un flujo de trabajo de backup de ejemplo:

1. Congelar una base de datos con el comando ALTER. Esto prepara la base de datos para una instantanea
coherente en el almacenamiento subyacente. Después de congelar, puede descongelar la base de datos y
registrar la instantanea con el comando BACKUP.

2. Realice copias Snapshot de varias bases de datos en los volumenes de almacenamiento de forma
simultanea con los nuevos comandos DEL GRUPO DE BACKUP y DEL SERVIDOR DE BACKUP.

3. Realice copias de seguridad COMPLETAS o copias de seguridad COMPLETAS COPY_ONLY. Estas
copias de seguridad también se registran en msdb.

4. Llevar a cabo una recuperacion puntual mediante backups de registro realizados con el método de
streaming normal después del backup COMPLETO de la instantanea. Las copias de seguridad
diferenciales de transmision también se admiten si se desea.

Para obtener mas informacion, consulte "Documentacion de Microsoft para conocer las instantaneas de T-
SQL".

NetApp recomienda usar SnapCenter para crear copias snapshot. También funciona el

método T-SQL descrito anteriormente, pero SnapCenter ofrece una automatizacién completa
del proceso de backup, restauracion y clonacién. También realiza una deteccion para garantizar
que se crean las snapshots correctas. No se necesita ninguna configuracion previa.

Grupo de disponibilidad de SQL Server con SnapCenter

SnapCenter admite el backup de la base de datos de grupo de disponibilidad de SQL
Server configurada con cluster de conmutacion al nodo de respaldo de Windows.

El complemento de SnapCenter para Microsoft SQL Server debe estar instalado en todos los nodos del cluster
de conmutacién al nodo de respaldo de Windows Server. Consulte "documentacion'los requisitos previos de
ON y los pasos para configurar los plugins de SnapCenter.

SnapCenter descubre todas las bases de datos, las instancias y los grupos de disponibilidad de hosts y
recursos de Windows se enumeran en la pagina de recursos de SnapCenter.

Proteccion de bases de datos en un grupo de disponibilidad siempre disponible

Las bases de datos del grupo de disponibilidad se pueden proteger de varias maneras.

» Database level backup: Seleccione la base de datos de disponibilidad para la pagina de recursos de la
base de datos, afadir la politica que consta de backup completo/de registros, programar el backup.
SnapCenter realiza el backup con independencia del rol de la base de datos, ya sea una réplica primaria o
secundaria. La proteccion también puede configurarse si se afiaden bases de datos al grupo de recursos.
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« Backup de nivel de instancia: Seleccione la instancia y todas las bases de datos que se ejecutan en la
instancia se protegen segun la politica seleccionada. Se realiza un backup de todas las bases de datos,
incluida la base de datos con disponibilidad que se ejecuta como réplica primaria o secundaria, con
SnapCenter. La proteccion también puede configurarse si se afiade una instancia al grupo de recursos.

» Backup de nivel de grupo de disponibilidad: Al configurar la politica, SnapCenter tiene una opcion
avanzada para backup de nivel de grupo de disponibilidad. La configuracion del grupo de disponibilidad en
la politica permite a los usuarios seleccionar la preferencia de réplica para backup. Puede seleccionar
réplica primaria, secundaria o todas ellas. La opcion predeterminada se basa en el conjunto de réplica de
backup en la configuracion del grupo de disponibilidad de SQL Server.

La configuracion del grupo de disponibilidad en la politica de SnapCenter se aplica solo si el backup en el nivel
de grupo de disponibilidad se utiliza para proteger las bases de datos de grupos de disponibilidad y no se
aplica para el backup en el nivel de la base de datos o la instancia.

NetApp recomienda utilizar el respaldo de nivel de disponibilidad para realizar copias de
seguridad en toda la réplica que se ejecuta en el almacenamiento de NetApp ONTAP.

Configurar el backup de registros en SnapCenter

Si el grupo de disponibilidad esta configurado en la configuracion independiente de SQL Server, debe
montarse un disco dedicado en cada nodo de un cluster de conmutacion al nodo de respaldo del servidor
Windows. Se debe utilizar el disco dedicado para configurar el directorio log para guardar las copias de
seguridad de log de transacciones.

Si el grupo de disponibilidad esta configurado en el cluster de conmutacion al nodo de respaldo de SQL
Server, el disco almacenado en cluster se debe crear en la instancia de cluster de conmutacion por error de
SQL Server al directorio de registro de host.

Restaurando base de datos en la configuracion del grupo de disponibilidad con SnapCenter

» SnapCenter proporciona la opcion de propagacion para recuperar automaticamente la base de datos a
partir de la ultima instantanea disponible en la réplica secundaria. La operacion de propagacion restaurara
y unira automaticamente el backup de la base de datos al grupo de disponibilidad.

* Una forma alternativa de restaurar la base de datos de réplica en el grupo de disponibilidad es romper el
grupo de disponibilidad y llevar a cabo la restauracion completa y de registros. Utilice SnapCenter para
restaurar la base de datos en modo norecovery y, a continuacion, utilice SQL Server Management Studio o
T-SQL para unir la base de datos al grupo de disponibilidad.

» Para recuperar so6lo un subconjunto de datos, la funcionalidad de clonado de SnapCenter se puede usar
para crear copias de clones de la base de datos. La copia de la base de datos se crea en pocos minutos
con SnapCenter y, a continuacion, exporte los datos a la réplica principal mediante las herramientas
nativas de SQL Server.

Para conocer las mejores practicas para configurar el disefio de almacenamiento de base de datos con el fin

de cumplir los requisitos de RTO y RPO, consulte "TR-4714 Mejores practicas para Microsoft SQL Server con
NetApp SnapCenter".

@ SnapCenter no admite grupos de disponibilidad distribuida ni grupos de disponibilidad
contenidos.

15


https://www.netapp.com/pdf.html?item=/media/12400-tr4714.pdf
https://www.netapp.com/pdf.html?item=/media/12400-tr4714.pdf

Recuperacion tras siniestros

Recuperacion tras siniestros

Las bases de datos empresariales y las infraestructuras de aplicaciones a menudo
requieren la replicacidon para protegerse de desastres naturales o de la interrupcién
inesperada del negocio con un tiempo de inactividad minimo.

La funcién de replicacion de grupos de disponibilidad siempre disponible de SQL Server puede ser una opcion
excelente, y NetApp ofrece opciones para integrar la proteccion de datos con disponibilidad permanente. Sin
embargo, en algunos casos es posible que desee considerar la tecnologia de replicacién de ONTAP. Hay tres
opciones basicas.

SnapMirror

La tecnologia SnapMirror ofrece una solucion empresarial rapida y flexible para replicar datos en LAN y WAN.
La tecnologia SnapMirror solo transfiere los bloques de datos modificados al destino una vez que se cre6 el
reflejo inicial, lo que reduce considerablemente los requisitos de ancho de banda de la red. Puede
configurarse tanto en modo sincrono como asincrono.

Sincronizacioén activa de NetApp MetroCluster y SnapMirror

Para muchos clientes, la recuperacién ante desastres requiere algo mas que poseer una copia remota de
datos, requiere la capacidad para usar rapidamente esos datos. NetApp ofrece dos tecnologias para satisfacer
esta necesidad: La sincronizacion activa de MetroCluster y SnapMirror

MetroCluster se refiere a ONTAP en una configuracion de hardware que incluye almacenamiento reflejado
sincronico de bajo nivel y numerosas funciones adicionales. Las soluciones integradas como MetroCluster
simplifican las complicadas infraestructuras de bases de datos, aplicaciones vy virtualizacién actuales y de
escalado horizontal. Reemplaza multiples productos y estrategias de proteccidén de datos externa por una
cabina de almacenamiento simple y central. También proporciona integracién de backup, recuperacion,
recuperacion tras siniestros y alta disponibilidad (HA) en un Unico sistema de almacenamiento en cluster.

La sincronizacion activa de SnapMirror se basa en SnapMirror sincrono. Con MetroCluster, cada controladora
de ONTAP es responsable de replicar los datos de la unidad en una ubicacion remota. Con la sincronizacion
activa de SnapMirror, basicamente cuenta con dos sistemas ONTAP diferentes que mantienen copias
independientes de los datos de su unidad logica, pero que cooperan para presentar una unica instancia de
esa LUN. Desde el punto de vista del host, se trata de una unica entidad de LUN.

Comparacion SM-AS y MCC

SM-AS y MetroCluster son similares en cuanto a funcionalidad general, pero hay diferencias importantes en la
forma en que se implementé la replicacion RPO=0 y como se gestiona. La sincronizacion asincrona y sincrona
de SnapMirror también se puede utilizar como parte de un plan de recuperacién ante desastres, pero no estan
disefiadas como tecnologias de réplica de alta disponibilidad.

» Una configuracion de MetroCluster es mas como un cluster integrado con nodos distribuidos por todos los
sitios. SM-AS se comporta como dos clusteres independientes que cooperan en el servicio de un objetivo
de punto de recuperacion seleccionado=0 LUN replicadas de forma sincrona.

* Los datos de una configuracion MetroCluster solo son accesibles desde un sitio concreto en un momento
dado. Una segunda copia de los datos esta presente en el sitio opuesto, pero los datos son pasivos. No es
posible acceder a ella sin una conmutacion por error del sistema de almacenamiento.

16



* El mirroring de MetroCluster y SM-AS se produce en diferentes niveles. El mirroring de MetroCluster se
realiza en la capa de RAID. Los datos de bajo nivel se almacenan en un formato duplicado mediante
SyncMirror. El uso del mirroring es practicamente invisible en las capas de LUN, volumen y protocolo.

* Por el contrario, la duplicacion SM-AS se produce en la capa de protocolo. Los dos clusteres son clusteres
independientes en general. Una vez que las dos copias de datos estan sincronizadas, los dos clusteres
solo tienen que reflejar las escrituras. Cuando se produce una escritura en un cluster, se replica en otro
cluster. La escritura solo se reconoce en el host cuando la escritura se ha completado en ambos sitios.
Aparte de este comportamiento de division del protocolo, los dos clusteres son cliusteres ONTAP
normales.

« El rol principal de MetroCluster es la replicacion a gran escala. Puede replicar toda una cabina con RPO=0
y RTO casi nulo. Esto simplifica el proceso de conmutacién al nodo de respaldo porque solo hay una cosa
que conmutar al nodo de respaldo y ofrece una escalabilidad extremadamente buena en cuanto a
capacidad e IOPS.

* Un caso de uso clave de SM-AS es la replicacion granular. En ocasiones, no desea replicar todos los
datos como una sola unidad, o debe poder conmutar al nodo de respaldo de forma selectiva ciertas cargas
de trabajo.

» Otro caso de uso clave de SM-AS es en las operaciones activo-activo, donde desea que existan copias de
datos totalmente utilizables para estar disponibles en dos clusteres diferentes ubicados en dos
ubicaciones diferentes con idénticas caracteristicas de rendimiento y, si lo desea, no es necesario ampliar
la SAN entre los sitios. Puede tener sus aplicaciones ya ejecutandose en ambos sitios, lo que reduce el
RTO general durante las operaciones de conmutacion al respaldo.

SnapMirror
Las siguientes son recomendaciones para SnapMirror para SQL Server:

 Si se usa SMB, la SVM de destino debe ser miembro del mismo dominio de Active Directory al que
pertenece la SVM de origen para que las listas de control de acceso (ACL) almacenadas en archivos NAS
no se interrumpan durante la recuperacion de un desastre.

* No es necesario usar nombres de volumenes de destino iguales a los nombres de los volumenes de
origen, pero puede simplificar la gestion del proceso de montaje de los volumenes de destino en el
destino. Si se utiliza SMB, debe hacer que el espacio de nombres NAS de destino sea idéntico en rutas y
la estructura de directorios para el espacio de nombres de origen.

» Con fines de coherencia, no programe actualizaciones de SnapMirror de las controladoras. En lugar de
eso, habilite las actualizaciones de SnapMirror desde SnapCenter para actualizar SnapMirror después de
haber completado el backup completo o de registro.

« Distribuya los volumenes que contienen datos de SQL Server en diferentes nodos del cluster para permitir
que todos los nodos del cluster compartan la actividad de replicacion de SnapMirror. Esta distribucion
optimiza el uso de los recursos de los nodos.

* Use la replicacion sincrona donde la demanda de recuperacion de datos rapida sea mayor y las
soluciones asincronas para obtener flexibilidad en el objetivo de punto de recuperacion.

Para obtener mas informacion acerca de SnapMirror, consulte "TR-4015: Guia de configuracion de SnapMirror
y practicas recomendadas para ONTAP 9".

MetroCluster

Arquitectura

La puesta en marcha de Microsoft SQL Server con entorno MetroCluster requiere alguna
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explicacion del disefio fisico de un sistema MetroCluster.

MetroCluster refleja de forma sincrona los datos y la configuracion entre dos clisteres de ONTAP en
ubicaciones independientes o en dominios de fallos. MetroCluster proporciona almacenamiento disponible de
forma continua para las aplicaciones gestionando automaticamente dos objetivos:

* Objetivo de punto de recuperacion cero (RPO) gracias al mirroring sincrono de los datos escritos en el
cluster.

» Objetivo de tiempo de recuperacion (RTO) casi cero mediante el mirroring de la configuracién y la
automatizacion del acceso a los datos en el segundo sitio.

MetroCluster proporciona simplicidad con mirroring automatico de datos y configuracion entre los dos
clusteres independientes ubicados en los dos sitios. A medida que se aprovisiona el almacenamiento en un
cluster, se replica automaticamente en el segundo cluster del segundo centro. NetApp SyncMirror®
proporciona una copia completa de todos los datos con un RPO cero. Esto significa que las cargas de trabajo
de un sitio podrian conmutar en cualquier momento al sitio opuesto y seguir proporcionando datos sin pérdida
de datos. MetroCluster gestiona el proceso de switchover de proporcionar acceso a los datos NAS y
aprovisionados con SAN en el segundo sitio. El disefio de MetroCluster como solucion validada contiene el
dimensionamiento y la configuracion que permiten realizar una conmutacion de sitios dentro de periodos de
tiempo de espera del protocolo o antes (normalmente menos de 120 segundos). Esto da como resultado un
objetivo de punto de recuperacion casi cero, y las aplicaciones pueden seguir accediendo a los datos sin
incurrir en fallos. ElI MetroCluster esta disponible en varias variaciones definidas en el entramado de
almacenamiento del back-end.

MetroCluster esta disponible en 3 configuraciones diferentes

» Pares DE ALTA DISPONIBILIDAD con conectividad IP
» Pares DE ALTA DISPONIBILIDAD con conectividad FC

» Controladora Unica con conectividad FC

El término 'conectividad' hace referencia a la conexién de cluster usada para la replicacion entre

@ sitios. No hace referencia a los protocolos de host. Todos los protocolos del lado del host se
admiten como de costumbre en una configuracion de MetroCluster, independientemente del tipo
de conexion utilizada para la comunicacion entre clusteres.

IP de MetroCluster

La configuracion IP de MetroCluster para pares de alta disponibilidad utiliza dos o cuatro nodos por sitio. Esta
opcion de configuracion aumenta la complejidad y los costes relacionados con la opcion de dos nodos, pero
ofrece una ventaja importante: La redundancia dentro del sitio. Un simple fallo de una controladora no requiere
acceso a los datos a través de la WAN. El acceso a los datos sigue siendo local a través de la controladora
local alternativa.

La mayoria de los clientes eligen la conectividad IP porque los requisitos de infraestructura son mas simples.
En el pasado, la conectividad entre sitios de alta velocidad solia ser mas facil de aprovisionar mediante
switches FC y de fibra oscura; sin embargo, hoy en dia los circuitos IP de alta velocidad y baja latencia son
mas faciles de obtener.

La arquitectura ademas es mas sencilla ya que las Unicas conexiones entre sitios son para las controladoras.
En MetroCluster conectados a FC SAN, una controladora escribe directamente en las unidades del sitio
opuesto y, por lo tanto, requiere conexiones SAN, switches y puentes adicionales. En cambio, una
controladora con una configuracion IP escribe en las unidades opuestas a través de la controladora.
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Para obtener informacion adicional, consulte la documentacion oficial de ONTAP y. "Arquitectura y disefio de
la solucion MetroCluster IP".
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MetroCluster con conexiéon SAN FC de par de ALTA DISPONIBILIDAD

La configuracion MetroCluster FC de par de alta disponibilidad utiliza dos o cuatro nodos por sitio. Esta opcion
de configuracion aumenta la complejidad y los costes relacionados con la opcion de dos nodos, pero ofrece
una ventaja importante: La redundancia dentro del sitio. Un simple fallo de una controladora no requiere
acceso a los datos a través de la WAN. El acceso a los datos sigue siendo local a través de la controladora
local alternativa.
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Algunas infraestructuras multisitio no estan disefiadas para operaciones activo-activo, sino que se utilizan mas
como sitio principal y sitio de recuperacion de desastres. En esta situacion, generalmente es preferible una
opcion MetroCluster de una pareja de alta disponibilidad por las siguientes razones:

* Aunque un cluster MetroCluster de dos nodos es un sistema de alta disponibilidad, el fallo inesperado de

una controladora o de tareas de mantenimiento planificadas requiere que los servicios de datos deban
estar online en el sitio opuesto. Si la conectividad de red entre los sitios no puede soportar el ancho de
banda requerido, el rendimiento se ve afectado. La Unica opcion seria también conmutar por error los
diversos sistemas operativos host y los servicios asociados a la ubicacién alternativa. El cluster
MetroCluster de la pareja de alta disponibilidad elimina este problema porque la pérdida de una
controladora hace que la conmutacién al respaldo sea sencilla dentro del mismo sitio.

« Algunas topologias de red no estan disefiadas para el acceso entre sitios, sino que utilizan subredes
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diferentes o SAN FC aisladas. En estos casos, el cluster MetroCluster de dos nodos ya no funciona como
un sistema de alta disponibilidad porque la controladora alternativa no puede proporcionar datos a los
servidores del sitio opuesto. La opcion MetroCluster de par de alta disponibilidad es necesaria para ofrecer
una redundancia completa.

Si se considera una infraestructura de dos sitios como una Unica infraestructura de alta disponibilidad, la
configuracion de MetroCluster de dos nodos es adecuada. Sin embargo, si el sistema debe funcionar



durante un largo periodo de tiempo tras el fallo del sitio, se prefiere un par de alta disponibilidad porque
sigue proporcionando alta disponibilidad dentro de un unico sitio.

MetroCluster FC de dos nodos conectado a SAN

La configuracion de MetroCluster de dos nodos solo utiliza un nodo por sitio. Este disefio es mas sencillo que
la opcion de pareja de alta disponibilidad porque hay menos componentes que configurar y mantener.
También ha reducido las demandas de infraestructura en términos de cableado y conmutacion FC. Por ultimo,
reduce los costes.
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El impacto obvio de este disefio es que el fallo de una controladora en un Unico sitio significa que los datos
estan disponibles en el sitio opuesto. Esta restriccion no es necesariamente un problema. Muchas empresas
tienen operaciones de centros de datos multisitio con redes extendidas de alta velocidad y baja latencia que
funcionan basicamente como una uUnica infraestructura. En estos casos, la version de dos nodos de
MetroCluster es la configuracion preferida. Varios proveedores de servicios utilizan actualmente sistemas de
dos nodos a escala de petabytes.

Funcionalidades de resiliencia de MetroCluster

No hay puntos unicos de error en una solucién de MetroCluster:

« Cada controladora tiene dos rutas independientes a las bandejas de unidades en el sitio local.
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« Cada controladora tiene dos rutas independientes a las bandejas de unidades en el sitio remoto.
» Cada controladora tiene dos rutas independientes a las controladoras del sitio opuesto.

* En la configuracion de par de alta disponibilidad, cada controladora tiene dos rutas desde su companero
local.

En resumen, puede eliminarse cualquier componente de la configuracién sin poner en riesgo la capacidad de

MetroCluster para suministrar datos. La unica diferencia en términos de flexibilidad entre las dos opciones es

que la version del par de alta disponibilidad sigue siendo un sistema de almacenamiento de alta disponibilidad
global tras un fallo del sitio.

SyncMirror

La proteccion para SQL Server con MetroCluster se basa en SyncMirror, que ofrece una tecnologia de
mirroring sincrono con escalabilidad horizontal y maximo rendimiento.

Proteccion de datos con SyncMirror

En el nivel mas sencillo, la replicacion sincrona implica que se debe realizar cualquier cambio en ambas
partes del almacenamiento reflejado antes de que se reconozca. Por ejemplo, si una base de datos esta
escribiendo un registro o se esta aplicando la revision a un invitado VMware, no se debe perder nunca una
escritura. Como nivel de protocolo, el sistema de almacenamiento no debe reconocer la escritura hasta que se
haya comprometido a medios no volatiles en ambos sitios. Solo entonces es seguro proceder sin el riesgo de
pérdida de datos.

El uso de una tecnologia de replicacion sincrona es el primer paso para disefar y gestionar una solucion de
replicacion sincrona. Lo mas importante es comprender qué podria suceder durante varios escenarios de
fallos planificados y no planificados. No todas las soluciones de replicacion sincrona ofrecen las mismas
funcionalidades. Si necesita una solucion que proporcione un objetivo de punto de recuperacion (RPO) de
cero, lo que significa cero pérdida de datos, deben tenerse en cuenta todos los escenarios de fallo. En
particular, ¢ cual es el resultado esperado cuando la replicacion es imposible debido a la pérdida de
conectividad entre sitios?

Disponibilidad de datos SyncMirror

La replicacion de MetroCluster se basa en la tecnologia de NetApp SyncMirror, que se ha disefiado para
alternar eficientemente entre el modo sincrono y este se sale de él. Esta funcionalidad satisface los requisitos
de los clientes que demandan replicacion sincrona pero que también necesitan una alta disponibilidad para
sus servicios de datos. Por ejemplo, si la conectividad con un sitio remoto se interrumpe, generalmente es
preferible que el sistema de almacenamiento siga funcionando en un estado sin replicar.

Muchas soluciones de replicacion sincrona solo pueden funcionar en modo sincrono. Este tipo de replicacion
compuesta por todos 0 nada se denomina a veces modo domino. Este tipo de sistemas de almacenamiento
dejan de servir datos en lugar de permitir que las copias locales y remotas de datos se dessincronicen. Si la
replicacion se interrumpe de forma forzada, la resincronizacion puede requerir mucho tiempo y puede dejar al
cliente expuesto a la pérdida de datos durante el tiempo que se restablece el mirroring.

SyncMirror no solo puede salir del modo sincrono sin problemas si no se puede acceder al sitio remoto, sino
que también puede volver a sincronizar rapidamente con un estado RPO = 0 cuando se restaura la
conectividad. La copia obsoleta de los datos en el sitio remoto también se puede conservar en estado
utilizable durante la resincronizacion, lo que garantiza la existencia de copias locales y remotas de los datos
en todo momento.

Cuando se requiere el modo domino, NetApp ofrece SnapMirror sincrono (SM-S). También existen opciones
de nivel de aplicacion, como Oracle DataGuard o SQL Server, grupos de disponibilidad Always On. El
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mirroring de discos a nivel de sistema operativo puede ser una opcion. Consulte con su equipo de cuentas de
partner o de NetApp para obtener mas informacién y opciones.

SQL Server con MetroCluster

MetroCluster es una opcion para proteger las bases de datos de SQL Server con un
objetivo de punto de recuperacion cero. MetroCluster es una tecnologia de replicacion
sencilla y de alto rendimiento RPO=0 que le permite replicar facilmente toda una
infraestructura entre sitios.

SQL Server puede ampliar hasta miles de bases de datos en un unico sistema MetroCluster. Podria haber
instancias independientes de SQL Server o instancias de cluster de conmutacién al nodo de respaldo, el
sistema MetroCluster no necesariamente agrega o cambia las mejores practicas para gestionar una base de
datos.

Una explicacion completa de MetroCluster esta mas alla del alcance de este documento, pero los principios
son simples. MetroCluster puede proporcionar una solucion de replicacion RPO=0 con una rapida
conmutacion al respaldo. Lo que construya sobre esta base depende de sus necesidades.

Por ejemplo, un procedimiento basico de DR rapida después de la pérdida repentina del sitio podria seguir los
siguientes pasos basicos:

* Forzar una conmutacion de MetroCluster
* Deteccion de LUN FC/iSCSI (solo SAN)
* Montaje de sistemas de archivos

* |nicie SQL Services

El requisito principal de este método es un sistema operativo en ejecucion instalado en el sitio remoto. Se
debe preconfigurar con la configuracion de SQL Server y se debe actualizar con una version de compilacion
equivalente. Las bases de datos del sistema SQL Server también pueden duplicarse en el sitio remoto y
montarse si se declara un desastre.

Si los volumenes, los sistemas de archivos y el almacén de datos que alojan bases de datos virtualizadas no
se utilizan en el sitio de recuperacion ante desastres antes de la conmutacioén de sitios, no es necesario
establecer dr-force-nvfail en los voliumenes asociados.

SnapMirror sincrono activo

Descripcién general

La sincronizacién activa de SnapMirror permite que las aplicaciones y bases de datos
individuales de SQL Server continuen las operaciones durante interrupciones de las
redes y el almacenamiento, con conmutacién al respaldo transparente del
almacenamiento sin intervencion manual.

A partir de ONTAP 9.15,1, SnapMirror Active Sync admite arquitectura activo-activo simétrica ademas de la
configuracion asimétrica existente. La funcionalidad activo-activo simétrica proporciona replicacion
bidireccional sincrona para la continuidad del negocio y la recuperacion ante desastres. Le ayuda a proteger el
acceso a los datos para cargas de trabajo SAN criticas con acceso de lectura y escritura simultaneo a los
datos en varios dominios de fallo, lo que garantiza operaciones ininterrumpidas y minimiza el tiempo de
inactividad durante desastres o fallos del sistema.
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Los hosts SQL Server acceden al almacenamiento a través de LUN de Fibre Channel (FC) o iSCSI.
Replicacion entre cada cluster que aloja una copia de los datos replicados. Dado que esta funcion es la
replicacion de nivel de almacenamiento, las instancias de SQL Server que se ejecutan en instancias de cluster
de conmutacion por error o host independiente pueden realizar operaciones de lectura/escritura en cualquier
cluster. Para obtener informacién sobre los pasos de planificacion y configuracion, consulte "Documentacion
de ONTAP en sincronizacién activa de SnapMirror" .

Arquitectura de SnapMirror sincronizacién activa con activo-activo simétrico

Windows Server Failover Cluster
SQL Server FCI

Standalone setup

N NetApp

Mirrored Consistency
Group

Consistency
Group

- i Active/Optimized
Mediator <- » Active/Unoptimized

Replicaciéon sincrona

En condiciones de funcionamiento normal, cada copia es una réplica sincrona RPO=0 en todo momento, con
una excepcion. Si los datos no se pueden replicar, ONTAP liberara el requisito para replicar datos y reanudar
el servicio de I/O en un sitio mientras las LUN del otro sitio se desconecten.

Hardware de almacenamiento

Al contrario que otras soluciones de recuperacion ante desastres del almacenamiento, SnapMirror Active Sync
ofrece una flexibilidad de plataforma asimétrica. No es necesario que el hardware de cada sitio sea idéntico.
Esta funcionalidad permite ajustar el tamafio adecuado del hardware que se utiliza para dar soporte a
SnapMirror de sincronizacion activa. El sistema de almacenamiento remoto puede ser idéntico al sitio principal
si necesita soportar una carga de trabajo de produccion completa, pero si un desastre provoca una reduccién
de I/O, es posible que un sistema mas pequeio en el sitio remoto sea mas rentable.

Mediador ONTAP

ONTAP Mediator es una aplicaciéon de software que se descarga del soporte técnico de NetApp y que
normalmente se implementa en una pequefia maquina virtual. EI Mediador ONTAP no es un desempate. Es
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un canal de comunicacion alternativo para los dos clusteres que participan en la replicacion sincrona activa de
SnapMirror. Las operaciones automatizadas son impulsadas por ONTAP en funcion de las respuestas
recibidas del partner a través de conexiones directas y a través del mediador.

Mediador ONTAP

Mediator es necesario para automatizar la recuperacion tras fallos de forma segura. Lo
ideal seria que se ubicara en un sitio 3rd independiente, pero todavia puede funcionar
para la mayoria de las necesidades si se ubicara con uno de los clusteres que participan
en la replicacion.

El mediador no es realmente un desempate, aunque esa sea, en efecto, la funciéon que cumple. EI mediador

ayuda a determinar el estado de los nodos del cluster y asiste en el proceso de conmutacién automatica en
caso de fallo del sitio. El mediador no transfiere datos bajo ninguna circunstancia.
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El desafio #1 con la conmutacion automatica por error es el problema de cerebro dividido, y ese problema
surge si sus dos sitios pierden conectividad entre si. ; Qué deberia pasar? No desea que dos sitios diferentes
se designen a si mismos como copias supervivientes de los datos, pero ¢ cémo puede un solo sitio diferenciar
entre la pérdida real del sitio opuesto y la incapacidad de comunicarse con el sitio opuesto?

Aqui es donde el mediador entra en la imagen. Si se coloca en un sitio 3rd y cada sitio tiene una conexién de

red independiente con ese sitio, tiene una ruta adicional para que cada sitio valide el estado del otro. Mire la
imagen de arriba otra vez y considere los siguientes escenarios.
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* ¢ Qué sucede si el mediador falla o es inaccesible desde uno o ambos sitios?

o Los dos clusteres pueden comunicarse entre si a través del mismo enlace utilizado para los servicios
de replicacion.

> Los datos se siguen ofreciendo con la proteccion RPO=0

+ ¢ Qué sucede si falla el sitio A?
o El sitio B vera que ambos canales de comunicacion se caen.
o El sitio B se hara cargo de los servicios de datos, pero sin el mirroring RPO=0

* ¢ Qué sucede si falla el sitio B?
o El sitio A vera que ambos canales de comunicacion se caen.
o El sitio A se hara cargo de los servicios de datos, pero sin el mirroring RPO=0

Hay otro escenario a considerar: Pérdida del enlace de replicaciéon de datos. Si se pierde el enlace de

replicacién entre los sitios, obviamente el mirroring RPO=0 se convertira en imposible. ; Qué deberia pasar
entonces?

Esto se controla por el estado de sitio preferido. En una relacion SM-AS, uno de los sitios es secundario al
otro. Esto no afecta a las operaciones normales y todo el acceso a los datos es simétrico, pero si la replicacion
se interrumpe, el vinculo tendra que romperse para reanudar las operaciones. Como resultado, el sitio
preferido continuara con las operaciones sin mirroring y el sitio secundario detendra el procesamiento de 1/0
hasta que se restaure la comunicacion de la replicacion.

Sitio preferido

El comportamiento de sincronizacion activa de SnapMirror es simétrico, con una
excepcion importante: La configuracion de sitio preferida.

La sincronizacion activa de SnapMirror considerara que un sitio es el «origen» y el otro el «destino». Esto
implica una relacién de replicacion unidireccional, pero esto no se aplica al comportamiento de E/S. La
replicacion es bidireccional y simétrica, y los tiempos de respuesta de 1/0 son los mismos en cualquier lado
del espejo.

La source designacion controla el sitio preferido. Si se pierde el enlace de replicacion, las rutas de LUN en la
copia de origen seguiran sirviendo datos mientras las rutas de LUN en la copia de destino dejaran de estar
disponibles hasta que se restablezca la replicacion y SnapMirror vuelva a entrar en un estado sincrono. A
continuacion, las rutas reanudaran el servicio de datos.

La configuracion de origen/destino se puede ver a través de SystemManager:

Relationships

Local destinations Local sources

L Sea + Download & 5h . W = Filte
Source Destination Palicy type
Mo i astfegffsAd s asdfeqfifsAA Synchronous
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OenlaCLI:

Cluster2::> snapmirror show -destination-path jfs as2:/cg/jfsAA

Source Path:
Destination Path:
Relationship Type:
Relationship Group Type:
SnapMirror Schedule:
SnapMirror Policy Type:
SnapMirror Policy:
Tries Limit:

Throttle (KB/sec):
Mirror State:
Relationship Status:

jfs asl:/cg/jfsAA

jfs _as2:/cg/jfsAA

XDP

consistencygroup
automated-failover-duplex
AutomatedFailOverDuplex

Snapmirrored
InSync

La clave es que la fuente es la maquina virtual de almacenamiento SVM en cluster1. Tal como se ha
mencionado anteriormente, los términos «origen» y «destino» no describen el flujo de los datos replicados.
Ambos sitios pueden procesar una escritura y replicarla en el sitio opuesto. De hecho, ambos clusteres son
origenes y destinos. El efecto de designar un cluster como origen simplemente controla qué cluster sobrevive
como sistema de almacenamiento de lectura y escritura si se pierde el enlace de replicacion.

Topologia de red

Acceso uniforme

La conexién de red de acceso uniforme significa que los hosts pueden acceder a las
rutas en ambos sitios (0 dominios de fallo dentro del mismo sitio).

Una caracteristica importante de SM-AS es la capacidad de configurar los sistemas de almacenamiento para
conocer donde se encuentran los hosts. Cuando asigna las LUN a un host determinado, puede indicar si son
proximales o no a un sistema de almacenamiento determinado.

Ajustes de proximidad

La proximidad se refiere a una configuracion por cluster que indica que un ID de iniciador de iSCSI o WWN de
host particular pertenece a un host local. Es un segundo paso opcional para configurar el acceso a LUN.

El primer paso es la configuracion habitual del igroup. Cada LUN debe asignarse a un igroup que contiene los
ID WWN/iSCSI de los hosts que necesitan acceder a ese LUN. Este controla el host que tiene access a una
LUN.

El segundo paso opcional es configurar la proximidad del host. Esto no controla el acceso, controla priority.
Por ejemplo, se puede configurar un host del sitio A para acceder a una LUN protegida por sincronizacion
activa de SnapMirror y, como la SAN se extiende a través de los sitios, las rutas estan disponibles para ese

LUN usando el almacenamiento en el sitio A o el almacenamiento del sitio B.

Sin configuracién de proximidad, ese host usara ambos sistemas de almacenamiento por igual porque ambos
sistemas de almacenamiento anunciaran rutas activas/optimizadas. Si la latencia SAN o el ancho de banda

28



entre los sitios es limitada, es posible que no sea deseable y puede que desee asegurarse de que durante el
funcionamiento normal cada host utilice preferentemente rutas hacia el sistema de almacenamiento local. Esto
se configura afiadiendo el ID de WWN/iSCSI de host al cluster local como un host proximal. Esto se puede
hacer en la CLI o en SystemManager.

AFF

Con un sistema AFF, las rutas aparecerian como se muestra a continuacion cuando se configura la
proximidad del host.
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En funcionamiento normal, todas las 1/O son locales. Las lecturas y escrituras se sirven desde la cabina de
almacenamiento local. Por supuesto, el controlador local también debera replicar el I/O de escritura en el
sistema remoto antes de reconocerlo, pero todas las I/O de lectura se prestaran de servicio local y no
incurriran en latencia adicional atravesando el enlace SAN entre los sitios.

La unica vez que se utilizaran las rutas no optimizadas es cuando se pierden todas las rutas
activas/optimizadas. Por ejemplo, si se perdiera alimentacion toda la cabina en el sitio A, los hosts del sitio A
seguirian teniendo acceso a las rutas a la cabina en el sitio B y, por lo tanto, permanecerian operativos,
aunque experimentarian una mayor latencia.

Existen rutas redundantes a través del cluster local que no se muestran en estos diagramas para simplificar el
proceso. Los sistemas de almacenamiento de ONTAP son por si mismos de alta disponibilidad, por lo que un
fallo de una controladora no debe dar lugar a un fallo del sitio. Simplemente debe dar lugar a un cambio en el
que se utilizan las rutas locales en el sitio afectado.

Acceso no uniforme

La red de acceso no uniforme significa que cada host solo tiene acceso a los puertos del
sistema de almacenamiento local. La SAN no se extiende entre sitios (0 dominios de
fallos dentro del mismo sitio).
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La principal ventaja de este método es la simplicidad en entornos SAN, eliminando la necesidad de extender
una SAN por la red. Algunos clientes no tienen una conectividad de baja latencia suficiente entre los sitios o
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no disponen de la infraestructura para tunel el trafico de SAN FC a través de una red intersitio.

La desventaja del acceso no uniforme es que ciertos escenarios de fallo, incluida la pérdida del enlace de
replicacion, provocaran que algunos hosts pierdan el acceso al almacenamiento. Las aplicaciones que se
ejecutan como instancias unicas, como una base de datos sin cluster que inherentemente solo se ejecuta en
un unico host en cualquier montaje dado, fallarian si se perdiera la conectividad del almacenamiento local. Los
datos seguirian estando protegidos, pero el servidor de la base de datos ya no tendria acceso. Debera
reiniciarse en un sitio remoto, preferiblemente mediante un proceso automatizado. Por ejemplo, VMware HA
puede detectar una situacion de todas las rutas inactivas en un servidor y reiniciar una maquina virtual en otro
servidor donde haya rutas disponibles.

Por el contrario, una aplicacion en cluster como Oracle RAC puede ofrecer un servicio que esté disponible al
mismo tiempo en dos sitios diferentes. Perder un sitio no significa la pérdida del servicio de la aplicacion en su
conjunto. Las instancias siguen estando disponibles y en ejecucion en el sitio superviviente.

En muchos casos, seria inaceptable que la sobrecarga de latencia adicional derivada de una aplicacion que
accede al almacenamiento a través de un enlace entre sitio y sitio. Esto significa que la disponibilidad
mejorada de una red uniforme es minima, ya que la pérdida de almacenamiento en un sitio llevaria a la
necesidad de apagar los servicios en ese sitio que ha fallado de todos modos.

Existen rutas redundantes a través del cluster local que no se muestran en estos diagramas
para simplificar el proceso. Los sistemas de almacenamiento de ONTAP son por si mismos de

@ alta disponibilidad, por lo que un fallo de una controladora no debe dar lugar a un fallo del sitio.
Simplemente debe dar lugar a un cambio en el que se utilizan las rutas locales en el sitio
afectado.

Descripcién general

SQL Server se puede configurar para que funcione con la sincronizacion activa de
SnapMirror de varias maneras. La respuesta correcta depende de la conectividad de red
disponible, los requisitos de RPO vy los requisitos de disponibilidad.

Instancia independiente de SQL Server

Las mejores practicas para la distribucidon de archivos y la configuracion del servidor son las mismas que se
recomiendan en "SQL Server en ONTAP" la documentacion.

Con una configuracién independiente, SQL Server sélo podria ejecutarse en un sitio. Presumiblemente
"uniforme"se utilizaria el acceso.
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Gracias a un acceso uniforme, un fallo de almacenamiento en cualquiera de los sitios no interrumpia las

operaciones de la base de datos. Un fallo completo del sitio en el sitio que incluyera el servidor de la base de

datos, por supuesto, daria lugar a una interrupcién del servicio.

Algunos clientes podrian configurar un sistema operativo que se ejecute en el sitio remoto con una

configuracion de SQL Server preconfigurada, actualizada con una versién de compilacion equivalente a la de
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la instancia de produccion. La conmutacién por error requeriria activar esa instancia independiente de SQL
Server en la ubicacion alternativa, detectar LAS LUN e iniciar la base de datos. El proceso completo puede
automatizarse con el cmdlet de Windows PowerShell ya que no es necesario realizar operaciones en el
almacenamiento.

"No uniforme" también se podia utilizar el acceso, pero el resultado seria una interrupcion en la base de datos
si se hubiera producido un error en el sistema de almacenamiento donde se encontraba el servidor de base de
datos porque la base de datos no tendria rutas disponibles para el almacenamiento. Esto todavia puede ser
aceptable en algunos casos. La sincronizacion activa de SnapMirror seguiria proporcionando proteccion de
datos con objetivo de punto de recuperacion = 0 y, en caso de fallo del sitio, la copia superviviente estaria
activa y lista para reanudar las operaciones usando el mismo procedimiento usado con un acceso uniforme
como se describié anteriormente.

Un proceso de conmutacion por error simple y automatizado puede configurarse mas facilmente con el uso de
un host virtualizado. Por ejemplo, si los archivos de datos de SQL Server se replican sincronicamente en el
almacenamiento secundario junto con un VMDK de arranque, entonces, en caso de desastre, el entorno
completo podria activarse en el sitio alternativo. Un administrador puede activar manualmente el host en el
sitio superviviente o automatizar el proceso mediante un servicio como la alta disponibilidad de VMware.

Instancia de cluster de failover de SQL Server

Las instancias de conmutacién por error de SQL Server también se pueden alojar en un cluster de
conmutacion por error de Windows que se ejecute en un servidor fisico o virtual como sistema operativo
invitado. Esta arquitectura multihost proporciona flexibilidad de almacenamiento y instancia de SQL Server.
Dicha puesta en marcha es util en entornos con una gran demanda que buscan solidos procesos de
conmutacion al respaldo y mantener un rendimiento mejorado. En una configuracion de cluster de
conmutacion al nodo de respaldo, cuando un host o almacenamiento principal se ve afectado, SQL Services
realizara una conmutacion por error al host secundario; al mismo tiempo, el almacenamiento secundario
estara disponible para prestar servicio de 1/0. No se requiere ninguna secuencia de comandos de
automatizacion ni intervencion del administrador.

Escenarios de fallo

La planificacién de una arquitectura completa de aplicaciones de sincronizacién activa de
SnapMirror requiere comprender como SM-AS respondera en varias situaciones de
conmutacion por error planificadas e imprevistas.

Para los siguientes ejemplos, supongamos que el sitio A esta configurado como el sitio preferido.

Pérdida de conectividad de replicacion

Si se interrumpe la replicacion de SM-AS, la E/S de escritura no se puede completar porque seria imposible
que un cluster replique los cambios en el sitio opuesto.

Sitio A (Sitio preferido)

El resultado de un fallo del enlace de replicacion en el sitio preferido sera una pausa de aproximadamente 15
segundos en el procesamiento de I/O de escritura, ya que ONTAP reintenta las operaciones de escritura
replicadas antes de que determine que el enlace de replicacion es realmente inaccesible. Una vez
transcurridos los 15 segundos, el sistema del sitio A reanuda el procesamiento de E/S de lectura y escritura.
Las rutas de SAN no se modificaran y los LUN permaneceran en linea.
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Centro B

Dado que el sitio B no es el sitio preferido de sincronizacién activa de SnapMirror, sus rutas de LUN dejaran
de estar disponibles después de unos 15 segundos.

Fallo del sistema de almacenamiento

El resultado de un fallo del sistema de almacenamiento es casi idéntico al de perder el enlace de replicacion.
El sitio superviviente deberia experimentar una pausa de 10 de aproximadamente 15 segundos. Una vez
transcurrido ese periodo de 15 segundos, IO se reanudara en ese sitio como de costumbre.

Pérdida del mediador

El servicio de mediador no controla directamente las operaciones de almacenamiento. Funciona como una
ruta de control alternativa entre los clusteres. Existe principalmente para automatizar la conmutacion al nodo
de respaldo sin el riesgo de un escenario de cerebro dividido. En un funcionamiento normal, cada cluster esta
replicando los cambios en su compafiero y, por lo tanto, cada cllster puede verificar que el clister asociado
esté en linea y sirviendo datos. Si el enlace de replicacion falla, la replicacion se detendria.

El motivo por el que se necesita un mediador para una conmutacion por error automatizada segura es que, de
otro modo, seria imposible que un cluster de almacenamiento pueda determinar si la pérdida de comunicacion
bidireccional se debi6 a una interrupcién de la red o a un error real de almacenamiento.

El mediador proporciona una ruta alternativa para que cada cluster compruebe el estado de su compafriero.
Los escenarios son los siguientes:

« Si un cluster puede ponerse en contacto directamente con su socio, los servicios de replicacion estan
operativos. No se requiere ninguna accion.

» Si un sitio preferido no puede ponerse en contacto con su partner directamente o a través del mediador, se
asumira que el partner no esta disponible o que se ha aislado y ha desconectado las rutas de LUN. El sitio
preferido procedera a liberar el estado RPO=0 y continuara procesando las I/O de lectura y escritura.

« Si un sitio no preferido no puede ponerse en contacto directamente con su socio, pero puede contactarlo a
través del mediador, tomara sus rutas fuera de linea y esperara la devolucion de la conexion de
replicacion.

« Si un sitio no preferido no puede contactar a su partner directamente o a través de un mediador operativo,
asumira que el partner no esta disponible o que se ha aislado y ha desconectado las rutas de LUN. El sitio
no preferido continuara liberando el estado RPO=0 y continuara procesando las I/O de lectura y escritura.
Asumira el rol del origen de replicacion y se convertira en el nuevo sitio preferido.

Si el mediador no esta totalmente disponible:

« El fallo en los servicios de replicacion por cualquier motivo, incluido el fallo del sitio o del sistema de
almacenamiento no preferido, provocara que el sitio preferido libere el estado RPO=0 y reanude el
procesamiento de I/O de lectura y escritura. El sitio no preferido desconectara sus rutas.

» Un fallo del sitio preferido provocara una interrupcion porque el sitio no preferido no podra verificar que el
sitio opuesto esté realmente fuera de linea y, por lo tanto, no seria seguro para el sitio no preferido
reanudar los servicios.

Restauracion de servicios

Tras resolver un fallo, como restaurar la conectividad de sitio a sitio o encender un sistema fallido, los
extremos de sincronizacion activa de SnapMirror detectan automaticamente la presencia de una relacion de
replicacion defectuosa y la devuelven a un estado RPO=0. Una vez que se restablece la replicacion sincrona,
las rutas fallidas volveran a conectarse.
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En muchos casos, las aplicaciones en cluster detectan automaticamente el retorno de las rutas fallidas, y
dichas aplicaciones también volveran a estar online. En otros casos, puede ser necesario un analisis SAN a
nivel de host o es posible que las aplicaciones deban volver a conectarse manualmente. Depende de la
aplicacion y cémo se configura, y en general tales tareas se pueden automatizar facilmente. El propio ONTAP
se repara automaticamente y no deberia requerir la intervencion del usuario para reanudar las operaciones de
almacenamiento RPO=0.

Recuperacion manual tras fallos

Cambiar el sitio preferido requiere una operacién simple. /0O se detendra durante un segundo o dos como
autoridad sobre los cambios en el comportamiento de replicacion entre los clusteres, pero /O de otro modo no
se vera afectado.
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