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Topologia de red

Acceso uniforme

La conexion de red de acceso uniforme significa que los hosts pueden acceder a las
rutas en ambos sitios (0 dominios de fallo dentro del mismo sitio).

Una caracteristica importante de SM-AS es la capacidad de configurar los sistemas de almacenamiento para
conocer donde se encuentran los hosts. Cuando asigna las LUN a un host determinado, puede indicar si son
proximales o no a un sistema de almacenamiento determinado.

Ajustes de proximidad

La proximidad se refiere a una configuracién por clister que indica que un ID de iniciador de iSCSI o WWN de
host particular pertenece a un host local. Es un segundo paso opcional para configurar el acceso a LUN.

El primer paso es la configuracion habitual del igroup. Cada LUN debe asignarse a un igroup que contiene los
ID WWN/iSCSI de los hosts que necesitan acceder a ese LUN. Este controla el host que tiene access a una
LUN.

El segundo paso opcional es configurar la proximidad del host. Esto no controla el acceso, controla priority.

Por ejemplo, se puede configurar un host del sitio A para acceder a una LUN protegida por sincronizacion
activa de SnapMirror y, como la SAN se extiende a través de los sitios, las rutas estan disponibles para ese
LUN usando el almacenamiento en el sitio A o el almacenamiento del sitio B.

Sin configuracién de proximidad, ese host usarda ambos sistemas de almacenamiento por igual porque ambos
sistemas de almacenamiento anunciaran rutas activas/optimizadas. Si la latencia SAN o el ancho de banda
entre los sitios es limitada, es posible que no sea deseable y puede que desee asegurarse de que durante el
funcionamiento normal cada host utilice preferentemente rutas hacia el sistema de almacenamiento local. Esto
se configura afiadiendo el ID de WWN/iSCSI de host al cluster local como un host proximal. Esto se puede
hacer en la CLI o en SystemManager.

AFF

Con un sistema AFF, las rutas aparecerian como se muestra a continuacion cuando se configura la
proximidad del host.
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En funcionamiento normal, todas las 1/O son locales. Las lecturas y escrituras se sirven desde la cabina de
almacenamiento local. Por supuesto, el controlador local también debera replicar el I/O de escritura en el
sistema remoto antes de reconocerlo, pero todas las I/O de lectura se prestaran de servicio local y no
incurriran en latencia adicional atravesando el enlace SAN entre los sitios.

La unica vez que se utilizaran las rutas no optimizadas es cuando se pierden todas las rutas
activas/optimizadas. Por ejemplo, si se perdiera alimentacion toda la cabina en el sitio A, los hosts del sitio A
seguirian teniendo acceso a las rutas a la cabina en el sitio B y, por lo tanto, permanecerian operativos,
aunque experimentarian una mayor latencia.

Existen rutas redundantes a través del cluster local que no se muestran en estos diagramas para simplificar el
proceso. Los sistemas de almacenamiento de ONTAP son por si mismos de alta disponibilidad, por lo que un
fallo de una controladora no debe dar lugar a un fallo del sitio. Simplemente debe dar lugar a un cambio en el
que se utilizan las rutas locales en el sitio afectado.

ASA

Los sistemas NetApp ASA ofrecen accesos multiples activo-activo en todas las rutas de un cluster. Esto
también se aplica a las configuraciones SM-AS.
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Una configuraciéon de ASA con acceso no uniforme funcionaria en gran medida igual que con AFF. Con un

acceso uniforme, |O estaria cruzando la WAN. Esto puede o no ser deseable.



Si los dos sitios estuvieran separados por 100 metros con conectividad de fibra, no deberia haber una latencia
adicional detectable que cruce la WAN, pero si los sitios estuvieran separados por una distancia larga, el
rendimiento de lectura se veria afectado en ambos sitios. Por el contrario, con AFF, dichas rutas de cruce de
WAN solo se utilizarian si no hubiera rutas locales disponibles y mejoraria el rendimiento diario, ya que todas
las I/O serian locales. ASA con red de acceso no uniforme seria una opcidn para obtener las ventajas en
coste y funciones de ASA sin incurrir en una penalizacidon del acceso a la latencia de varios sitios.

ASA con SM en una configuracion de baja latencia ofrece dos ventajas interesantes. En primer lugar,
esencialmente * duplica * el rendimiento para cualquier host individual porque 10 puede ser atendido por el
doble de controladores usando el doble de rutas. En segundo lugar, en un entorno de sitio Unico ofrece una
disponibilidad extrema debido a que se puede perder un sistema de almacenamiento completo sin interrumpir
el acceso al host.

Acceso no uniforme

La red de acceso no uniforme significa que cada host solo tiene acceso a los puertos del
sistema de almacenamiento local. La SAN no se extiende entre sitios (0 dominios de
fallos dentro del mismo sitio).
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La principal ventaja de este método es la simplicidad en entornos SAN, eliminando la necesidad de extender
una SAN por la red. Algunos clientes no tienen una conectividad de baja latencia suficiente entre los sitios o



no disponen de la infraestructura para tunel el trafico de SAN FC a través de una red intersitio.

La desventaja del acceso no uniforme es que ciertos escenarios de fallo, incluida la pérdida del enlace de
replicacion, provocaran que algunos hosts pierdan el acceso al almacenamiento. Las aplicaciones que se
ejecutan como instancias unicas, como una base de datos sin cluster que inherentemente solo se ejecuta en
un unico host en cualquier montaje dado, fallarian si se perdiera la conectividad del almacenamiento local. Los
datos seguirian estando protegidos, pero el servidor de la base de datos ya no tendria acceso. Debera
reiniciarse en un sitio remoto, preferiblemente mediante un proceso automatizado. Por ejemplo, VMware HA
puede detectar una situacion de todas las rutas inactivas en un servidor y reiniciar una maquina virtual en otro
servidor donde haya rutas disponibles.

Por el contrario, una aplicacion en cluster como Oracle RAC puede ofrecer un servicio que esté disponible al
mismo tiempo en dos sitios diferentes. Perder un sitio no significa la pérdida del servicio de la aplicacion en su
conjunto. Las instancias siguen estando disponibles y en ejecucion en el sitio superviviente.

En muchos casos, seria inaceptable que la sobrecarga de latencia adicional derivada de una aplicacion que
accede al almacenamiento a través de un enlace entre sitio y sitio. Esto significa que la disponibilidad
mejorada de una red uniforme es minima, ya que la pérdida de almacenamiento en un sitio llevaria a la
necesidad de apagar los servicios en ese sitio que ha fallado de todos modos.

Existen rutas redundantes a través del cluster local que no se muestran en estos diagramas
para simplificar el proceso. Los sistemas de almacenamiento de ONTAP son por si mismos de

@ alta disponibilidad, por lo que un fallo de una controladora no debe dar lugar a un fallo del sitio.
Simplemente debe dar lugar a un cambio en el que se utilizan las rutas locales en el sitio
afectado.
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