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Mantener los componentes de MetroCluster

Obtenga informacion sobre el mantenimiento de
MetroCluster

Aprenda a preparar las tareas de mantenimiento de MetroCluster y a elegir el
procedimiento de mantenimiento correcto para su configuracion.

Preparese para las tareas de mantenimiento

Revise la informacién de "Preparese para el mantenimiento de MetroCluster" antes de realizar cualquier
procedimiento de mantenimiento.

@ Debe habilitar el registro de la consola y quitar la supervisiéon de ONTAP Mediator o tiebreaker
antes de realizar tareas de mantenimiento.

Procedimientos de mantenimiento para diferentes tipos de configuraciones de
MetroCluster

« Si tiene una configuracion de IP de MetroCluster, revise los procedimientos que se indican en
"Procedimientos de mantenimiento de las configuraciones IP de MetroCluster".

« Si tiene una configuracion de MetroCluster FC, revise los procedimientos en "Procedimientos de
mantenimiento de configuraciones MetroCluster FC".

+ Si no encuentra el procedimiento en la seccion especifica de su configuracion, revise los procedimientos
en "Procedimientos de mantenimiento para todas las configuraciones MetroCluster".

Todos los demas procedimientos de mantenimiento

La siguiente tabla proporciona enlaces a procedimientos relacionados con el mantenimiento de MetroCluster
que no se encuentran en las tres secciones enumeradas anteriormente:

Componente Tipo MetroCluster (FCo  Tarea Procedimiento
IP)
Software ONTAP Ambas Actualizacion de software "Actualizacion, reversion

ONTAP o degradaciéon”


https://docs.netapp.com/es-es/ontap-metrocluster/maintain/task-modify-ip-netmask-properties.html
https://docs.netapp.com/us-en/ontap/upgrade/index.html
https://docs.netapp.com/us-en/ontap/upgrade/index.html

Modulo del controlador Ambas Sustitucion de FRU "Documentacion de los
(incluidos modulos de sistemas de hardware de
controladora, tarjetas ONTAP"

PCle, tarjeta FC-VI, etc.)

No es
posible
mover un
maodulo de
controlador
ade
almacenam
iento o una

(D tarjeta
NVRAM
entre los
sistemas
de
almacenam
iento
MetroClust
er.

Renovaciéon y ampliacion  "Actualizacion y Transicion de la "Transicion de FC de
ampliacién de conectividad FC a IP MetroCluster a IP de
MetroCluster" MetroCluster"

Bandeja de unidades FC El resto de "Mantener bandejas de
procedimientos de discos DS460C DS212C
mantenimiento de y DS212C"
bandejas. Se pueden
utilizar los procedimientos
estandar.

Preparese para el mantenimiento de MetroCluster

Active el registro de la consola antes de realizar tareas de mantenimiento

Active el registro de la consola en sus dispositivos antes de realizar tareas de
mantenimiento.

NetApp recomienda encarecidamente que habilite el inicio de sesidn de la consola en los dispositivos que esté
utilizando y que realice las siguientes acciones antes de realizar los procedimientos de mantenimiento:

* Deje la funcion AutoSupport habilitada durante el mantenimiento.

 Active un mensaje de AutoSupport de mantenimiento antes y después de las tareas de mantenimiento

para deshabilitar la creacion de casos durante la actividad de mantenimiento.

Consulte el articulo de la base de conocimientos "Como impedir la creacion automatica de casos durante
las ventanas de mantenimiento programado".


https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/es-es/ontap-metrocluster/upgrade/concept_choosing_an_upgrade_method_mcc.html
https://docs.netapp.com/es-es/ontap-metrocluster/upgrade/concept_choosing_an_upgrade_method_mcc.html
https://docs.netapp.com/es-es/ontap-metrocluster/upgrade/concept_choosing_an_upgrade_method_mcc.html
https://docs.netapp.com/es-es/ontap-metrocluster/transition/concept_choosing_your_transition_procedure_mcc_transition.html
https://docs.netapp.com/es-es/ontap-metrocluster/transition/concept_choosing_your_transition_procedure_mcc_transition.html
https://docs.netapp.com/es-es/ontap-metrocluster/transition/concept_choosing_your_transition_procedure_mcc_transition.html
https://docs.netapp.com/platstor/topic/com.netapp.doc.hw-ds-sas3-service/home.html
https://docs.netapp.com/platstor/topic/com.netapp.doc.hw-ds-sas3-service/home.html
https://docs.netapp.com/platstor/topic/com.netapp.doc.hw-ds-sas3-service/home.html
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92
https://kb.netapp.com/Support_Bulletins/Customer_Bulletins/SU92

* Habilite el registro de sesiones para cualquier sesion de CLI. Para obtener instrucciones sobre como
activar el registro de sesiones, consulte la seccion Salida de sesidn de registro en el articulo de la Base de
conocimientos "Coémo configurar PUTTY para una conectividad 6ptima con sistemas ONTAP".

Elimine la supervision del Mediador ONTAP o tiebreaker antes de realizar tareas de
mantenimiento

Antes de realizar tareas de mantenimiento, debe eliminar la supervision si la
configuracion de MetroCluster se supervisa con tiebreaker o la utilidad Mediator.

Las tareas de mantenimiento incluyen actualizar la plataforma de la controladora, actualizar ONTAP y realizar
una conmutacion de sitios y conmutacion de estado negociadas.

Pasos
1. Recopile el resultado del siguiente comando:

storage iscsi-initiator show

2. Elimine la configuracion de MetroCluster existente de tiebreaker, Mediator u otro software que pueda
iniciar la conmutacion.
Si esta usando... Utilice este procedimiento...

Tiebreaker "Eliminar las configuraciones de MetroCluster" En el
MetroCluster Tiebreaker Contenido de instalacion y
configuracion

Mediador Ejecute el siguiente comando desde el simbolo del
sistema de ONTAP:

metrocluster configuration-settings
mediator remove

Aplicaciones de terceros Consulte la documentacion del producto.

3. Después de completar el mantenimiento de la configuracion de MetroCluster, puede reanudar la
supervision con tiebreaker o la utilidad Mediator.

Si esta usando... Utilice este procedimiento

Tiebreaker "Adicion de configuraciones de MetroCluster" en la
seccion Instalacién y configuraciéon de MetroCluster
Tiebreaker.

Mediador "Configurar ONTAP Mediator desde una

configuracion IP de MetroCluster" en la seccion
Instalacion y configuracion de IP de MetroCluster.

Aplicaciones de terceros Consulte la documentacion del producto.


https://kb.netapp.com/on-prem/ontap/Ontap_OS/OS-KBs/How_to_configure_PuTTY_for_optimal_connectivity_to_ONTAP_systems
https://docs.netapp.com/es-es/ontap-metrocluster/tiebreaker/concept_configuring_the_tiebreaker_software.html#commands-for-modifying-metrocluster-tiebreaker-configurations
https://docs.netapp.com/es-es/ontap-metrocluster/tiebreaker/concept_configuring_the_tiebreaker_software.html#add-mcc-config-tb
https://docs.netapp.com/es-es/ontap-metrocluster/install-ip/task_configuring_the_ontap_mediator_service_from_a_metrocluster_ip_configuration.html
https://docs.netapp.com/es-es/ontap-metrocluster/install-ip/task_configuring_the_ontap_mediator_service_from_a_metrocluster_ip_configuration.html

Situaciones de fallo y recuperacién de MetroCluster

Es necesario saber de qué manera la configuracion de MetroCluster responde a

diferentes eventos de fallo.

Para obtener informacion adicional sobre la recuperacién de errores de nodos, consulte la

®

Evento

desastre".

Fallo de un nodo

Dos nodos fallan en un sitio

Interfaz IP de MetroCluster: Fallo
de un puerto

Interfaz IP de MetroCluster: Fallo
de ambos puertos

Impacto

Se activa una conmutacion por
error.

Dos nodos solo fallaran si se
habilita la conmutacién de sitios
automatizada en el software
MetroCluster Tiebreaker.

El sistema esta degradado. El fallo
adicional del puerto afecta al
mirroring de alta disponibilidad.

La funcionalidad de ALTA
DISPONIBILIDAD se ve afectada.
RAID SyncMirror del nodo deja de
sincronizar.

seccion "eleccion del procedimiento de recuperacion correcto” en la "Recuperacion tras un

Recuperacion

La configuracion se recupera
mediante un sistema de toma de
control local. RAID no se ve
afectado. Revise los mensajes del
sistema y sustituya las FRU con
errores si es necesario.

"Documentacion de los sistemas
de hardware de ONTAP"

Conmutacion de sitios no
planificada manual (USO) si la
conmutacion de sitios
automatizada en el software
MetroCluster Tiebreaker no esta
habilitada.

"Documentacion de los sistemas
de hardware de ONTAP"

Se utiliza el segundo puerto. El
monitor de estado genera una
alerta si el enlace fisico al puerto
esta roto. Revise los mensajes del
sistema y sustituya las FRU con
errores si es necesario.

"Documentacion de los sistemas
de hardware de ONTAP"

Se requiere recuperacion manual
inmediata, ya que no hay toma de
control de ha. Revise los mensajes
del sistema y sustituya las FRU
con errores si es necesario.

"Documentacion de los sistemas
de hardware de ONTAP"


https://docs.netapp.com/es-es/ontap-metrocluster/disaster-recovery/concept_dr_workflow.html
https://docs.netapp.com/es-es/ontap-metrocluster/disaster-recovery/concept_dr_workflow.html
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp
https://docs.netapp.com/platstor/index.jsp

Fallo de un conmutador
MetroCluster IP

Fallo de dos switches MetroCluster
IP que estan en la misma red

Fallo de dos switches MetroCluster
IP que estan en un sitio

Fallo de dos switches IP de
MetroCluster que se encuentran en
distintos sitios y no en la misma red
(fallo diagonal)

Sin impacto. La redundancia se
proporciona a través de la segunda
red.

Sin impacto. La redundancia se
proporciona a través de la segunda
red.

RAID SyncMirror del nodo deja de
sincronizar. La funcionalidad de
ALTA DISPONIBILIDAD se ve
afectada y el cluster se queda sin
quérum.

RAID SyncMirror del nodo deja de
sincronizar.

Sustituya el interruptor defectuoso
si es necesario.

"Reemplazar un switch IP"

Sustituya el interruptor defectuoso
si es necesario.

"Reemplazar un switch IP"

Sustituya el interruptor defectuoso
si es necesario.

"Reemplazar un switch IP"

RAID SyncMirror del nodo deja de
sincronizar. Los clusteres y la
funcionalidad de alta disponibilidad
no se ven afectados. Sustituya el
interruptor defectuoso si es
necesario.

"Reemplazar un switch IP"

Uso de la herramienta de matriz de interoperabilidad para encontrar informacion de

MetroCluster

Al configurar la configuracion de MetroCluster, puede utilizar la herramienta de
interoperabilidad para garantizar el uso de versiones de software y hardware

compatibles.

"Herramienta de matriz de interoperabilidad de NetApp"

Después de abrir la matriz de interoperabilidad, puede utilizar el campo solucion de almacenamiento para
seleccionar la solucion de MetroCluster.

Utilice el Explorador de componentes para seleccionar los componentes y la version ONTAP para refinar la

busqueda.

Puede hacer clic en Mostrar resultados para mostrar la lista de configuraciones compatibles que coinciden

con los criterios.

Procedimientos de mantenimiento de configuraciones

MetroCluster FC


https://mysupport.netapp.com/matrix

Modifique una direccion IP de puente ATTO o conmutador para la supervision del
estado

Después de modificar las direcciones IP de los switches back-end de MetroCluster FC y
los puentes ATTO, debe sustituir las direcciones IP de supervisién de estado anteriores
por los nuevos valores.

» Modificar una direccion IP de switch

* Modificar una direccion IP de puente ATTO

Modificar una direccion IP de switch

Sustituya la direccion IP antigua de supervision de estado de un switch back-end de MetroCluster FC.

Antes de empezar

Consulte la documentacion del proveedor del switch para que su modelo de switch cambie la direccion IP en
el switch antes de cambiar la direccion IP de supervision del estado.

Pasos

1. Ejecute el : :> storage switch showy en la salida, observe los conmutadores que estan notificando
errores.

2. Elimine las entradas del conmutador con direcciones IP antiguas:
::> storage switch remove -name switch name
3. Anada los conmutadores con nuevas direcciones IP:

::> storage switch add -name switch name -address new IP address -managed-by
in-band

4. Verifique las nuevas direcciones IP y confirme que no hay errores:
::> storage switch show

5. Si es necesario, actualice las entradas:
::> set advanced
::*> storage switch refresh

::*> set admin

Modificar una direccién IP de puente ATTO
Sustituya la direccioén IP de supervision de estado antigua de un puente ATTO.

Pasos

1. Ejecute el : :> storage bridge show Y en la salida, observe los puentes ATTO que estan notificando
errores.

2. Elimine las entradas del puente ATTO con direcciones IP antiguas:



::> storage bridge remove -name ATTO bridge name

3. Agregue los puentes ATTO con nuevas direcciones IP:

::> storage bridge add -name ATTO bridge name -address new IP address -managed

-by in-band

4. Verifique las nuevas direcciones IP y confirme que no hay errores:

::> storage bridge show

5. Si es necesario, actualice las entradas:

::> set advanced

::*> storage bridge refresh

::*> set admin

Mantenimiento de puentes FC a SAS

Compatibilidad con puentes FibreBridge 7600N en configuraciones MetroCluster

El puente FibreBridge 7600N es compatible con ONTAP 9.5 y versiones posteriores
como reemplazo del puente FibreBridge 7500N o 6500N o al agregar nuevo
almacenamiento a la configuracion de MetroCluster. Los requisitos y restricciones de
division en zonas con respecto al uso de los puertos FC del puente son los mismos que
los del puente FibreBridge 7500N.

"Herramienta de matriz de interoperabilidad de NetApp"

®

Caso de uso

posteriores.

Sustitucién de un solo
puente FibreBridge 7500N
con un solo puente
FibreBridge 7600N

Sustitucion de un puente
FibreBridge 6500N sencillo
con un puente FibreBridge
7600N

¢ Es necesario
cambiar la division
en zonas?

No

No

Restricciones

El puente FibreBridge
7600N debe configurarse
exactamente igual que el

puente FibreBridge 7500N.

El puente FibreBridge
7600N debe configurarse
exactamente igual que el

puente FibreBridge 6500N.

Los puentes FibreBridge 6500N no se admiten en configuraciones que ejecuten ONTAP 9.8 y

Procedimiento

"Intercambio en caliente de
un FibreBridge 7500N con
un puente 7600N"

"Intercambio en caliente de
un puente FibreBridge
6500N con un puente
FibreBridge 7600N o
7500N"


https://mysupport.netapp.com/matrix

Anadiendo nuevo
almacenamiento con un
nuevo par de puentes
FibreBridge 7600N

Si

Debe anadir zonas
de almacenamiento
para cada puerto
FC de los nuevos
puentes.

Debe tener puertos
disponibles en la estructura
de switch FC (en una
configuracion MetroCluster
estructural) o en las
controladoras de
almacenamiento (en una
configuracion MetroCluster

con ampliacion).cada par de

puentes FibreBridge 7500N
0 7600N puede admitir
hasta cuatro pilas.

"Adicion en caliente de una
pila de bandejas de discos
SAS y puentes a un sistema
MetroCluster"

Compatibilidad con puentes FibreBridge 7500N en configuraciones MetroCluster

El puente FibreBridge 7500N es compatible como sustituto del puente FibreBridge
6500N o cuando se afade nuevo almacenamiento a la configuracion de MetroCluster.
Las configuraciones compatibles tienen requisitos de divisidon en zonas y restricciones
respecto al uso de puertos FC del puente y los limites de bandejas de almacenamiento y

pila.

®

Caso de uso

posteriores.

Sustitucion de un puente
FibreBridge 6500N sencillo
con un puente FibreBridge
7500N sencillo

¢Es necesario
cambiar la
divisién en
zonas?

No

Restricciones

El puente FibreBridge
7500N debe configurarse
exactamente igual que el
puente FibreBridge 6500N,
usando un solo puerto FC y
acoplando a una sola pila.
No se debe utilizar el
segundo puerto FC de
FibreBridge 7500N.

Los puentes FibreBridge 6500N no se admiten en configuraciones que ejecuten ONTAP 9.8 y

Procedimiento

"Intercambio en caliente de
un puente FibreBridge
6500N con un puente
FibreBridge 7600N o
7500N"



Caso de uso

Consolidacion de multiples
pilas mediante la sustitucion
de multiples pares de
puentes FibreBridge 6500N
por un par de puentes
FibreBridge 7500N

Anadir nuevo
almacenamiento mediante
la adicion de un nuevo par
de puentes FibreBridge
7500N

¢Es necesario
cambiar la
divisiéon en
zonas?

Si

Si

Debe anadir zonas
de almacenamiento
para cada puerto
FC de los nuevos
puentes.

Restricciones

En este caso, puede retirar
los puentes FibreBridge
6500N fuera de servicio y
sustituirlos por un unico par
de puentes FibreBridge
7500N.cada par de puentes
FibreBridge 7500N o 7600N
puede admitir hasta cuatro
pilas.

Al final del procedimiento,
tanto la parte superior como
la inferior de las pilas deben
conectarse a los puertos
correspondientes de los
puentes FibreBridge 7500N.

Debe tener puertos
disponibles en la estructura
de switch FC (en una
configuracion MetroCluster
estructural) o en las
controladoras de
almacenamiento (en una
configuracion MetroCluster
con ampliacién).cada par de
puentes FibreBridge 7500N
0 7600N puede admitir
hasta cuatro pilas.

Procedimiento

"Sustitucion de un par de
puentes FibreBridge 6500N
con puentes 7600N o
7500N"

"Adicion en caliente de una
pila de bandejas de discos
SAS y puentes a un sistema
MetroCluster"

Habilitar el acceso al puerto IP en el puente FibreBridge 7600N si es necesario

Si esta utilizando una version ONTAP anterior a 9.5, o planea utilizar de otro modo el

acceso fuera de banda al puente FibreBridge 7600N utilizando telnet u otros protocolos y
servicios de puertos IP (FTP, ExpressNAV, ICMP o navegacion rapida), puede activar los
servicios de acceso a través del puerto de consola.

A diferencia del puente ATTO FibreBridge 7500N, el puente FibreBridge 7600N se envia con todos los
protocolos y servicios de puerto IP desactivados.

A partir de ONTAP 9.5, se admite la gestidon en banda_ de los puentes. Esto significa que los puentes se
pueden configurar y supervisar desde la CLI de ONTAP a través de la conexion FC al puente. No se requiere
acceso fisico al puente a través de los puertos Ethernet puente y no se necesitan las interfaces de usuario de

puente.

A partir de ONTAP 9.8, la gestion en banda_ de los puentes es compatible de forma predeterminada y la
gestion de SNMP fuera de banda esta obsoleta.



Esta tarea es necesaria si esta no utilizando la administracion en banda para administrar los puentes. En este
caso, debe configurar el puente a través del puerto de administracion Ethernet.

Pasos

1. Acceda a la interfaz de consola del puente conectando un cable serie al puerto serie del puente
FibreBridge 7600N.

2. Mediante la consola, habilite los servicios de acceso y, a continuacion, guarde la configuracion:
set closeport none
saveconfiguration
La set closeport none comando habilita todos los servicios de acceso en el puente.

3. Silo desea, desactive un servicio emitiendo el set closeport y repetir el comando seguin sea necesario
hasta que todos los servicios deseados estén desactivados:

set closeport service
La set closeport command deshabilita un servicio Unico cada vez.

service puede especificar una de las opciones siguientes:

o expresslav

o ftp

° icmp

° navegacion rapida
° snmp

o telnet

Puede comprobar si un protocolo especifico esta activado o desactivado mediante el get closeport
comando.

4. Si se habilita SNMP, también se debe ejecutar el comando Set SNMP Enabled:
set SNMP enabled
SNMP es el unico protocolo que requiere un comando de habilitacién aparte.
5. Guarde la configuracion:

saveconfiguration

Actualizacion del firmware en un puente FiberBridge

El procedimiento para actualizar el firmware del puente depende del modelo de puente y
la version de ONTAP.

Acerca de esta tarea

"Active el registro de la consola" antes de realizar esta tarea.

10



Actualizacion del firmware en puentes FibreBridge 7600N o 7500N en configuraciones que ejecuten ONTAP 9.4 y
posteriores

Es posible que necesite actualizar el firmware de los puentes FiberBridge para asegurarse de tener las Ultimas
funciones o resolver posibles problemas. Este procedimiento se debe utilizar para puentes FibreBridge 7600N
0 7500N en configuraciones que ejecuten ONTAP 9.4 y posteriores.

* La configuracion de MetroCluster debe estar funcionando con normalidad.

» Todos los puentes FibreBridge de la configuracion de MetroCluster deben estar activos y operativos.

* Todas las rutas de almacenamiento deben estar disponibles.

* Necesita la contrasefia de administrador y acceso a un servidor HTTP, FTP o Protocolo trivial de
transferencia de archivos (TFTP).

* Debe utilizar una version de firmware compatible.
"Herramienta de matriz de interoperabilidad de NetApp"

En IMT, puede utilizar el campo solucién de almacenamiento para seleccionar su solucion de
MetroCluster. Utilice el Explorador de componentes para seleccionar los componentes y la version
ONTAP para refinar la busqueda. Puede hacer clic en Mostrar resultados para mostrar la lista de
configuraciones compatibles que coinciden con los criterios.

» Puede utilizar esta tarea solo en puentes FibreBridge 7600N o 7500N en configuraciones que ejecuten
ONTAP 9.4 o posterior.

* Debe realizar esta tarea en cada puente FibreBridge de la configuracion de MetroCluster, de modo que
todos los puentes ejecuten la misma version de firmware.

@ Este procedimiento no es disruptivo y tarda aproximadamente 30 minutos en completarse.

A partir de ONTAP 9.8, el system bridge comando reemplaza storage bridge el. Los
@ pasos siguientes muestran system bridge el comando, pero si esta ejecutando una version
anterior a ONTAP 9.8, debe utilizar el storage bridge comando.

Pasos
1. Invoque un mensaje de AutoSupport que indique el inicio del mantenimiento:

system node autosupport invoke -node * -type all -message MAINT=maintenance-
window-in-hours

«ventanilla en horas» especifica la duracion de la ventana de mantenimiento, con un maximo de 72 horas.
Si el mantenimiento se completa antes de que haya transcurrido el tiempo, puede invocar un mensaje de
AutoSupport que indique el final del periodo de mantenimiento:
system node autosupport invoke -node * -type all -message MAINT=end

2. Vaya a la pagina ATTO FiberBridge y seleccione el firmware adecuado para su puente.

"Pagina de descarga del firmware DE ATTO FiberBridge"

3. Revise el Contrato de usuario de Precaucion/MustRead y End y haga clic en la casilla de verificacion para
indicar aceptacion y continuar.

4. Coloque el archivo de firmware en una ubicacién de red a la que los moédulos de la controladora puedan
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acceder a ella.

Puede introducir los comandos en los pasos restantes desde la consola de cualquier médulo de la
controladora.

Cambie al nivel de privilegio avanzado:
set -privilege advanced

Debera responder con "y"™ cuando se le solicite continuar en el modo avanzado y ver el simbolo del
sistema del modo avanzado (*>).

. Actualice el firmware del puente.

A partir de ONTAP 9.16,1, puede utilizar credenciales para actualizar el firmware del puente si el servidor
las requiere para descargar el paquete de firmware.



Si no se requieren credenciales:

a. Actualice el firmware del puente:

system bridge firmware update -bridge <name> -uri <URL-of-firmware-
package>

Ejemplo

cluster A> system bridge firmware update -bridge bridge A la -uri
http://192.168.132.97/firmware.ZBD

Si se requieren credenciales:

a. Actualice el firmware del puente y especifique el nombre de usuario necesario:

system bridge firmware update -bridge <name> -uri <URL-of-
firmware-package> -username <name>

b. Escriba la contrasefia cuando se le solicite en la salida, como se muestra en el ejemplo siguiente:

Ejemplo

cluster A> system bridge firmware update -bridge bridge A la -uri
http://192.168.132.97/firmware.ZBD -username abc

(system bridge)
Enter the password:

[Job 70] Job is queued: System bridge firmware update job.

7. Vuelva al nivel de privilegio de administrador:
set -privilege admin

8. Compruebe que la actualizacién del firmware se haya completado:
job show -name "<job name>"

El siguiente ejemplo muestra que el trabajo “ystem bridge firmware update” todavia se esta ejecutando:
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cluster A> job show -name "system bridge firmware update"

Owning

Job ID Name Vserver Node State

cluster A
node A 1
Running

Description: System bridge firmware update job

Después de aproximadamente 10 minutos, el nuevo firmware esta totalmente instalado y el estado del
trabajo sera correcto:

cluster A> job show -name "system bridge firmware update"

Owning
Job ID Name Vserver Node State

2246 System bridge firmware update
cluster A
node A 1
Success

Description: System bridge firmware update job

9. Complete los pasos segun si la administracion en banda esta habilitada y qué version de ONTAP ejecuta
el sistema:

> Si ejecuta ONTAP 9.4, la administracion en banda no es compatible y el comando debe emitirse desde
la consola de puente:

i. Ejecute el flashimages comando en la consola del puente y confirmar que se muestran las
versiones de firmware correctas.

@ El ejemplo muestra que la imagen flash primaria muestra la nueva imagen de
firmware, mientras que la imagen flash secundaria muestra la imagen anterior.

flashimages

; Type Version

Primary 3.16 001H
Secondary 3.15 002S
Ready.
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a. Reinicie el puente ejecutando el firmwarerestart comando desde el puente.

= Si ejecuta ONTAP 9.5 o una versidn posterior, la gestion en banda es compatible y el
comando puede emitirse desde el simbolo del sistema del cluster:

b. Ejecute system bridge run-cli -name <bridge name> -command FlashImages el
comando.

(D El ejemplo muestra que la imagen flash primaria muestra la nueva imagen de
firmware, mientras que la imagen flash secundaria muestra la imagen anterior.

cluster A> system bridge run-cli -name ATTO 7500N_IB 1 -command
FlashImages

[Job 2257]

; Type Version

Primary 3.16 001H
Secondary 3.15 002S
Ready.

[Job 2257] Job succeeded.

a. Si es necesario, reinicie el puente:

system bridge run-cli -name ATTO 7500N IB 1 -command FirmwareRestart

(D A partir de la version de firmware de ATTO 2.95, el puente se reiniciara automaticamente y
este paso no sera necesario.

10. Compruebe que el puente se ha reiniciado correctamente:
sysconfig

El sistema debe cablearse para obtener alta disponibilidad multivia (ambas controladoras tienen acceso a
través de los puentes que conectan a las bandejas de discos de cada pila).

cluster A> node run -node cluster A-0l1 -command sysconfig

NetApp Release 9.6P8: Sat May 23 16:20:55 EDT 2020

System ID: 1234567890 (cluster A-01); partner ID: 0123456789 (cluster A-
02)

System Serial Number: 200012345678 (cluster A-01)

System Rev: A4

System Storage Configuration: Quad-Path HA
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11. Compruebe que el firmware FiberBridge se ha actualizado:

system bridge show -fields fw-version, symbolic-name

cluster A> system bridge show -fields fw-version, symbolic-name
name fw-version symbolic-name

ATTO 20000010affeaffe 3.10 AO6X bridge A la

ATTO 20000010affeffae 3.10 A06X bridge A 1b

ATTO 20000010affeafff 3.10 AO6X bridge A Z2a

ATTO 20000010affeaffa 3.10 AO6X bridge A 2b

4 entries were displayed.

12. Compruebe que las particiones se actualizan desde el indicador del puente:

flashimages

La imagen flash primaria muestra la nueva imagen de firmware, mientras que la imagen flash secundaria
muestra la imagen anterior.

Ready.

flashimages

; Type Version
Primary 3.16 001H

Secondary 3.15 002s

Ready.

13. Repita los pasos 5 a 10 para asegurarse de que ambas imagenes flash se actualizan a la misma version.

14. Compruebe que ambas imagenes flash se han actualizado a la misma version.
flashimages

La salida debe mostrar la misma version para ambas particiones.
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Ready.
flashimages

; Type Version

Primary 3.16 001H
Secondary 3.16 001H

Ready.

15. Repita los pasos 5 a 13 en el puente siguiente hasta que todos los puentes de la configuracion de
MetroCluster se hayan actualizado.

Reemplazar un tnico puente FC-a-SAS

Puede sustituir un puente de forma no disruptiva por un mismo puente de modelo o por
un nuevo puente de modelo.

Antes de empezar
Necesita la contrasena de administrador y el acceso a un servidor FTP o SCP.

Acerca de esta tarea

Este procedimiento no es disruptivo y tarda aproximadamente 60 minutos en completarse.

Este procedimiento utiliza la CLI de bridge para configurar y gestionar un puente, asi como para actualizar el
firmware del puente y la utilidad ATTO Quickav para configurar el puerto 1 de gestion de Ethernet de puente.
Puede utilizar otras interfaces si cumplen con los requisitos.

"Requisitos para utilizar otras interfaces para configurar y gestionar puentes FiberBridge"

Informacion relacionada
"Sustitucidn de un par de puentes FibreBridge 6500N con puentes 7600N o 7500N"
Verificacion de la conectividad de almacenamiento

Antes de sustituir puentes, debe verificar la conectividad de puente y almacenamiento. Familiarizarse con el
resultado del comando le permite confirmar la conectividad posteriormente tras realizar cambios en la
configuracion.

Acerca de esta tarea

Puede emitir estos comandos desde el simbolo del sistema de administrador de cualquiera de los médulos de
la controladora en la configuracion de MetroCluster en el sitio sometido a mantenimiento.

Pasos

1. Confirme la conectividad con los discos introduciendo el siguiente comando en uno de los nodos
MetroCluster:

run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
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bandejas conectadas a los puentes FC a SAS:

node A 1> run local sysconfig -v

NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2017

System ID: 4068741258 (node A 1); partner ID: 4068741260

System Serial Number: 940001025471 (node A 1)
System Rev: 70

System Storage Configuration: Multi-Path HA**<===
be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-

Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60130

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: UTILITIES CORP.

SFP Part Number: FTLF8529P3BCVANL

SFP Serial Number: URQOQSR
SFP Capabilities: 4, 8 or 16 Gbit

Link Data Rate: 16 Gbit
Switch Port: brcd6505-fcs40:1
**<I,ist of disks visible to port\>**
D Vendor Model FW Size
brcd6505-fcs29:12.126L1527 : NETAPP X302 HJUPIO1TSSM
847.5GB (1953525168 512B/sect)
brcd6505-£fcs29:12.126L1528 : NETAPP X302 HJUPIO1TSSA

847.5GB (1953525168 512B/sect)

(node B 1)

Configuration should

port, <UP>) **<===

**<L,ist of FC-to-SAS bridges visible to port\>**

FC-to-SAS Bridge:

brcd6505-fcs40:12.126L0 : ATTO
FB6500N102980

brcd6505-fcs42:13.126L0 : ATTO
FB6500N102980

brcd6505-fcs42:6.126L0 : ATTO
FB6500N101167

brcd6505-£fcs42:7.126L0 : ATTO
FB6500N102974

FibreBridge6500N

FibreBridge6500N

FibreBridge6500N

FibreBridge6500N

NAO4

NAO2



**<List of storage shelves visible to port\>**
brcd6505-fcs40:12.shelf6: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200
brcd6e505-fcs40:12.shelf8: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200

Intercambio en caliente de un puente con un puente de reemplazo del mismo modelo

Puede intercambiar en caliente un puente fallido con otro puente del mismo modelo.

Acerca de esta tarea

Si va a utilizar la gestion en banda del puente en lugar de la administracion IP, se pueden omitir los pasos para
configurar el puerto Ethernet y la configuracién IP, como se indica en los pasos correspondientes.

A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Pasos
1. Si se puede acceder al puente antiguo, puede recuperar la informacion de configuracion.

Si... Realice lo siguiente...

Esta utilizando la administracion Conéctese al puente antiguo con una conexion Telnet y copie la
IP salida de la configuracion del puente.

Esta utilizando la gestion en Utilice la CLI de ONTAP para recuperar la informacion de
banda configuracion con los siguientes comandos:

storage bridge run-cli -name bridge-name -command
"info"

storage bridge run-cli -name bridge-name -command
"sasportlist"

a. Introduzca el comando:

storage bridge run-cli -name bridge Al -command "info"

info

Good
None

Device Status

Unsaved Changes
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Device = "FibreBridge 7500N"

Serial Number = FB7500N100000

Device Version = 3.10

Board Revision =7

Build Number = 007A

Build Type = Release

Build Date = "Aug 20 2019" 11:01:24
Flash Revision = 0.02

Firmware Version = 3.10

BCE Version (FPGA 1) = 15

BAU Version (FPGA 2) = 33

User-defined name = "bridgeAl"

World Wide Name = 20 00 00 10 86 Al C7 00
MB of RAM Installed = 512

FC1l Node Name = 20 00 00 10 86 Al C7 00
FC1l Port Name = 21 00 00 10 86 Al C7 00
FC1l Data Rate = 16Gb

FC1l Connection Mode = ptp

FC1 FW Revision = 11.4.337.0

FC2 Node Name = 20 00 00 10 86 Al C7 00
FC2 Port Name = 22 00 00 10 86 Al C7 0O
FC2 Data Rate = 16Gb

FC2 Connection Mode = ptp

FC2 FW Revision = 11.4.337.0

SAS FW Revision = 3.09.52

MP1 IP Address = 10.10.10.10

MP1 IP Subnet Mask = 255.255.255.0

MP1 IP Gateway = 10.10.10.1

MP1 IP DHCP = disabled

MP1 MAC Address = 00-10-86-A1-C7-00

MP2 IP Address = 0.0.0.0 (disabled)

MP2 IP Subnet Mask = 0.0.0.0

MP2 IP Gateway = 0.0.0.0

MP2 IP DHCP = enabled

MP2 MAC Address = 00-10-86-A1-C7-01

SNMP = enabled

SNMP Community String = public

PS A Status = Up

PS B Status = Up

Active Configuration = NetApp

Ready.

b. Introduzca el comando:

storage bridge run-cli -name bridge Al -command "sasportlist"



SASPortList

;Connector PHY Link Speed SAS Address

Device A 1 Up 6Gb 5001086000alc700
Device A 2 Up 6Gb 5001086000alc700
Device A 3 Up 6Gb 5001086000al1c700
Device A 4 Up 6Gb 5001086000alc700
Device B 1 Disabled 12Gb 5001086000alc704
Device B 2 Disabled 12Gb 5001086000alc704
Device B 3 Disabled 12Gb 5001086000alc704
Device B 4 Disabled 12Gb 5001086000alc704
Device C 1 Disabled 12Gb 5001086000al1c708
Device C 2 Disabled 12Gb 5001086000alc708
Device C 3 Disabled 12Gb 5001086000al1c708
Device C 4 Disabled 12Gb 5001086000al1c708
Device D 1 Disabled 12Gb 5001086000alc70c
Device D 2 Disabled 12Gb 5001086000alc70c
Device D 3 Disabled 12Gb 5001086000alc70c
Device D 4 Disabled 12Gb 5001086000alc70c

. Si el puente esta en una configuracion MetroCluster estructural, deshabilite todos los puertos del switch
que se conectan a los puertos o puertos de FC puente.

. En el simbolo del sistema del cluster ONTAP, quite el puente que esta experimentando el mantenimiento
de la supervision del estado:

a. Extraer el puente:
storage bridge remove -name bridge-name

b. Vea la lista de puentes supervisados y confirme que el puente eliminado no esta presente:
storage bridge show

. Puesta a tierra apropiadamente usted mismo.

5. Apague el puente ATTO vy retire los cables de alimentacion conectados al puente.

. Desconecte los cables que estan conectados al puente antiguo.
Debe tomar nota del puerto al que se ha conectado cada cable.

. Retire el puente antiguo del bastidor.
. Instale el puente nuevo en el rack.

. Vuelva a conectar el cable de alimentacion y, si configura para el acceso IP al puente, un cable Ethernet
blindado.

(D No debe volver a conectar los cables SAS o FC en este momento.

. Conecte el puente a una fuente de alimentacion y, a continuacién, enciéndalo.

El LED Bridge Ready puede tardar hasta 30 segundos en iluminarse, lo que indica que el puente ha



1.

12.

13.
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completado su secuencia de prueba automatica de encendido.

Si esta configurando para la gestion en banda, conecte un cable desde el puerto serie RS-232 de
FibreBridge al puerto serie (COM) en un ordenador personal.

La conexion en serie se utilizara para la configuracion inicial y, a continuacion, la gestion en banda a
través de ONTAP vy los puertos FC pueden utilizarse para supervisar y gestionar el puente.

Si se configura para la administracion de IP, configure el puerto de administracion de Ethernet 1 para cada
puente siguiendo el procedimiento descrito en la seccion 2.0 del manual de instalacion y funcionamiento
de ATTO FibreBridge para el modelo de puente.

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al
puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la
gestion en banda y queda obsoleta la gestion de SNMP.

Al ejecutar el sistema Quickav para configurar un puerto de gestién Ethernet, s6lo se configura el puerto
de gestion Ethernet conectado mediante el cable Ethernet. Por ejemplo, si también desea configurar el
puerto 2 de gestion de Ethernet, debera conectar el cable Ethernet al puerto 2 y ejecutar el sistema de
navegacion rapida.

Configure el puente.

Si ha recuperado la informacién de configuracion del puente antiguo, utilice la informacion para configurar
el puente nuevo.

Asegurese de tomar nota del nombre de usuario y la contrasefia que usted designe.

El ATTO FiberBridge Installation and Operation Manual de su modelo de puente contiene la informacién
mas actualizada sobre los comandos disponibles y cémo usarlos.

No configure la sincronizacion de tiempo en ATTO FibreBridge 7600N o 7500N. La

@ sincronizacion de tiempo de ATTO FibreBridge 7600N o 7500N se establece en la hora del
cluster después de que ONTAP descubra el puente. También se sincroniza periédicamente
una vez al dia. La zona horaria utilizada es GMT y no se puede cambiar.

a. Si se configura para la administracion de IP, configure los valores de IP del puente.

Para configurar la direccion IP sin la utilidad Quickav, debe tener una conexion en serie con
FiberBridge.

Si utiliza la CLI, debe ejecutar los siguientes comandos:
set ipaddress mpl ip-address

set ipsubnetmask mpl subnet-mask

set ipgateway mpl x.x.x.X

set ipdhcp mpl disabled

set ethernetspeed mpl 1000

b. Configure el nombre del puente.



Cada uno de los puentes deberia tener un nombre Unico dentro de la configuracion de MetroCluster.
Nombres de puente de ejemplo para un grupo de pila en cada sitio:

= bridge A 1a
= puente_a_1b
= bridge B _1a
= puente B 1b

Si utiliza la CLI, debe ejecutar el siguiente comando:
set bridgename bridgename
c. Si ejecuta ONTAP 9.4 o una versién anterior, habilite SNMP en el puente:
set SNMP enabled
En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al
puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la
gestion en banda y queda obsoleta la gestion de SNMP.
14. Configurar los puertos FC de puente.
a. Configurar la velocidad/velocidad de datos de los puertos FC de puente.

La velocidad de datos FC admitida depende de su puente de modelos.

= El puente FibreBridge 7600N admite hasta 32, 16 o 8 Gbps.
= El puente FibreBridge 7500N admite hasta 16, 8 o 4 Gbps.

La velocidad de FCDataRate que seleccione se limita a la velocidad maxima

@ admitida tanto por el puente como por el conmutador al que se conecta el puerto de
puente. Las distancias de cableado no deben superar las limitaciones de SFP y otro
hardware.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCDataRate port-number port-speed

b. Si va a configurar un FibreBridge 7500N, configure el modo de conexion que el puerto utiliza para 'ptp'.
@ El ajuste FCConnMode no es necesario al configurar un puente FibreBridge 7600N.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCConnMode port-number ptp

c. Si esta configurando un puente FibreBridge 7600N o 7500N, debe configurar o deshabilitar el puerto
FC2.

= Si esta utilizando el segundo puerto, debe repetir los subpasos anteriores para el puerto FC2.

= Si no utiliza el segundo puerto, debe deshabilitar el puerto:

23



FCPortDisable port-number
d. Si esta configurando un puente FibreBridge 7600N o 7500N, desactive los puertos SAS sin utilizar:

SASPortDisable sas-port

Los puertos SAS A a D estan habilitados de manera predeterminada. Debe deshabilitar los
puertos SAS que no se estan utilizando. Si solo se utiliza el puerto SAS A, deben
deshabilitarse los puertos SAS B, C y D.

15. Asegurar el acceso al puente y guardar la configuracion del puente.

a. Desde el simbolo del sistema del controlador, compruebe el estado de los puentes: storage bridge
show

La salida muestra qué puente no esta asegurado.
b. Compruebe el estado de los puertos del puente no seguro:
info
La salida muestra el estado de los puertos Ethernet MP1 y MP2.
c. Si el puerto Ethernet MP1 esta activado, ejecute el siguiente comando:

set EthernetPort mpl disabled

@ Si el puerto Ethernet MP2 también esta activado, repita el subpaso anterior para el
puerto MP2.

d. Guarde la configuracion del puente.
Debe ejecutar los siguientes comandos:

SaveConfiguration

FirmwareRestart
Se le solicitara que reinicie el puente.

16. Conecte los cables FC a los mismos puertos del nuevo puente.

17. Actualice el firmware de FiberBridge en cada puente.
Si el nuevo puente es del mismo tipo que el puente asociado, actualice al mismo firmware que el puente
asociado. Si el nuevo puente es de un tipo diferente al puente asociado, actualice al firmware mas reciente
admitido por el puente y la version de ONTAP. Consulte "Actualizacion del firmware en un puente
FiberBridge"

18.  Vuelva a conectar los cables SAS a los mismos puertos del nuevo puente.

Es necesario sustituir los cables que conectan el puente a la parte superior o inferior de la pila de la
bandeja. Los puentes FibreBridge 7600N y 7500N requieren cables mini-SAS para estas conexiones.
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Espere al menos 10 segundos antes de conectar el puerto. Los conectores de cable SAS
estan codificados; cuando estan orientados correctamente a un puerto SAS, el conector
hace clic en su lugar y el LED LNK del puerto SAS de la bandeja de discos se ilumina en
@ verde. En el caso de las bandejas de discos, inserte un conector de cable SAS con la
pestafa extraible orientada hacia abajo (en la parte inferior del conector). En el caso de las
controladoras, la orientacion de los puertos SAS puede variar en funcién del modelo de
plataforma. Por lo tanto, la orientacion correcta del conector del cable SAS varia.

19. Verifigue que cada puente pueda ver todas las unidades de disco y las bandejas de discos a las que esta
conectado el puente.

Si utiliza... Realice lo siguiente...

GUI DE ATTO ExpressNAV a. En un navegador web compatible, introduzca la direccion IP del
puente en el cuadro del navegador.

Se te lleva a la pagina de inicio de ATTO FiberBridge, que tiene
un enlace.

b. Haga clic en el vinculo e introduzca su nombre de usuario y la
contrasefia que ha designado al configurar el puente.

La pagina de estado de ATTO FiberBridge aparece con un
menu a la izquierda.

c. Haga clic en Avanzado en el menu.

d. Ver los dispositivos conectados:
sastargets

e. Haga clic en Enviar.

Conexion de puerto serie Ver los dispositivos conectados:

sastargets

La salida muestra los dispositivos (discos y bandejas de discos) a los que esta conectado el puente. Las
lineas de salida estan numeradas secuencialmente para que pueda contar rapidamente los dispositivos.

Si la respuesta de texto truncada aparece al principio de la salida, puede utilizar Telnet para
conectarse al puente y, a continuacion, ver toda la salida mediante el sastargets
comando.

La siguiente salida muestra que hay 10 discos conectados:
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VendorID ProductID Type SerialNumber

NETAPP X410 S15K6288A15 DISK 3QP1CLE300009940UHJV
NETAPP X410 S15K6288A15 DISK 3QP1ELF600009940V1BV
NETAPP X4lO_Sl5K6288A15 DISK 3QP1G3EW00009940U2MO0
NETAPP X410 S15K6288A15 DISK 3QP1EWMP00009940U1X5
NETAPP X410 S15K6288A15 DISK 3QP1FZLE00009940G8YU
NETAPP X4lO_Sl5K6288A15 DISK 3QP1FZLF00009940TZKZ
NETAPP X410 S15K6288A15 DISK 3QP1CEB400009939MGXL
NETAPP X410 S15K6288A15 DISK 3QP1G7A900009939FNTT
NETAPP X4lO_815K6288A15 DISK 3QP1FYOT00009940G8PA
NETAPP X410 S15K6288A15 DISK 3QP1FXW600009940VERQ

O 0 J o U1 b W DN P O

20. Compruebe que el resultado del comando muestra que el puente esta conectado a todos los discos y
bandejas de discos adecuados de la pila.

Sila salida es... Realice lo siguiente...
Correcto Repita Paso 19 para cada puente restante.
No es correcto a. Compruebe si hay cables SAS sueltos o corrija el cableado SAS

repitiendo Paso 18.
b. Repetir Paso 19.

21. Si el puente esta en una configuracién MetroCluster estructural, vuelva a habilitar el puerto del switch FC
que ha deshabilitado al principio de este procedimiento.

Este debe ser el puerto que se conecta al puente.
22. Desde la consola del sistema de ambos moédulos de controladoras, compruebe que todos los médulos de
controladoras tengan acceso a través del nuevo puente hasta las bandejas de discos (es decir, que el

sistema se cabled para alta disponibilidad multivia):

run local sysconfig
(D Es posible que el sistema demore hasta un minuto en completar la deteccion.

Si la salida no indica una alta disponibilidad multivia, debe corregir el cableado SAS y FC porque no se
puede acceder a todas las unidades de disco a través del nuevo puente.

La siguiente salida indica que el sistema se ha cableado para alta disponibilidad multivia:

26



NetApp Release 8.3.2: Tue Jan 26 01:41:49 PDT 2016

System ID: 1231231231 (node A 1); partner ID: 4564564564 (node A 2)
System Serial Number: 700000123123 (node A 1); partner Serial Number:
700000456456 (node A 2)

System Rev: BO

System Storage Configuration: Multi-Path HA

System ACP Connectivity: NA

Cuando el sistema no se cabled como multivia de alta disponibilidad, reiniciar un puente
(D puede provocar la pérdida de acceso a las unidades de disco y provocar un evento de
panico de varios discos.

23. Si ejecuta ONTAP 9.4 o anterior, compruebe que el puente esta configurado para SNMP.

Si utiliza la CLI de bridge, ejecute el siguiente comando:

get snmp

24. Desde el simbolo del sistema del cluster ONTAP, afiada el puente a la supervisiéon del estado:
a. Agregue el puente utilizando el comando para su version de ONTAP:

Version de ONTAP Comando

9.5y posterior storage bridge add -address 0.0.0.0 -managed-by in-band
-name bridge-name

9.4 y anteriores storage bridge add -address bridge-ip-address -name
bridge-name

b. Compruebe que el puente se ha agregado y que esta configurado correctamente:
storage bridge show

Es posible que tarde hasta 15 minutos en reflejar todos los datos debido al intervalo de sondeo. El
monitor de estado de ONTAP puede contactar y controlar el puente si el valor de la columna "Estado”

es "ok™, y se muestra otra informacion, como el nombre mundial (WWN).

En el siguiente ejemplo, se muestra que estan configurados los puentes de FC a SAS:

27



controller A 1::> storage bridge show

Bridge Symbolic Name Is Monitored Monitor Status Vendor
Model Bridge WWN

ATTO 10.10.20.10 atto0l true ok Atto
FibreBridge 7500N 20000010867038c0
ATTO 10.10.20.11 atto02 true ok Atto
FibreBridge 7500N 20000010867033c0
ATTO 10.10.20.12 atto03 true ok Atto
FibreBridge 7500N 20000010867030c0
ATTO 10.10.20.13 atto04 true ok Atto
FibreBridge 7500N 2000001086703b80

4 entries were displayed

controller A 1::>

25. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a.

Compruebe si el sistema es multipathed:
node run -node node-name sysconfig -a

. Compruebe si hay alertas de estado en ambos clusteres:

system health alert show

. Confirme la configuracion del MetroCluster y que el modo operativo es normal:

metrocluster show

. Realice una comprobacién de MetroCluster:

metrocluster check run

. Mostrar los resultados del control MetroCluster:

metrocluster check show

. Compruebe si hay alguna alerta de estado en los interruptores (si esta presente):

storage switch show

. Ejecute Config Advisor.

"Descargas de NetApp: Config Advisor"

. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones

del resultado para solucionar los problemas detectados.

Informacion relacionada

"Gestion en banda de los puentes FC a SAS"

Intercambio en caliente de un FibreBridge 7500N con un puente 7600N

Puede cambiar en caliente un puente FibreBridge 7500N con un puente 7600N.
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Acerca de esta tarea

Si va a utilizar la gestion en banda del puente en lugar de la administracion IP, se pueden omitir los pasos para
configurar el puerto Ethernet y la configuracién IP, como se indica en los pasos correspondientes.

A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Pasos

1. Si el puente esta en una configuracion MetroCluster estructural, deshabilite todos los puertos del switch
qgue se conectan a los puertos o puertos de FC puente.

2. En el simbolo del sistema del cluster ONTAP, quite el puente que esta experimentando el mantenimiento
de la supervisién del estado:

a. Extraer el puente:
storage bridge remove -name bridge-name

b. Vea la lista de puentes supervisados y confirme que el puente eliminado no esta presente:
storage bridge show

3. Puesta a tierra apropiadamente usted mismo.
4. Retire los cables de alimentacion conectados al puente para apagar el puente.

5. Desconecte los cables que estan conectados al puente antiguo.
Debe tomar nota del puerto al que se ha conectado cada cable.

6. Retire el puente antiguo del bastidor.
7. Instale el puente nuevo en el rack.

8. Vuelva a conectar el cable de alimentacién y el cable Ethernet blindado.
@ No debe volver a conectar los cables SAS o FC en este momento.

9. Conecte el puente a una fuente de alimentacion y, a continuacion, enciéndalo.

El LED Bridge Ready puede tardar hasta 30 segundos en iluminarse, lo que indica que el puente ha
completado su secuencia de prueba automatica de encendido.

10. Si esta configurando para la gestion en banda, conecte un cable desde el puerto serie RS-232 de
FibreBridge al puerto serie (COM) en un ordenador personal.

La conexion en serie se utilizara para la configuracion inicial y, a continuacion, la gestién en banda a
través de ONTAP y los puertos FC pueden utilizarse para supervisar y gestionar el puente.

11. Si esta configurando para la gestion en banda, conecte un cable desde el puerto serie RS-232 de
FibreBridge al puerto serie (COM) en un ordenador personal.

La conexion en serie se utilizara para la configuracion inicial y, a continuacion, la gestién en banda a
través de ONTAP y los puertos FC pueden utilizarse para supervisar y gestionar el puente.

12. Si se configura para la administracion de IP, configure el puerto de administracion de Ethernet 1 para cada

puente siguiendo el procedimiento descrito en la seccion 2.0 del manual de instalacion y funcionamiento
de ATTO FibreBridge para el modelo de puente.
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13.

30

En siste

mas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al

puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la

gestiéon

Al ejecu
de gesti

en banda y queda obsoleta la gestion de SNMP.

tar el sistema Quickav para configurar un puerto de gestion Ethernet, sélo se configura el puerto
on Ethernet conectado mediante el cable Ethernet. Por ejemplo, si también desea configurar el

puerto 2 de gestion de Ethernet, debera conectar el cable Ethernet al puerto 2 y ejecutar el sistema de
navegacion rapida.

Configu

re los puentes.

Asegurese de tomar nota del nombre de usuario y la contrasefia que usted designe.

El ATTO FiberBridge Installation and Operation Manual de su modelo de puente contiene la informacién

mas act

®

ualizada sobre los comandos disponibles y como usarlos.

No configure la sincronizacion temporal en FibreBridge 7600N. La sincronizacion de tiempo
de FibreBridge 7600N se ajusta a la hora del cluster después de que ONTAP descubra el
puente. También se sincroniza periddicamente una vez al dia. La zona horaria utilizada es
GMT y no se puede cambiar.

a. Si se configura para la administracion de IP, configure los valores de IP del puente.

Para configurar la direccion IP sin la utilidad Quickav, debe tener una conexion en serie con
FiberBridge.

Si utiliza la CLI, debe ejecutar los siguientes comandos:

set

set

set

set

set

b. Con

Cad

ipaddress mpl ip-address
ipsubnetmask mpl subnet-mask
ipgateway mpl x.x.x.X

ipdhcp mpl disabled
ethernetspeed mpl 1000

figure el nombre del puente.

a uno de los puentes deberia tener un nombre Unico dentro de la configuracion de MetroCluster.

Nombres de puente de ejemplo para un grupo de pila en cada sitio:

bridge A 1a
puente_a_1b
bridge B_1a
puente B 1b

Si utiliza la CLI, debe ejecutar el siguiente comando:

set bridgename bridgename



a. Si ejecuta ONTAP 9.4 o una version anterior, active SNMP en el puente:
set SNMP enabled

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder
al puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se
admite la gestion en banda y queda obsoleta la gestion de SNMP.
14. Configurar los puertos FC de puente.
a. Configurar la velocidad/velocidad de datos de los puertos FC de puente.

La velocidad de datos FC admitida depende de su puente de modelos.

= El puente FibreBridge 7600N admite hasta 32, 16 o 8 Gbps.
= El puente FibreBridge 7500N admite hasta 16, 8 o 4 Gbps.

La velocidad FCDataRate que seleccione se limita a la velocidad maxima admitida

@ tanto por el puente como por el puerto FC del médulo de controlador o switch al que
se conecta el puerto de puente. Las distancias de cableado no deben superar las
limitaciones de SFP y otro hardware.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCDataRate port-number port-speed

b. Debe configurar o deshabilitar el puerto FC2.

= Si esta utilizando el segundo puerto, debe repetir los subpasos anteriores para el puerto FC2.

= Si no utiliza el segundo puerto, debe deshabilitar el puerto no utilizado:
FCPortDisable port-number

En el ejemplo siguiente se muestra la deshabilitacion del puerto de FC 2:

FCPortDisable 2

Fibre Channel Port 2 has been disabled.

c. Deshabilite los puertos SAS que no se utilizan:

SASPortDisable sas-port

@ Los puertos SAS A a D estan habilitados de manera predeterminada. Debe deshabilitar
los puertos SAS que no se estan utilizando.

Si solo se utiliza el puerto SAS A, deben deshabilitarse los puertos SAS B, C y D. En el ejemplo
siguiente se muestra como deshabilitar el puerto SAS B. Debe deshabilitar los puertos SAS C y D de
igual modo:
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SASPortDisable b

SAS Port B has been disabled.

15. Asegurar el acceso al puente y guardar la configuracion del puente.

a. Desde el simbolo del sistema del controlador, compruebe el estado de los puentes:
storage bridge show
La salida muestra qué puente no esta asegurado.

b. Compruebe el estado de los puertos del puente no seguro:
info
La salida muestra el estado de los puertos Ethernet MP1 y MP2.

c. Si el puerto Ethernet MP1 esta activado, ejecute el siguiente comando:

set EthernetPort mpl disabled

@ Si el puerto Ethernet MP2 también estéa activado, repita el subpaso anterior para el
puerto MP2.

d. Guarde la configuracion del puente.
Debe ejecutar los siguientes comandos:
SaveConfiguration
FirmwareRestart

Se le solicitara que reinicie el puente.

16. Conecte los cables FC a los mismos puertos del nuevo puente.

17. Actualice el firmware de FiberBridge en cada puente.
"Actualizacion del firmware en un puente FiberBridge"

18. Vuelva a conectar los cables SAS a los mismos puertos del puente nuevo.

Espere al menos 10 segundos antes de conectar el puerto. Los conectores de cable SAS
estan codificados; cuando estan orientados correctamente a un puerto SAS, el conector
hace clic en su lugar y el LED LNK del puerto SAS de la bandeja de discos se ilumina en
@ verde. En el caso de las bandejas de discos, inserte un conector de cable SAS con la
pestafia extraible orientada hacia abajo (en la parte inferior del conector). En el caso de las
controladoras, la orientacion de los puertos SAS puede variar en funcion del modelo de
plataforma. Por lo tanto, la orientacion correcta del conector del cable SAS varia.

19. Verifigue que cada puente pueda ver todas las unidades de disco y bandejas de discos a las que esta
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conectado el puente:
sastargets

La salida muestra los dispositivos (discos y bandejas de discos) a los que esta conectado el puente. Las
lineas de salida estan numeradas secuencialmente para que pueda contar rapidamente los dispositivos.

La siguiente salida muestra que hay 10 discos conectados:

Tgt VendorID ProductID Type SerialNumber
0 NETAPP X4lO_Sl5K6288A15 DISK 3QP1CLE300009940UHJV
1 NETAPP X410 S15K6288A15 DISK 3QP1ELF600009940V1BV
2 NETAPP X410 S15K6288A15 DISK 3QP1G3EW00009940U2M0
3 NETAPP X4lO_Sl5K6288A15 DISK 3QP1EWMP0O0009940U1X5
4 NETAPP X410 S15K6288A15 DISK 3QP1FZLE00009940G8YU
5 NETAPP X4lO_Sl5K6288A15 DISK 3QP1FZLF00009940TZKZ
6 NETAPP X4lO_Sl5K6288A15 DISK 3QP1CEB400009939MGXL
7 NETAPP X410 S15K6288A15 DISK 3QP1G7A900009939FNTT
8 NETAPP X4lO_Sl5K6288Al5 DISK 3QP1FYOT00009940G8PA
9 NETAPP X4lO_Sl5K6288A15 DISK 3QP1FXW600009940VERQ

20. Compruebe que el resultado del comando muestra que el puente esta conectado a todos los discos y
bandejas de discos adecuados de la pila.

Sila salida es... Realice lo siguiente...

Correcto Repita el paso anterior para cada puente restante.

No es correcto a. Compruebe si hay cables SAS sueltos o corrija el cableado SAS repitiendo
Paso 18.

b. Repita el paso anterior.

21. Si el puente esta en una configuracion MetroCluster estructural, vuelva a habilitar el puerto del switch FC
que ha deshabilitado al principio de este procedimiento.

Este debe ser el puerto que se conecta al puente.
22. Desde la consola del sistema de ambos mdodulos de controladoras, compruebe que todos los médulos de
controladoras tengan acceso a través del nuevo puente hasta las bandejas de discos (es decir, que el

sistema se cabled para alta disponibilidad multivia):

run local sysconfig
@ Es posible que el sistema demore hasta un minuto en completar la deteccion.

Si la salida no indica una alta disponibilidad multivia, debe corregir el cableado SAS y FC porque no se
puede acceder a todas las unidades de disco a través del nuevo puente.

La siguiente salida indica que el sistema se ha cableado para alta disponibilidad multivia:
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NetApp Release 8.3.2: Tue Jan 26 01:41:49 PDT 2016

System ID: 1231231231 (node A 1); partner ID: 4564564564 (node A 2)
System Serial Number: 700000123123 (node A 1); partner Serial Number:
700000456456 (node A 2)

System Rev: BO

System Storage Configuration: Multi-Path HA

System ACP Connectivity: NA

Cuando el sistema no se cabled como multivia de alta disponibilidad, reiniciar un puente
(D puede provocar la pérdida de acceso a las unidades de disco y provocar un evento de
panico de varios discos.

23. Si ejecuta ONTAP 9.4 o anterior, compruebe que el puente esta configurado para SNMP.

Si utiliza la CLI de bridge, ejecute el siguiente comando:

get snmp

24. Desde el simbolo del sistema del cluster ONTAP, afiada el puente a la supervision del estado:
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a. Agregue el puente utilizando el comando para su version de ONTAP:

Version de ONTAP Comando

9.5 y posterior storage bridge add -address 0.0.0.0 -managed-by in-band
-name bridge-name

9.4 y anteriores storage bridge add -address bridge-ip-address -name
bridge-name

b. Compruebe que el puente se ha agregado y que esta configurado correctamente:
storage bridge show
Es posible que tarde hasta 15 minutos en reflejar todos los datos debido al intervalo de sondeo. El
monitor de estado de ONTAP puede contactar y controlar el puente si el valor de la columna "Estado”

es "ok™, y se muestra otra informacion, como el nombre mundial (WWN).

En el siguiente ejemplo, se muestra que estan configurados los puentes de FC a SAS:



controller A 1::> storage bridge show

Bridge Symbolic Name Is Monitored Monitor Status Vendor
Model Bridge WWN

ATTO 10.10.20.10 atto0l true ok Atto
FibreBridge 7500N 20000010867038c0

ATTO 10.10.20.11 atto02 true ok Atto
FibreBridge 7500N 20000010867033c0

ATTO 10.10.20.12 atto03 true ok Atto
FibreBridge 7500N 20000010867030c0

ATTO 10.10.20.13 atto04 true ok Atto
FibreBridge 7500N 2000001086703b80

4 entries were displayed

controller A 1::>

25. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a.

Compruebe si el sistema es multipathed:
node run -node node-name sysconfig -a

Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

Confirme la configuracion del MetroCluster y que el modo operativo es normail:
metrocluster show

Realice una comprobacion de MetroCluster:
metrocluster check run

Mostrar los resultados del control MetroCluster:
metrocluster check show

Compruebe si hay alguna alerta de estado en los interruptores (si esta presente):
storage switch show

Ejecute Config Advisor.

"Descargas de NetApp: Config Advisor"

. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones

del resultado para solucionar los problemas detectados.

Informacion relacionada

"Gestion en banda de los puentes FC a SAS"
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Intercambio en caliente de un puente FibreBridge 6500N con un puente FibreBridge 7600N o 7500N

Puede cambiar en caliente un puente FibreBridge 6500N con un puente FibreBridge 7600N o 7500N para
reemplazar un puente fallido o actualizar su puente en una configuracién MetroCluster conectada a la
estructura o de puente.

Acerca de esta tarea

 Este procedimiento es para el intercambio en caliente de un solo puente FibreBridge 6500N con un puente
FibreBridge 7600N o 7500N.

» Cuando cambie en caliente un puente FibreBridge 6500N con un puente FibreBridge 7600N o 7500N,
debe utilizar sélo un puerto FC y un puerto SAS en el puente FibreBridge 7600N o 7500N.

 Siva a utilizar la gestion en banda del puente en lugar de la administracion IP, se pueden omitir los pasos
para configurar el puerto Ethernet y la configuracién IP, como se indica en los pasos correspondientes.

Si va a intercambiar en caliente ambos puentes FibreBridge 6500N en un par, debe utilizar

@ "Consolidar varias pilas de almacenamiento" procedimiento para las instrucciones de
zonificacion. Al reemplazar los dos puentes FibreBridge 6500N en el puente, puede aprovechar
los puertos adicionales del puente FibreBridge 7600N o 7500N.

A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
@ Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Pasos

1. Debe realizar una de las siguientes acciones:

> Si el puente con errores esta en una configuracion MetroCluster estructural, deshabilite el puerto del
switch que se conecta al puerto FC de puente.

o Si el puente que ha fallado esta en una configuracion MetroCluster con ampliacion, utilice uno de los
puertos FC disponibles.

2. En el simbolo del sistema del cluster ONTAP, quite el puente que esta experimentando el mantenimiento
de la supervisioén del estado:

a. Retire el puente:
storage bridge remove -name bridge-name

b. Vea la lista de puentes supervisados y confirme que el puente eliminado no esta presente:
storage bridge show

3. Puesta a tierra apropiadamente usted mismo.
4. Apague el interruptor de alimentacion del puente.

5. Desconecte los cables conectados de la bandeja a los puertos de puente FibreBridge 6500N vy los cables
de alimentacion.

Debe tener en cuenta los puertos a los que esta conectado cada cable.

6. Retire el puente FibreBridge 6500N que necesite reemplazar del bastidor.

7. Instale el nuevo puente FibreBridge 7600N o 7500N en el bastidor.
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8. Vuelva a conectar el cable de alimentacién vy, si es necesario, el cable Ethernet blindado.

9.

10.

1.

12.

@ No vuelva a conectar los cables SAS o FC en este momento.

Si esta configurando para la gestion en banda, conecte un cable desde el puerto serie RS-232 de
FibreBridge al puerto serie (COM) en un ordenador personal.

La conexion en serie se utilizara para la configuracion inicial y, a continuacion, la gestiéon en banda a
través de ONTAP vy los puertos FC pueden utilizarse para supervisar y gestionar el puente.

Si configura para la gestion de IP, conecte el puerto 1 de administracion Ethernet de cada puente a la red
mediante un cable Ethernet.

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al
puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la
gestion en banda y queda obsoleta la gestion de SNMP.

El puerto de administracion Ethernet 1 permite descargar rapidamente el firmware del puente (mediante
las interfaces de gestion ATTO ExpressNAV o FTP) y recuperar archivos principales y extraer registros.

Si se configura para la administracion de IP, configure el puerto de administracion de Ethernet 1 para cada
puente siguiendo el procedimiento descrito en la seccion 2.0 del manual de instalacion y funcionamiento
de ATTO FibreBridge para el modelo de puente.

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al
puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la
gestion en banda y queda obsoleta la gestion de SNMP.

Al ejecutar el sistema Quickav para configurar un puerto de gestion Ethernet, sélo se configura el puerto
de gestion Ethernet conectado mediante el cable Ethernet. Por ejemplo, si también desea configurar el
puerto 2 de gestion de Ethernet, debera conectar el cable Ethernet al puerto 2 y ejecutar el sistema de
navegacion rapida.

Configure el puente.

Si ha recuperado la informacién de configuracion del puente antiguo, utilice la informacion para configurar
el puente nuevo.

Asegurese de tomar nota del nombre de usuario y la contrasefia que usted designe.

El ATTO FiberBridge Installation and Operation Manual de su modelo de puente contiene la informacién
mas actualizada sobre los comandos disponibles y como usarlos.

No configure la sincronizacion de tiempo en ATTO FibreBridge 7600N o 7500N. La

@ sincronizacion de tiempo de ATTO FibreBridge 7600N o 7500N se establece en la hora del
cluster después de que ONTAP descubra el puente. También se sincroniza peridédicamente
una vez al dia. La zona horaria utilizada es GMT y no se puede cambiar.

a. Si se configura para la administracion de IP, configure los valores de IP del puente.

Para configurar la direccion IP sin la utilidad Quickav, debe tener una conexioén en serie con
FiberBridge.

Si utiliza la CLI, debe ejecutar los siguientes comandos:
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set ipaddress mpl ip-address
set ipsubnetmask mpl subnet-mask
set ipgateway mpl x.x.X.X
set ipdhcp mpl disabled
set ethernetspeed mpl 1000
b. Configure el nombre del puente.
Cada uno de los puentes deberia tener un nombre Unico dentro de la configuracion de MetroCluster.

Nombres de puente de ejemplo para un grupo de pila en cada sitio:

= bridge_A_1a
= puente_a_1b
= bridge B 1a
= puente_ B _1b

Si utiliza la CLI, debe ejecutar el siguiente comando:
set bridgename bridgename

a. Si ejecuta ONTAP 9.4 o una version anterior, active SNMP en el puente:
set SNMP enabled

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder
al puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se
admite la gestion en banda y queda obsoleta la gestion de SNMP.
13. Configurar los puertos FC de puente.
a. Configurar la velocidad/velocidad de datos de los puertos FC de puente.

La velocidad de datos FC admitida depende de su puente de modelos.

= El puente FibreBridge 7600N admite hasta 32, 16 o 8 Gbps.
= El puente FibreBridge 7500N admite hasta 16, 8 o 4 Gbps.
= El puente FibreBridge 6500N admite hasta 8, 4 o 2 Gbps.

La velocidad de FCDataRate que seleccione se limita a la velocidad maxima

@ admitida tanto por el puente como por el conmutador al que se conecta el puerto de
puente. Las distancias de cableado no deben superar las limitaciones de SFP y otro
hardware.

Si utiliza la CLI, debe ejecutar el siguiente comando:

set FCDataRate port-number port-speed
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b. Siva a configurar un puente FibreBridge 7500N o 6500N, configure el modo de conexion que el puerto
utiliza para ptp.

@ El ajuste FCConnMode no es necesario al configurar un puente FibreBridge 7600N.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCConnMode port-number ptp

c¢. Si esta configurando un puente FibreBridge 7600N o 7500N, debe configurar o deshabilitar el puerto
FC2.

= Si esta utilizando el segundo puerto, debe repetir los subpasos anteriores para el puerto FC2.

= Si no utiliza el segundo puerto, debe deshabilitar el puerto:
FCPortDisable port-number
d. Si esta configurando un puente FibreBridge 7600N o 7500N, desactive los puertos SAS sin utilizar:

SASPortDisable sas-port

Los puertos SAS A a D estan habilitados de manera predeterminada. Debe deshabilitar los
puertos SAS que no se estan utilizando. Si solo se utiliza el puerto SAS A, deben
deshabilitarse los puertos SAS B, C y D.

14. Asegurar el acceso al puente y guardar la configuracion del puente.

a. Desde el simbolo del sistema del controlador, compruebe el estado de los puentes:
storage bridge show
La salida muestra qué puente no esta asegurado.

b. Compruebe el estado de los puertos del puente no seguro:
info
La salida muestra el estado de los puertos Ethernet MP1 y MP2.

c. Si el puerto Ethernet MP1 estéa activado, ejecute el siguiente comando:

set EthernetPort mpl disabled

@ Si el puerto Ethernet MP2 también esta activado, repita el subpaso anterior para el
puerto MP2.

d. Guarde la configuracion del puente.
Debe ejecutar los siguientes comandos:

SaveConfiguration

FirmwareRestart
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15.
16.

17.

18.

19.
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Se le solicitara que reinicie el puente.

Active Health Monitoring para el puente FibreBridge 7600N o 7500N.

Conecte los cables FC a los puertos Fibre Channel 1 en el nuevo puente.

Debe conectar mediante cable el puerto FC al mismo switch o puerto del controlador al que se habia
conectado el puente FibreBridge 6500N.

Actualice el firmware de FiberBridge en cada puente.

Si el nuevo puente es del mismo tipo que el puente asociado, actualice al mismo firmware que el puente
asociado. Si el nuevo puente es de un tipo diferente al puente asociado, actualice al firmware y la version
mas recientes de ONTAP compatibles con el puente.

"Actualizacion del firmware en un puente FiberBridge"
Vuelva a conectar los cables SAS a los puertos SAS A en el nuevo puente.

El puerto SAS debe estar cableado al mismo puerto de bandeja al que se habia conectado el puente
FibreBridge 6500N.

No fuerce un conector en un puerto. Los cables mini-SAS estan codificados; cuando estan
orientados correctamente a un puerto SAS, el cable SAS hace clic en su lugar y el LED LNK
de puerto SAS de la bandeja de discos se ilumina en verde. En el caso de las bandejas de

@ discos, inserte un conector de cable SAS con la pestafia extraible orientada hacia abajo (en
la parte inferior del conector).en el caso de las controladoras, la orientacion de los puertos
SAS puede variar en funcion del modelo de plataforma; por lo tanto, la orientacién correcta
del conector del cable SAS varia.

Verifique que el puente pueda detectar todas las unidades de disco y bandejas de discos a las que esta
conectado.

Si utiliza... Realice lo siguiente...
GUIDEATTO a. En un navegador web compatible, introduzca la direccion IP del puente en
ExpressNAV el cuadro del navegador.

Se te lleva a la pagina de inicio de ATTO FiberBridge, que tiene un enlace.

b. Haga clic en el vinculo e introduzca su nombre de usuario y la contrasena
que ha designado al configurar el puente.

La pagina de estado de ATTO FiberBridge aparece con un menu a la
izquierda.

c. Haga clic en Avanzado en el menu.

d. Introduzca el siguiente comando y, a continuacion, haga clic en Enviar
para ver la lista de discos visibles para el puente:

sastargets



Conexion de puerto serie Mostrar la lista de discos visibles para el puente:
sastargets
La salida muestra los dispositivos (discos y bandejas de discos) a los que esta conectado el puente. Las

lineas de salida estan numeradas secuencialmente para que pueda contar rapidamente los dispositivos.
Por ejemplo, el siguiente resultado muestra que hay 10 discos conectados:

Tgt VendorID ProductID Type SerialNumber
0 NETAPP X410 S15K6288A15 DISK 3QP1CLE300009940UHJV
1 NETAPP X410 S15K6288A15 DISK 3QP1ELF600009940V1BV
2 NETAPP X410 S15K6288A15 DISK 3QP1G3EW00009940U2M0
3 NETAPP X410 S15K6288A15 DISK 3QP1EWMP0O0009940U1X5
4 NETAPP X410 S15K6288A15 DISK 3QP1FZLE00009940G8YU
5 NETAPP X410 S15K6288A15 DISK 3QP1FZLF00009940TZKZ
6 NETAPP X410 S15K6288A15 DISK 3QP1CEB400009939MGXL
7 NETAPP X410 S15K6288A15 DISK 3QP1G7A900009939FNTT
8 NETAPP X410 S15K6288A15 DISK 3QP1FYOT00009940G8PA
9 NETAPP X410 S15K6288A15 DISK 3QP1FXW600009940VERQ

(D Si el texto "esponse truncada" aparece al principio de la salida, puede utilizar Telnet para

acceder al puente e introducir el mismo comando para ver toda la salida.

20. Compruebe que el resultado del comando muestra que el puente esta conectado a todos los discos y
bandejas de discos necesarios en la pila.

Si la salida es... Realice lo siguiente...

Correcto Repita el paso anterior para cada puente restante.

No es correcto a. Compruebe si hay cables SAS sueltos o corrija el cableado SAS repitiendo
Paso 18.

b. Repita el paso anterior para cada puente restante.

21. Vuelva a habilitar el puerto del switch FC que se conecta al puente.

22. Compruebe que todas las controladoras tengan acceso a través del nuevo puente hasta las bandejas de
discos (que el sistema esté cableado para alta disponibilidad multivia), en la consola del sistema de
ambas controladoras:

run local sysconfig
@ Es posible que el sistema demore hasta un minuto en completar la deteccion.

Por ejemplo, el siguiente resultado muestra que el sistema esta cableado para alta disponibilidad multivia:
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NetApp Release 8.3.2: Tue Jan 26 01:23:24 PST 2016

System ID: 1231231231 (node A 1); partner ID: 4564564564 (node A 2)
System Serial Number: 700000123123 (node A 1); partner Serial Number:
700000456456 (node A 2)

System Rev: BO

System Storage Configuration: Multi-Path HA

System ACP Connectivity: NA

Si el resultado del comando indica que la configuracion es de ruta mixta o alta disponibilidad de ruta unica,
debe corregir el cableado de SAS y FC, ya que no se puede acceder a todas las unidades de disco a
través del nuevo puente.

Cuando el sistema no se cableé como multivia de alta disponibilidad, reiniciar un puente
puede provocar la pérdida de acceso a las unidades de disco y provocar un evento de
panico de varios discos.

23. Desde el simbolo del sistema del cluster ONTAP, afiada el puente a la supervisiéon del estado:
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a. Agregue el puente utilizando el comando para su version de ONTAP:

Version de ONTAP Comando

9.5y posterior storage bridge add -address 0.0.0.0 -managed-by in-band
-name bridge-name

9.4 y anteriores storage bridge add -address bridge-ip-address —-name
bridge-name

b. Compruebe que el puente se ha afiadido y que esta configurado correctamente:
storage bridge show

Es posible que tarde hasta 15 minutos en reflejar todos los datos debido al intervalo de sondeo. El
monitor de estado de ONTAP puede contactar y controlar el puente si el valor de la columna "Estado”

es "ok™, y se muestra otra informacion, como el nombre mundial (WWN).

En el siguiente ejemplo, se muestra que estan configurados los puentes de FC a SAS:



controller A 1::> storage bridge show

Bridge Symbolic Name Is Monitored Monitor Status Vendor
Model Bridge WWN

ATTO 10.10.20.10 atto0l true ok Atto
FibreBridge 7500N 20000010867038c0

ATTO 10.10.20.11 atto02 true ok Atto
FibreBridge 7500N 20000010867033c0

ATTO 10.10.20.12 atto03 true ok Atto
FibreBridge 7500N 20000010867030c0

ATTO 10.10.20.13 atto04 true ok Atto
FibreBridge 7500N 2000001086703b80

4 entries were displayed

controller A 1::>

24. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:

node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

c. Confirme la configuracién del MetroCluster y que el modo operativo es normal:
metrocluster show
d. Realizar una comprobacion de MetroCluster:
metrocluster check run
e. Mostrar los resultados de la comprobacién de MetroCluster:
metrocluster check show
f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show
g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.
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25. Tras sustituir la pieza, devuelva la pieza que ha fallado a NetApp, tal y como se describe en las
instrucciones de RMA incluidas con el kit. Consulte "Retorno de articulo sustituciones" para obtener mas
informacion.

Informacion relacionada
"Gestion en banda de los puentes FC a SAS"

Sustitucion de un par de puentes FibreBridge 6500N con puentes 7600N o 7500N

Para aprovechar el puerto FC2 adicional de los puentes FibreBridge 7600N o 7500N vy
reducir el uso de los bastidores, puede sustituir los puentes 6500N sin interrupciones y
consolidar hasta cuatro pilas de almacenamiento detras de un unico par de puentes
FibreBridge 7600N o 7500N.

Antes de empezar
Necesita la contrasefa de administrador y el acceso a un servidor FTP o SCP.

Acerca de esta tarea
Debe utilizar este procedimiento si:

» Esta reemplazando un par de puentes FibreBridge 6500N con puentes FibreBridge 7600N o 7500N.
Después de la sustitucién, ambos puentes del par deben ser del mismo modelo.

* Previamente, ha sustituido un puente FibreBridge 6500N con un puente 7600N o 7500N y ahora va a
sustituir el segundo puente del par.

 Tiene un par de puentes FibreBridge 7600N o 7500N con puertos SAS disponibles y esta consolidando
pilas de almacenamiento SAS que estan conectadas actualmente con puentes FibreBridge 6500N.

Este procedimiento no es disruptivo y tarda aproximadamente dos horas en completarse.

Informacion relacionada

"Reemplazar un unico puente FC-a-SAS"

Verificacion de la conectividad de almacenamiento

Antes de sustituir puentes, debe verificar la conectividad de puente y almacenamiento. Familiarizarse con el
resultado del comando le permite confirmar la conectividad posteriormente tras realizar cambios en la
configuracion.

Puede emitir estos comandos desde el simbolo del sistema de administrador de cualquiera de los médulos de
la controladora en la configuracion de MetroCluster en el sitio sometido a mantenimiento.

1. Confirme la conectividad con los discos introduciendo el siguiente comando en uno de los nodos
MetroCluster:

run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
bandejas conectadas a los puentes FC a SAS:

node A 1> run local sysconfig -v
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NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2017

System ID: 4068741258 (node A 1); partner ID: 4068741260 (node B 1)
System Serial Number: 940001025471 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should

be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-port, <UP>)**<===
Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60130

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: UTILITIES CORP.

SFP Part Number: FTLF8529P3BCVANL

SFP Serial Number: URQOQ9R
SFP Capabilities: 4, 8 or 16 Gbit

Link Data Rate: 16 Gbit
Switch Port: brcd6505-fcs40:1
**<List of disks visible to port\>**
D Vendor Model FW Size
brcd6505-f¢cs29:12.126L1527 : NETAPP X302 HJUPIOLTSSM NAO4

847.5GB (1953525168 512B/sect)

brcd6505-fcs29:12.126L1528 : NETAPP X302 HJUPIOITSSA NAOQ2

847.5GB (1953525168 512B/sect)

**<I,ist of FC-to-SAS bridges visible to port\>**
FC-to-SAS Bridge:

brcd6505-fcs40:12.126L0 : ATTO FibreBridge6500N 1.
FB6500N102980

brcd6505-£fcs42:13.126L0 : ATTO FibreBridge6500N 1
FB6500N102980

brcd6505-fcs42:6.126L0 : ATTO FibreBridge6500N 1.
FB6500N101167

brcd6505-£fcs42:7.126L0 : ATTO FibreBridge6500N 1.
FB6500N102974

**<List of storage shelves visible to port\>**
brcd6505-fcs40:12.shelf6: DS4243 Firmware rev. IOM3 A: 0200

61

.61

61

61
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IOM3 B: 0200
brcdo505-fcs40:12.shelf8: DS4243 Firmware rev. IOM3 A: 0200

IOM3 B: 0200

Puentes FibreBridge 6500N de intercambio en caliente para crear un par de puentes FibreBridge 7600N o 7500N

Para intercambiar en caliente uno o dos puentes FibreBridge 6500N para crear una configuracién con un par
de puentes FibreBridge 7600N o 7500N, debe reemplazar los puentes uno a uno y seguir el procedimiento de
cableado correcto. El nuevo cableado es diferente del cableado original.

Acerca de esta tarea
También puede utilizar este procedimiento si se cumplen las siguientes condiciones:

* Va a sustituir un par de puentes FibreBridge 6500N que estan conectados a la misma pila de
almacenamiento SAS.

* Ha sustituido previamente un puente FibreBridge 6500N en el par y su pila de almacenamiento esta
configurada con un puente FibreBridge 6500N y un puente FibreBridge 7600N o 7500N.

En este caso, debe comenzar con el siguiente paso para intercambiar en caliente el puente inferior
FibreBridge 6500N con un puente FibreBridge 7600N o 7500N.

El siguiente diagrama muestra un ejemplo de la configuracion inicial, en la que cuatro puentes FibreBridge
6500N conectan dos pilas de almacenamiento SAS:
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FC1 bridge_A_1a (6500M) FCl bridge_A_3a (6500N)
SAS A SAS A
SAS stack
SAS A SAS A
FC1 bridge_A_1b [6500M) FC1 bridge_a_3h (6500M)

<

Pasos

>

1. Siguiendo las siguientes directrices, intercambie en caliente el puente superior FibreBridge 6500N con un
puente FibreBridge 7600N o 7500N utilizando el procedimiento de "Intercambio en caliente de un puente
FibreBridge 6500N con un puente FibreBridge 7600N o 7500N":

o Conecte el puerto FC1 del puente FibreBridge 7600N o 7500N al conmutador o controlador.
Esta es la misma conexion que se hizo al puerto FC1 del puente FibreBridge 6500N.

> No conecte el puerto FC2 del puente FibreBridge 7600N o 7500N en este momento. El siguiente

diagrama muestra que bridge A_1a se ha reemplazado y ahora es un puente FibreBridge 7600N o
7500N:
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FC1 bridge_A 1b (6500M) FC1 bridge_A_3b [6500N)

A

p

2. Confirme la conectividad con los discos conectados en puente y que el nuevo FibreBridge 7500N esté
visible en la configuracion:
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run local sysconfig -v

node A 1> run local sysconfig -v

NetApp Release 9.3.2X18:

Sun Dec 13 01:23:24 PST 2015

System ID: 0536872165 (node A 1); partner ID: 0536872141 (node B 1)
System Serial Number: 940001025465 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should

be multi-path HA**




slot 0: FC Host Adapter 0Og
Initiator port**

(QLogic 8324 rev.

Firmware rev: 7.5.0
Flash rev: 0.0.0
Host Port Id: 0x60100

FC Node Name:
FC Port Name:

5:00a:098201:bae3l2
5:00a:098201:bae312

SFP Vendor: FINISAR CORP.
SFP Part Number: FTLEF8529P3BCVAN1
SFP Serial Number: URQORIR

SFP Capabilities: 4, 8 or 16 Gbit
Link Data Rate: 16 Gbit

Switch Port: brcd6505-fcs40:1
**<I,ist of disks visible to port\>**

ID Vendor Model FW
brcd6505-fcs40:12.126L1527 NETAPP
847.5GB (1953525168 512B/sect)
brcd6505-£fcs40:12.126L1528 NETAPP

847.5GB (1953525168 512B/sect)

2,

N-port, <UP>) **<===

Size
X302_HJUPIOlTSSM

X302 HJUPIO1TSSA

**<List of FC-to-SAS bridges visible to port\>**

FC-to-SAS Bridge:

brcd6505-£fcs40:12.126L0 ATTO
FB7500N100104**<===**

brcd6505-fcs42:13.126L0 ATTO
FB6500N102980

brcd6505-fcs42:6.126L0 ATTO
FB6500N101167

brcd6505-fcs42:7.126L0 ATTO
FB6500N102974

**<L,ist of storage shelves visible to port\>**

FibreBridge7500N

FibreBridge6500N

FibreBridge6500N

FibreBridge6500N

brcd6505-fcs40:12.shelf6: DS4243 Firmware rev. IOM3 A: 020
IOM3 B: 0200

brcd6505-fcs40:12.shelf8: DS4243 Firmware rev. IOM3 A: 020
IOM3 B: 0200

NAO4

NAO2

A30H

1.61

0

0
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3. Siguiendo las siguientes directrices, intercambie en caliente el puente FibreBridge 6500N inferior con un
puente FibreBridge 7600N o 7500N siguiendo el procedimiento descrito en "Intercambio en caliente de un
puente FibreBridge 6500N con un puente FibreBridge 7600N o 7500N":

o Conecte el puerto FC2 del puente FibreBridge 7600N o 7500N al conmutador o controlador.
Esta es la misma conexion que se hizo al puerto FC1 del puente FibreBridge 6500N.

> No conecte el puerto FC1 del puente FibreBridge 7600N o 7500N en este
momento.

/_ site_A I

J 1/
FC_switch_A_1 r
",
s I
ﬂ"'II
U
s IE
B N
FC_switch_A_2 e
FC1 FC2 bridge_A_1a (7500M)
FC1 bridge_A_3a [6500N)
SAS A SAS B SASC SAS D AR
SAS5 A SAS B S5A5C BAS D SASA
FC1 bridge_A_3b [6500N)
FC1 FC2 bridge_A_1b (7500N}
[]

< S

4. Confirmar la conectividad con los discos conectados en puente:

run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
bandejas conectadas a los puentes FC a SAS:
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node A 1> run local sysconfig -v

NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2015

System ID: 0536872165 (node A 1); partner ID: 0536872141 (node B 1)
System Serial Number: 940001025465 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should
be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-port, <UP>)**<===
Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60100

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: FINISAR CORP.

SFP Part Number: FTLF8529P3BCVAN1

SFP Serial Number: URQORIR
SFP Capabilities: 4, 8 or 16 Gbit

Link Data Rate: 16 Gbit
Switch Port: brcd6505-fcs40:1
**<I,ist of disks visible to port\>**
ID Vendor Model FW Size
brcd6505-fcs40:12.126L1527 : NETAPP X302_HJUPIOITSSM NAQO4
847.5GB (1953525168 512B/sect)
brcd6505-fcs40:12.126L1528 : NETAPP X302 HJUPIOLITSSA NAOQ2

847.5GB (1953525168 512B/sect)

**<L,ist of FC-to-SAS bridges visible to port\>**
FC-to-SAS Bridge:

brcd6505-fcs40:12.126L0 : ATTO FibreBridge7500N A30H
FB7500N100104

brcd6505-£fcs42:13.126L0 : ATTO FibreBridge7500N A30H
FB7500N100104

**<List of storage shelves visible to port\>**
brcd6505-fcs40:12.shelf6: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200
brcd6505-fcs40:12.shelf8: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200



Cableado de los puertos SAS puente cuando se consolida el almacenamiento detras de los puentes FibreBridge 7600N
o 7500N

Al consolidar varias pilas de almacenamiento SAS tras un unico par de puentes FibreBridge 7600N o 7500N
con puertos SAS disponibles, debe mover los cables SAS superior e inferior a los nuevos puentes.

Acerca de esta tarea

Los puertos SAS del puente FibreBridge 6500N utilizan conectores QSFP. Los puertos SAS del puente
FibreBridge 7600N o 7500N utilizan conectores mini-SAS.

Siinserta un cable SAS en el puerto incorrecto, al quitar el cable de un puerto SAS, debe
@ esperar al menos 120 segundos antes de enchufar el cable a un puerto SAS diferente. Si no lo
hace, el sistema no reconocera que el cable se ha movido a otro puerto.

Espere al menos 10 segundos antes de conectar el puerto. Los conectores de cable SAS estan
codificados; cuando estan orientados correctamente a un puerto SAS, el conector hace clic en

@ su lugar y el LED LNK del puerto SAS de la bandeja de discos se ilumina en verde. En el caso
de las bandejas de discos, inserte un conector de cable SAS con la pestafa extraible orientada
hacia abajo (en la parte inferior del conector).

Pasos

1. Retire el cable que conecta el puerto SAS A del puente FibreBridge 6500N superior a la bandeja SAS
superior, asegurandose de anotar el puerto SAS de la bandeja de almacenamiento a la que se conecta.

El cable se muestra en azul en el siguiente ejemplo:

FC1 B2 bridge_A_1a [7500M) EC1 bridge_A_3a [6500M)
SAS & SAS B SASC SAS D SAS &
SAS A SAS B SASC SASD SA5 8
FC1 FC2 bridge_A_1b [7500N) Fel bridge_A_3b (S500N)

2. Con un cable con un conector mini-SAS, conecte el mismo puerto SAS de la bandeja de almacenamiento
al puerto SAS B del puente Top FibreBridge 7600N o 7500N.
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El cable se muestra en azul en el siguiente ejemplo:

FCl FC2 bridge_A_1a (7500M) EC1 bridge_A_3a (6500M)
SAS A SASB SASC SAS D SAS A
SAS A CAS B SASC SASD S45 A
FC1 FC2 bridge_A_1b {7500N) FC1 bridge_A_3b (5500M)

3. Retire el cable que conecta el puerto SAS A del puente FibreBridge 6500N inferior a la bandeja SAS
superior, asegurandose de anotar el puerto SAS de la bandeja de almacenamiento a la que se conecta.

Este cable se muestra en verde en el siguiente ejemplo:

ECL FC2 bridge_A_1a (7500M) FCL bridge_A_3a (6500M)
SAS A LALR SASC S45D SA5 A
SAS stack
SAS A SAS B SA5C SASD 505 A
FC1 FC2 bridge_A_1b {7500N) FCL bridge_A_3b (5500M)

4. Con un cable con un conector mini-SAS, conecte el mismo puerto SAS de la bandeja de almacenamiento
al puerto SAS B del puente FibreBridge 7600N o 7500N inferior.

Este cable se muestra en verde en el siguiente ejemplo:
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Fel B2 bridge_A_1a (7S00M) Fri bridge_A_3a (6500M)

SAS A SAS B SASC SA5 D SAS A
SAS stack

SAS A SASB SASC SASD SAS A

FC1 FC2 bridge_A_1b (7500N) Fl bridge_A_3b (6500N)

5. Confirmar la conectividad con los discos conectados en puente:
run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
bandejas conectadas a los puentes FC a SAS:

node A 1> run local sysconfig -v

NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2015

System ID: 0536872165 (node A 1); partner ID: 0536872141 (node B 1)
System Serial Number: 940001025465 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should
be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-port, <UP>) **<===
Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60100

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: FINISAR CORP.

SFP Part Number: FTLEF8529P3BCVAN1

SFP Serial Number: URQORI1R
SFP Capabilities: 4, 8 or 16 Gbit
Link Data Rate: 16 Gbit
Switch Port: brcde505-fcs40:1
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**<I,ist of disks visible to port\>**
ID Vendor Model
brcd6505-fcs40:12.126L1527
(1953525168 512B/sect)
brcd6505-£fcs40:12.126L1528
(1953525168 512B/sect)

847.5GB

847.5GB

FW Size
NETAPP X302_HJUPIOlTSSM NAO4

NETAPP X302 HJUPIO1TSSA NAOZ

**<I,ist of FC-to-SAS bridges visible to port\>**

FC-to-SAS Bridge:

brcd6505-£fcs40:12.126L0
FB7500N100104

brcd6505-£fcs42:13.126L0
FB7500N100104

ATTO FibreBridge7500N A30H

ATTO FibreBridge7500N A30H

**<List of storage shelves visible to port\>**

brcd6505-fcs40:12.shelf6: DS4243
IOM3 B: 0200

brcd6505-fcs40:12.shelf8: DS4243
IOM3 B: 0200

Firmware rev. IOM3 A: 0200

Firmware rev. IOM3 A: 0200

. Elimine los viejos puentes FibreBridge 6500N que ya no estan conectados al almacenamiento SAS.

. Espere dos minutos para que el sistema reconozca los cambios.

. Si el sistema se cabled incorrectamente, quite el cable, corrija el cableado y vuelva a conectar el cable

correcto.

. Si es necesario, repita los pasos anteriores para pasar hasta dos pilas SAS adicionales detras de los
nuevos puentes FibreBridge 7600N o 7500N, utilizando los puertos SAS C y luego D.

Cada pila SAS debe estar conectada al mismo puerto SAS del puente superior e inferior. Por ejemplo, si la
conexion superior de la pila esta conectada al puerto SAS B del puente superior, la conexién inferior debe

estar conectada al puerto SAS B del puente inferior.
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Actualizacion de la division en zonas al agregar puentes FibreBridge 7600N o 7500N a una configuracion

La divisién en zonas debe cambiarse cuando reemplace los puentes FibreBridge 6500N con puentes
FibreBridge 7600N o 7500N y utilice ambos puertos FC en los puentes FibreBridge 7600N o 7500N. Los
cambios necesarios dependen de si ejecuta una version de ONTAP anterior a la 9.1 0 9.1 y posterior.

Actualizacion de la divisiéon en zonas al agregar puentes FibreBridge 7500N a una configuracién
(anterior a ONTAP 9.1)

La divisién en zonas debe cambiarse cuando reemplace los puentes FibreBridge 6500N con puentes
FibreBridge 7500N y utilice ambos puertos FC en los puentes FibreBridge 7500N. Cada zona no puede tener
mas de cuatro puertos iniciadores. La division en zonas que utilice depende de si esta ejecutando ONTAP
antes de la version 9.1 0 9.1 y posterior

Acerca de esta tarea
La division en zonas especifica de esta tarea es para las versiones de ONTAP anteriores a la version 9.1.

Los cambios en la division en zonas son necesarios para evitar problemas con ONTAP, que requiere que no
mas de cuatro puertos iniciadores FC puedan tener una ruta de acceso a un disco. Tras realizar la conexion
en zonas para consolidar las bandejas, la division en zonas existente provocaria que ocho puertos FC puedan
acceder a cada disco. Debe cambiar la divisién en zonas para reducir los puertos iniciadores de cada zona a
cuatro.

El siguiente diagrama muestra la division en zonas en site_A antes de los cambios:
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Pasos

1.

Actualice las zonas de almacenamiento de los switches FC eliminando la mitad de los puertos iniciadores
de cada zona existente y creando zonas nuevas para los puertos FC2 FibreBridge 7500N.

Las zonas para los nuevos puertos FC2 contendran los puertos iniciadores que se han quitado de las
zonas existentes. En los diagramas, estas zonas se muestran con lineas discontinuas.

Para obtener detalles acerca de los comandos de divisidon en zonas, consulte las secciones del switch de
FC de "Instalacion y configuracion de MetroCluster estructural” o. "Instalacion y configuracion de
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MetroCluster con ampliacion”.

Los siguientes ejemplos muestran las zonas de almacenamiento y los puertos de cada zona antes y

después de la consolidacion. Los puertos se identifican por pares domain, Port.

o El dominio 5 esta formado por el switch FC_switch_A_1.

o El dominio 6 consta del switch FC_switch_A_2.

o El dominio 7 esta formado por el switch FC_switch_B_1.

o El dominio 8 esta formado por el switch FC_switch B 2.

Antes o después de la
consolidacién

Zonas antes de la
consolidacion. Hay una
zona para cada puerto FC
en los cuatro puentes
FibreBridge 6500N.

STOR_A_1B-FC1

51,5,2;54;55;71;7,2,
74:75:5,7

Marrén + marrén
discontinuo + naranja

Morado + azul

STOR_A_1A-FC2

Zona

STOR_A_1A-FC1-FC1

6,1;6,2;6,4; 6,5; 8,1; 8,2;
8,4; 8,5;6,6

Morado + morado
discontinuo + rojo

Zonas después de la
consolidacion. Hay una
zona para cada puerto FC
en los dos puentes
FibreBridge 7500N.

STOR_A_1B-FC1

8,1:8,4;6,1;6,4; 6,6

Dominios y puertos

51,5,2;54;55;71;7,2;
74;7,5;5,6

Marrén + marrén
discontinuo + verde

STOR_A_2B-FC1

STOR_A_1A-FC1-FC1

7,2:7,5,52;55;5,7

Marrén + verde

Colores en los diagramas
(los diagramas sélo
muestran el sitio A)

Morado + morado
discontinuo + azul

STOR_A_2A-FC1

6,1;6,2;6,4;6,5; 8,1; 8,2;
8,4:8,5,6,7

71:74:51:54;5,6

Morado discontinuo + rojo

STOR_A_1B-FC2

El siguiente diagrama muestra la divisién en zonas en site_A después de la consolidacion:

58


https://docs.netapp.com/es-es/ontap-metrocluster/install-stretch/concept_considerations_differences.html

site_A
| : | |
foi fevi fe-vi fo-wi
a b | a ]
controller_A_1 ' controller
fa ob o¢ od Oa ob | | o i od
T T L] : T :
L] L] " L]
L] L] " L]
i i A i
T " ¥ " ]
L] L] L ] L]
1 1 L] L]
: : it s ek
!!!!! ]
N . E - _.n"'!‘h
........ P S : '
i L] L) L]
' T LB 1] e '
i 0 L R 3 4 |v 5} B 7 i
{ ] ¥ 0
' ' temmad A : }
i i
E FC_switch A_1 ! | V]
1
i ¥
i 'l
E = [>
L]
: T
e ‘"".: @,
: ; ....................... ] W
' i . —
l - H | n
o | |1 2 & a 4 5 £/ [
RS SEESEE A I
FC_switch A _2 | 11
)
A
FCL FC2
bridge_A_la
SAS storage
bridge_A_1b
FCL FCZ

& P

Actualizacion de la division en zonas al agregar puentes FibreBridge 7600N o 7500N a una
configuracion (ONTAP 9.1 y posterior)

La divisién en zonas debe cambiarse cuando reemplace los puentes FibreBridge 6500N con puentes
FibreBridge 7600N o 7500N y utilice ambos puertos FC en los puentes FibreBridge 7600N o 7500N. Cada
zona no puede tener mas de cuatro puertos iniciadores.

Acerca de esta tarea
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Esta tarea se aplica a ONTAP 9.1 y versiones posteriores.

Los puentes FibreBridge 7600N son compatibles con ONTAP 9.6 y versiones posteriores.

La divisién en zonas especifica de esta tarea es para ONTAP 9.1 y posterior.

Los cambios en la division en zonas son necesarios para evitar problemas con ONTAP, que requiere que

no mas de cuatro puertos iniciadores FC puedan tener una ruta de acceso a un disco.

Tras realizar la conexion en zonas para consolidar las bandejas, la divisién en zonas existente provocaria
que ocho puertos FC puedan acceder a cada disco. Debe cambiar la division en zonas para reducir los
puertos iniciadores de cada zona a cuatro.

Paso

1. Actualice las zonas de almacenamiento de los switches FC eliminando la mitad de los puertos iniciadores

de cada zona existente y creando zonas nuevas para los puertos FC2 FibreBridge 7600N o 7500N.

Las zonas para los nuevos puertos FC2 contendran los puertos iniciadores que se han quitado de las
zonas existentes.

Consulte la seccién del switch FC de "Instalacion y configuracion de MetroCluster estructural” para obtener
detalles acerca de los comandos de division en zonas.

Cableado del segundo puerto FC de puente cuando se agregan puentes FibreBridge 7600N o 7500N a una configuracion

Para proporcionar varios caminos a las pilas de almacenamiento, puede cablear el segundo puerto FC de
cada puente FibreBridge 7600N o 7500N al afiadir el puente FibreBridge 7600N o 7500N a su configuracion.

Antes de empezar

La divisién en zonas debe haberse ajustado para proporcionar zonas para los segundos puertos FC.

Pasos

1. Conecte el puerto FC2 del puente superior al puerto correcto en FC_switch A 2.
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site_A

FC_switch_A_1

N

FC_switch_a_2

FC1 FC2 bridge_A_1a (7500N)
SAS A SASB SASC SASD
|
SAS stack
|
sasA || sase || sasc || saso
FC1 FC2 bridge_A_1b (7500N)

S

2. Conecte el puerto FC1 del puente inferior al puerto correcto en FC_switch_A_1.

NSNS

site B
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3. Confirmar la conectividad con los discos conectados en puente:

run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
bandejas conectadas a los puentes FC a SAS:

node A 1> run local sysconfig -v

NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2015

System ID: 0536872165 (node A 1); partner ID: 0536872141 (node B 1)
System Serial Number: 940001025465 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should
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be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-port, <UP>)**<===
Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60100

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: FINISAR CORP.

SFP Part Number: FTLF8529P3BCVAN1

SFP Serial Number: URQORIR
SFP Capabilities: 4, 8 or 16 Gbit

Link Data Rate: 16 Gbit
Switch Port: brcd6505-fcs40:1
**<I,ist of disks visible to port\>**
ID Vendor Model FW Size
brcd6505-fcs40:12.126L1527 : NETAPP X302_HJUPIOlTSSM NAQO4
847.5GB (1953525168 512B/sect)
brcd6505-fcs40:12.126L1528 : NETAPP X302 HJUPIOITSSA NAO2

847.5GB (1953525168 512B/sect)

**<I,ist of FC-to-SAS bridges visible to port\>**
FC-to-SAS Bridge:

brcd6505-fcs40:12.126L0 : ATTO FibreBridge7500N A30H
FB7500N100104

brcd6505-fcs42:13.126L0 : ATTO FibreBridge7500N A30H
FB7500N100104

**<I,ist of storage shelves visible to port\>**
brcd6505-fcs40:12.shelf6: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200
brcd6505-fcs40:12.shelf8: DS4243 Firmware rev. IOM3 A: 0200
IOM3 B: 0200
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Desactive los puertos SAS que no utilice en los puentes FC a SAS

Después de realizar cambios de cableado en el puente, debe deshabilitar todos los puertos SAS que no se
utilizan en los puentes FC-a SAS para evitar las alertas de supervision de estado relacionadas con los puertos
que no se utilizan.

Pasos

1. Deshabilite los puertos SAS que no se utilizan en el puente FC a SAS superior:

a. Inicie sesion en la CLI del puente.

b. Deshabilite los puertos que no se utilicen.

Si configurd un puente ATTO 7500N, todos los puertos SAS (A a a D) estan habilitados
@ de manera predeterminada y deben inhabilitar los puertos SAS que no se estan usando:

SASPortDisable sas port

Si se utilizan los puertos SAS Ay B, deben deshabilitarse los puertos SAS C y D. En el siguiente
ejemplo, los puertos SAS C y D que no se utilizan estan deshabilitados:

Ready. *
SASPortDisable C

SAS Port C has been disabled.

Ready. *
SASPortDisable D

SAS Port D has been disabled.

Ready. *

C. Guarde la configuracion del puente:
SaveConfiguration

El siguiente ejemplo muestra que los puertos SAS C y D se han deshabilitado. Tenga en cuenta que el
asterisco ya no aparece, lo que indica que la configuracion se ha guardado.

Ready. *
SaveConfiguration

Ready.

2. Repita el paso anterior en el puente inferior FC-a-SAS.
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Requisitos para utilizar otras interfaces para configurar y gestionar puentes FiberBridge

Puede utilizar la combinacién de un puerto serie, Telnet y FTP para administrar los
puentes FiberBridge en lugar de las interfaces de administracion recomendadas. El
sistema debe cumplir los requisitos de la interfaz correspondiente antes de instalar los
puentes.

Puede utilizar un puerto serie o Telnet para configurar el puente y el puerto de administracién Ethernet 1 y
para administrar el puente. Puede utilizar FTP para actualizar el firmware del puente.

@ El ATTO FiberBridge Installation and Operation Manual de su puente de modelos contiene mas
informacién acerca de las interfaces de administracion.

Puede acceder a este documento en el sitio web de ATTO utilizando el enlace proporcionado en la pagina de
descripcion de ATTO FibreBridge.

Puerto serie

Al utilizar el puerto serie para configurar y administrar un puente, y para configurar el puerto de administracion
Ethernet 1, el sistema debe cumplir los siguientes requisitos:

» Un cable serie (que se conecta desde el puerto serie de puente a un puerto serie (COM) en el equipo que
esta utilizando para la instalacion)

El puerto serie del puente es RJ-45 y tiene el mismo pin-out que los controladores.
* Un programa de emulacion de terminal como Hyperterminal, TeraTerm o PuTTY para acceder a la consola

El programa de terminal debe ser capaz de registrar la salida de pantalla en un archivo.

Telnet

Al utilizar Telnet para configurar y administrar un puente, el sistema debe cumplir los siguientes requisitos:

* Un cable serie (que se conecta desde el puerto serie de puente a un puerto serie (COM) en el equipo que
esta utilizando para la instalacion)

El puerto serie del puente es RJ-45 y tiene el mismo pin-out que los controladores.

» (Recomendado) un nombre de usuario y una contrasena no predeterminados (para acceder al puente)

* Un programa de emulacion de terminal como Hyperterminal, TeraTerm o PuTTY para acceder a la consola
El programa de terminal debe ser capaz de registrar la salida de pantalla en un archivo.

* Una direccion IP, mascara de subred e informacion de puerta de enlace para el puerto de administracion
Ethernet 1 en cada puente

FTP

Al utilizar FTP para actualizar el firmware de puente, el sistema debe cumplir los siguientes requisitos:

* Un cable Ethernet estandar (que se conecta desde el puerto 1 de administracion Ethernet puente a la red)

* (Recomendado) un nombre de usuario y una contrasefa no predeterminados (para acceder al puente)
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Sustitucion en caliente de un moédulo de fuente de alimentacion con fallos

Cuando se produce un cambio en el estado de un mdédulo de fuente de alimentacion al
puente, puede extraer e instalar el modulo de fuente de alimentacion.

Puede ver el cambio de estado de un médulo de fuente de alimentacion a través de los LED del puente.
También puede ver el estado de los médulos de fuente de alimentacion a través de la GUI de ExpressNAV vy la
CLI de puente, a través del puerto serie o a través de Telnet.

 Este procedimiento es NDO (no disruptivo) y tarda aproximadamente 15 minutos en completarse.

* Necesita la contrasefia de administrador y el acceso a un servidor FTP o SCP.

@ El ATTO FiberBridge Installation and Operation Manual de su puente de modelos contiene mas
informacioén acerca de las interfaces de administracion.

Puede acceder a este y otros contenidos del sitio web de ATTO utilizando el enlace proporcionado en la
pagina de descripcion de ATTO FibreBridge.

Gestion en banda de los puentes FC a SAS

A partir de ONTAP 9.5 con puentes FibreBridge 7500N o 7600N, la gestion en banda de
los puentes es compatible como alternativa a la gestion IP de los puentes. A partir de
ONTAP 9.8, la gestion fuera de banda queda obsoleta.

Acerca de esta tarea

@ A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Cuando se utiliza la gestion en banda, los puentes se pueden gestionar y supervisar desde la CLI de ONTAP a
través de la conexion FC al puente. No se requiere acceso fisico al puente a través de los puertos Ethernet del
puente, lo que reduce la vulnerabilidad de seguridad del puente.

La disponibilidad de la gestién en banda de los puentes depende de la version de ONTAP:

* A partir de ONTAP 9.8, los puentes se gestionan a través de conexiones en banda por defecto y la gestion
fuera de banda de los puentes a través de SNMP esta obsoleta.

+ ONTAP 9.5 a 9.7: Se admite la gestion en banda o la gestion SNMP fuera de banda.
* Antes de ONTAP 9.5, solo se admite la gestion SNMP fuera de banda.

Los comandos de la CLI puente se pueden emitir desde la interfaz ONTAP storage bridge run-cli
-name bridge-name -command bridge-command-name En lainterfaz de ONTAP.

@ Se recomienda el uso de la gestién en banda con acceso IP desactivado para mejorar la
seguridad limitando la conectividad fisica del puente.

Informacion relacionada

"Intercambio en caliente de un puente con un puente de reemplazo del mismo modelo"

"Intercambio en caliente de un FibreBridge 7500N con un puente 7600N"
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"Intercambio en caliente de un puente FibreBridge 6500N con un puente FibreBridge 7600N o 7500N"

"Adicion en caliente de una pila de bandejas de discos SAS y puentes"

Gestion de un puente FiberBridge de ONTAP

A partir de ONTAP 9.5, puede utilizar la CLI de ONTAP para pasar los comandos de FibreBridge al puente y
mostrar los resultados de esos comandos.

Acerca de esta tarea

A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Pasos

1. Ejecute el comando FiberBridge correspondiente dentro de storage bridge run-cli comando:
storage bridge run-cli -name bridge-name -command "command-text"

El siguiente comando ejecuta FiberBridge sASPortDisable Desde el simbolo del sistema de ONTAP
para deshabilitar el puerto SAS b en el puente:

cluster A::> storage bridge run-cli -name "SASPortDisable b"

SAS Port B has been disabled.
Ready
cluster A::>

Asegurar o desfijar el puente FiberBridge

Para deshabilitar facilmente los protocolos Ethernet potencialmente no seguros en un
puente, comenzando con ONTAP 9.5 puede proteger el puente. De esta forma se
desactivan los puertos Ethernet del puente. También puede volver a habilitar el acceso
Ethernet.

« Al fijar el puente se desactivan los protocolos y servicios de telnet y otros puertos IP (FTP, ExpressNAV,
ICMP o navegacion rapida) en el puente.

* Este procedimiento usa la administracion fuera de banda mediante el indicador ONTAP, que esta
disponible a partir de ONTAP 9.5.

Puede emitir los comandos desde la CLI de bridge si no utiliza la gestion fuera de banda.

* La unsecurebridge El comando se puede utilizar para volver a habilitar los puertos Ethernet.

* En ONTAP 9.7 y versiones anteriores, ejecute el securebridge El comando del ATTO FiberBridge
podria no actualizar correctamente el estado del puente en el cluster asociado. Si esto ocurre, ejecute el
securebridge del cluster de partners.
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A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Pasos

1. Desde el simbolo del sistema de ONTAP del cluster que contiene el puente, asegure el puente o
desasegure.

El siguiente comando asegura bridge A _1:

cluster A> storage bridge run-cli -bridge bridge A 1 -command
securebridge

El siguiente comando desasegura bridge_A_1:

cluster A> storage bridge run-cli -bridge bridge A 1 -command
unsecurebridge
2. En el simbolo del sistema ONTAP del cluster que contiene el puente, guarde la configuracion de puente:
storage bridge run-cli -bridge bridge-name -command saveconfiguration
El siguiente comando asegura bridge_A_1:

cluster A> storage bridge run-cli -bridge bridge A 1 -command

saveconfiguration

3. Desde el simbolo del sistema de ONTAP del cluster que contiene el puente, reinicie el firmware del
puente:
storage bridge run-cli -bridge bridge-name -command firmwarerestart
El siguiente comando asegura bridge_A_1:

cluster A> storage bridge run-cli -bridge bridge A 1 -command

firmwarerestart

Mantenimiento y sustitucion de switches FC

Actualice o degrade el firmware en un switch Brocade FC

Para actualizar o degradar el firmware en un switch FC de Brocade, debe utilizar
comandos especificos de Brocade para deshabilitar el switch, realizar y verificar el
cambio de firmware, y reiniciar y volver a habilitar el switch.
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Acerca de esta tarea
Confirme que ha comprobado y realizado las siguientes tareas para su configuracion:

« Verifica que tu nueva version de firmware sea compatible con tu solucion. Consulta el "Hardware Universe
para mas informacion.

+ Tiene los archivos de firmware.

* El sistema esta cableado correctamente.

« Todas las rutas a las bandejas de almacenamiento estan disponibles.

* Las pilas de la bandeja de discos son estables.

 El estado de la estructura del switch de FC es bueno.

* No hay componentes fallidos en el sistema.

* El sistema funciona normalmente.

* Tiene la contrasefia de administrador y acceso a un servidor FTP o SCP.

* El registro de consola esta activado.

"Active el registro de la consola"

La estructura del switch esta deshabilitada durante una actualizacion o degradacion de firmware, y la
configuracion de MetroCluster se basa en la segunda estructura para continuar el funcionamiento.

A partir de Fabric OS 9,0.1, SNMPv2 no se admite en los switches Brocade. Si actualiza a Fabric OS 9.0.1 o
posterior, debe usar SNMPV3 para la supervision del estado. Para obtener mas informacién, consulte
"Configuracion de SNMPv3 en una configuracion MetroCluster".

Si va a actualizar a Fabric OS v 9,2.x o posterior, debe tener instalado un certificado Brocade TruFOS;
consulte para obtener mas informacion."Guia de actualizacion del software de sistema operativo Brocade
Fabric, 9,2.x"

Esta tarea se debe realizar en cada una de las estructuras del switch sucesivamente de modo que todos los
conmutadores ejecuten la misma version de firmware.

@ Este procedimiento no es disruptivo y tarda aproximadamente una hora en completarse.

Pasos
1. Inicie sesidn en cada uno de los switches de la estructura.

Los ejemplos de los siguientes pasos utilizan el conmutador FC_switch A 1.
2. Deshabilite cada uno de los switches de la estructura:
switchCfgPersistentDisable

Si este comando no esta disponible, ejecute el switchDisable comando.
FC switch A 1l:admin> switchCfgPersistentDisable

3. Descargue la version de firmware deseada:
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firmwareDownload

Cuando se le solicite el nombre del archivo, debe especificar el subdirectorio o la ruta relativa al archivo de
firmware.

Puede ejecutar el firmwareDownload comando al mismo tiempo en ambos switches, pero debe permitir
que el firmware se descargue y se commit correctamente antes de pasar al paso siguiente.

FC switch A 1:admin> firmwaredownload

Server Name or IP Address: 10.64.203.188

User Name: test

File Name: v7.3.1Db

Network Protocol (l-auto-select, 2-FTP, 3-SCP, 4-SFTP, 5-HTTP) [1]: 2
Password:

Server IP: 10.64.203.188, Protocol IPv4

Checking system settings for firmwaredownload...

System settings check passed.

. Compruebe que el firmware se ha descargado y asignado a ambas particiones:
firmwareShow
El siguiente ejemplo muestra que la descarga de firmware se completa a medida que se actualizan ambas

imagenes:

FC switch A 1l:admin> firmwareShow

Appl Primary/Secondary Versions
FOS v7.3.1b
v7.3.1b

. Reinicie los switches:
reboot

Algunas versiones de firmware realizan automaticamente una operacién havoot una vez finalizada la
descarga de firmware. Es necesario reiniciar en este paso incluso si se ha realizado el reinicio.

FC switch A 1:admin> reboot

. Compruebe si el nuevo firmware es para un nivel de firmware intermedio o para una version final
especificada.



10.

1.

Si la descarga es para el nivel de firmware intermedio, realice los dos pasos anteriores hasta que se
instale la version especificada.

. Habilite los interruptores:
switchCfgPersistentEnable
Si este comando no esta disponible, el conmutador debe estar en el enabled estado después del
reboot se ejecuta el comando.
FC switch A 1l:admin> switchCfgPersistentEnable
. Compruebe que los interruptores estan en linea y que todos los dispositivos estan correctamente
conectados:
switchShow
FC switch A l1:admin> switchShow
. Compruebe que la informacion de uso del bufer para un grupo de puertos o todos los grupos de puertos
del switch se muestra correctamente:
portbuffershow
FC switch A 1l:admin> portbuffershow
Compruebe que la configuracion actual de un puerto se muestra correctamente:

portcfgshow

FC switch A 1:admin> portcfgshow

Verifique los valores de los puertos, como la velocidad, el modo, la conexion de enlaces, el cifrado, Y
compresion, en la salida Inter-Switch Link (ISL). Compruebe que la configuracion del puerto no se haya
visto afectada por la descarga del firmware.

Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multipathed:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clisteres:
system health alert show

C. Confirme la configuracién del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realice una comprobacion de MetroCluster:
metrocluster check run
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€. Mostrar los resultados del control MetroCluster:
metrocluster check show

f. Compruebe si hay alguna alerta de estado en los interruptores (si esta presente):
storage switch show

g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

12. Espere 15 minutos antes de repetir este procedimiento para la segunda estructura del switch.

Actualizar o degradar el firmware en un switch Cisco FC

Para actualizar o degradar el firmware en un switch Cisco FC, debe usar comandos
especificos de Cisco para deshabilitar el switch, realizar y verificar la actualizacion, y
reiniciar y volver a habilitar el switch.

Acerca de esta tarea
Confirme que ha comprobado y realizado las siguientes tareas para su configuracion:

* El sistema esta cableado correctamente.

» Todas las rutas a las bandejas de almacenamiento estan disponibles.

* Las pilas de la bandeja de discos son estables.

* La estructura del switch de FC es correcta.

» Todos los componentes del sistema estan en buen estado.

* El sistema funciona normalmente.

+ Tiene la contrasefia de administrador y acceso a un servidor FTP o SCP.

* El registro de consola esta activado.

"Active el registro de la consola"

La estructura del switch esta deshabilitada durante la actualizacion o degradacion de firmware y la
configuracion de MetroCluster se basa en la segunda estructura para continuar la operacion.

Debe repetir esta tarea en cada una de las estructuras del switch sucesivamente para asegurarse de que
todos los conmutadores estan ejecutando la misma version de firmware.

Debe tener los archivos de firmware.
@ Este procedimiento no es disruptivo y tarda aproximadamente una hora en completarse.

Pasos
1. Inicie sesion en cada uno de los switches de la estructura.

En los ejemplos, los switches se denominan FC_switch_ A 1y FC_switch B_1.

2. Determine si hay suficiente espacio en el directorio bootflash de cada switch:
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dir bootflash

Si no es asi, elimine los archivos de firmware que no desee mediante el delete
bootflash:file name comando.

3. Copie los archivos kickstart y del sistema en los conmutadores:
copy source filetarget file
En el siguiente ejemplo, el archivo kickstart (m9200-s2ek9-kickstart-mz.5.2.1.bin)Yy el archivo
del sistema (m9200-s2ek9-mz.5.2.1.bin) Se encuentran en el servidor FTP 10.10.10.55 en
/firmware/ ruta.
En el ejemplo siguiente se muestran los comandos emitidos en FC_switch_A_1:
FC switch A 1# copy ftp://10.10.10.55/firmware/m9200-s2ek9-kickstart-
mz.5.2.1.bin bootflash:m9200-s2ek9-kickstart-mz.5.2.1.bin
FC switch A 1# copy ftp://10.10.10.55/firmware/m9200-s2ek9-mz.5.2.1.bin
bootflash:m9200-s2ek9-mz.5.2.1.bin
4. Deshabilite todos los VSan de los dos switches de esta estructura.
Utilice el siguiente procedimiento para desactivar las VSANSs:
a. Abra el terminal de configuracion:

config t

b. Introduzca: vsan database

c. Compruebe el estado de las VSANS:
show vsan

Todos los VSANs deben estar activos.

d. Suspenda las VSANSs:
vsan vsan-num suspend
Ejemplo: vsan 10 suspend
e. Compruebe de nuevo el estado de las VSANSs:
show vsan+ deben suspenderse todas las VSANSs.
f. Salga del terminal de configuracion:
end

g. Guarde la configuracion.

73



copy running-config startup-config

En el ejemplo siguiente se muestra el resultado para FC_switch_A_1:

FC switch A 1# config t
Enter configuration commands, one per line. End with CNTL/Z.
FC switch A 1(config)# vsan database
FC switch A 1(config-vsan-db)# show vsan
vsan 1 information
name:VSANOOOl state:active
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:up

vsan 30 information
name:MCl1 FCVI 2 30 state:active
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:up

vsan 40 information
name:MCl STOR 2 40 state:active
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:up

vsan 70 information
name:MC2 FCVI 2 70 state:active
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:up

vsan 80 information
name:MC2 STOR 2 80 state:active
interoperability mode:default
loadbalancing:src—-id/dst-id/oxid

operational state:up
vsan 4079:evfp isolated vsan
vsan 4094:isolated vsan
FC switch A 1 (config-vsan-db

vsan 1 suspend

FC switch A 1 (config-vsan-db

( ) #

FC switch A 1(config-vsan-db)# vsan 30 suspend
( )# vsan 40 suspend
( ) #

FC switch A 1 (config-vsan-db vsan 70 suspend



FC switch A 1(config-vsan-db)# vsan 80 suspend

FC switch A 1(config-vsan-db)# end

FC switch A 1#

FC switch A 1# show vsan

vsan 1 information
name:VSANOOOl state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:down

vsan 30 information
name:MCl FCVI 2 30 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:down

vsan 40 information
name:MCl1 STOR 2 40 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:down

vsan 70 information
name:MC2 FCVI 2 70 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:down

vsan 80 information
name:MC2 STOR 2 80 state:suspended
interoperability mode:default
loadbalancing:src—-id/dst-id/oxid

operational state:down
vsan 4079:evfp isolated vsan

vsan 4094:isolated vsan

5. Instale el firmware deseado en los switches:

install all system bootflash:systemfile name kickstart
bootflash:kickstartfile name

En el ejemplo siguiente se muestran los comandos emitidos en FC_switch_A 1:
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FC switch A 1# install all system bootflash:m9200-s2ek9-mz.5.2.1.bin
kickstart bootflash:m9200-s2ek9-kickstart-mz.5.2.1.bin
Enter Yes to confirm the installation.

6. Compruebe la version del firmware de cada switch para asegurarse de que se ha instalado la version
correcta:

show version
7. Habilite todos los VSan en los dos switches de esta estructura.
Utilice el siguiente procedimiento para activar las VSANSs:
a. Abra el terminal de configuracion:
config t

b. Introduzca: vsan database

c. Compruebe el estado de las VSANS:
show vsan
Se deben suspender las VSANSs.
d. Activar las VSANSs:
no vsan vsan-num suspend
Ejemplo: no vsan 10 suspend
e. Compruebe de nuevo el estado de las VSANSs:
show vsan
Todos los VSANs deben estar activos.
f. Salga del terminal de configuracion:
end
g. Guarde la configuracion:
copy running-config startup-config
En el ejemplo siguiente se muestra el resultado para FC_switch_A_1:
FC switch A 1# config t
EnEer congi;uration commands, one per line. End with CNTL/Z.

FC switch A 1(config)# vsan database
FC switch A 1(config-vsan-db)# show vsan
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vsan 1 information
name :VSANOOO1l state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:down

vsan 30 information
name:MCl1 FCVI 2 30 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:down

vsan 40 information
name:MCl1 STOR 2 40 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:down

vsan 70 information
name:MC2 FCVI 2 70 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:down

vsan 80 information
name:MC2 STOR 2 80 state:suspended
interoperability mode:default
loadbalancing:src-id/dst-id/oxid

operational state:down
vsan 4079:evfp isolated vsan
vsan 4094:isolated vsan
FC switch A 1(config-vsan-db)# no vsan 1 suspend
FC switch A 1(config-vsan-db)# no vsan 30 suspend
FC_switch_A_l(config—vsan—db)# no vsan 40 suspend
FC switch A 1(config-vsan-db)# no vsan 70 suspend
FC switch A 1(config-vsan-db)# no vsan 80 suspend
FC switch A 1(config-vsan-db)#

( ) #

FC switch A 1 (config-vsan-db show vsan
vsan 1 information
name:VSANOOO1l state:active
interoperability mode:default
loadbalancing:src-id/dst-id/oxid

operational state:up



vsan

vsan

vsSan

vsan

vsan

30

40

70

80

information

name:MC1 FCVI 2 30 state:active
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:up

information

name:MCl1 STOR 2 40 state:active
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:up

information
name:MC2 FCVI 2 70 state:active
interoperability mode:default
loadbalancing:src-id/dst-id
operational state:up

information

name:MC2 STOR 2 80 state:active
interoperability mode:default
loadbalancing:src-id/dst-id/oxid
operational state:up

4079:evfp isolated vsan

vsan 4094:isolated vsan

FC switch A 1(config-vsan-db)# end
FC switch A 1#

8. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:

node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:

system health alert show

c. Confirme la configuracién del MetroCluster y que el modo operativo es normal:

metrocluster show

d. Realizar una comprobacion de MetroCluster:

metrocluster check run
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9.

e. Mostrar los resultados de la comprobacion de MetroCluster:
metrocluster check show

f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show

g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

Repita este procedimiento para la segunda estructura del conmutador.

Renovacion a nuevos switches FC de Brocade

Si va a actualizar a nuevos switches FC de Brocade, debe sustituir los switches de la
primera estructura, comprobar que la configuracion de MetroCluster esté totalmente
operativa y, a continuacion, sustituir los switches de la segunda estructura.

La configuracion de MetroCluster debe estar en buen estado y en buen estado funcionamiento normal.

Las estructuras de switch MetroCluster constan de cuatro switches Brocade.
Las ilustraciones de los siguientes pasos muestran los interruptores actuales.
Los switches deben ejecutar el firmware admitido mas reciente.

"Herramienta de matriz de interoperabilidad de NetApp"

Este procedimiento no es disruptivo y tarda aproximadamente dos horas en completarse.
Necesita la contrasena de administrador y el acceso a un servidor FTP o SCP.

"Active el registro de la consola" antes de realizar esta tarea.

Las estructuras de switches se actualizan de uno en uno.

Al final de este procedimiento, los cuatro interruptores se actualizaran a interruptores nuevos.
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site_A

———

Switch Fabric 1

Site_B

FC_switch_A_1
Brocade G620

FC_switch_B_1
Brocade G620

e - - — — e — — -

r———

FC_switch_A_ 2

FC_switch_B_2

l Brocade G620 Brocade G620 l
h- — — — — A— — — —
Switch Fabric 2
Pasos

1. Desactive la primera estructura del switch:

FC_switch A l:admin> switchCfgPersistentDisable

FC switch A l:admin> switchCfgPersistentDisable

Site_A

FC_switch_A_1

Brocade 6510

r—— —

FC_switch_A_2

Switch Fabric 1
DISABLED

site_B

FC_switch_B_1
Brocade 6510

FC_switch_B_2

l Brocade 6510

E—

Brocade 6510

Switch Fabric 2

2. Sustituya los switches antiguos en un sitio de MetroCluster.

a. Descablear y retirar el interruptor desactivado.

b. Instale el nuevo interruptor en el rack.
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Site_A site B
Switch Fabric 1
DISABLED

FC_switch_A_1 FC_switch_B_1

Brocade G620 Brocade 6510

0 | —

FC_switch_aA_2 FC_switch_B_2
I Brocade 6510 Brocade 6510 l
h- A A A A A — — —
Switch Fabric 2

c. Deshabilite los nuevos conmutadores ejecutando el siguiente comando en ambos conmutadores:

switchCfgPersistentDisable

FC switch A l:admin> switchCfgPersistentDisable

d. Conecte los cables del nuevo switch mediante las asignaciones de puertos recomendadas.
"Asignaciones de puertos para conmutadores FC"

e. Repita estos mismos pasos en el sitio MetroCluster del partner para sustituir el segundo switch de la
primera estructura del switch.

Se han sustituido ambos switches de la estructura 1.

Site_A Site_B

Switch Fabric 1
DISABLED

FC_switch_ A_1 | FC_switch_B_1

Brocade G620 | Brocade G620

l—— [ — | —— 1

FC_switch_A_2 FC_switch_B_2
| Brocade 6510 Brocade 6510 I

I I I L ] A A I —— A I d

Switch Fabric 2
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3. Encienda los nuevos interruptores y deje que se inicien.

. Configure los switches FC Brocade mediante uno de los siguientes procedimientos:
"Configuracién de switches FC Brocade con archivos RCF"

"Configurar manualmente los switches FC de Brocade"

. Guarde la configuracion del switch:

cfgSave

. Espere 10 minutos para permitir que la configuracion se estabilice.

. Confirme la conectividad con los discos introduciendo el siguiente comando en uno de los nodos
MetroCluster:

run local sysconfig -v

El resultado muestra los discos conectados a los puertos del iniciador en la controladora e identifica las
bandejas conectadas a los puentes FC a SAS:

node A 1> run local sysconfig -v

NetApp Release 9.3.2X18: Sun Dec 13 01:23:24 PST 2017

System ID: 4068741258 (node A 1); partner ID: 4068741260 (node B 1)
System Serial Number: 940001025471 (node A 1)

System Rev: 70

System Storage Configuration: Multi-Path HA**<=== Configuration should
be multi-path HA**

slot 0: FC Host Adapter 0g (QLogic 8324 rev. 2, N-port, <UP>)**<===
Initiator port**

Firmware rev: 7.5.0

Flash rev: 0.0.0

Host Port Id: 0x60130

FC Node Name: 5:00a:098201:bae312
FC Port Name: 5:00a:098201:bae312
SFP Vendor: UTILITIES CORP.

SFP Part Number: FTLEF8529P3BCVAN1

SFP Serial Number: URQOQ9R
SFP Capabilities: 4, 8 or 16 Gbit

Link Data Rate: 16 Gbit
Switch Port: brcd6505-fcs40:1
**<List of disks visible to port\>**
D Vendor Model FW Size
brcd6505-fcs29:12.126L1527 : NETAPP X302_HJUPIOlTSSM NAQO4

847.5GB (1953525168 512B/sect)
brcd6505-£cs29:12.126L1528 : NETAPP X302 HJUPIOITSSA NAOZ
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847.5GB (1953525168 512B/sect)

**<List of FC-to-SAS bridges visible to port\>**
FC-to-SAS Bridge:

brcd6505-fcs40:12.126L0 : ATTO FibreBridge6500N
FB6500N102980

brcd6505-fcs42:13.126L0 : ATTO FibreBridge6500N
FB6500N102980

brcd6505-fcs42:6.126L0 : ATTO FibreBridge6500N
FB6500N101167

brcd6505-£fcs42:7.126L0 : ATTO FibreBridge6500N
FB6500N102974

**<I,ist of storage shelves visible to port\>**
brcd6505-fcs40:12.shelf6: DS4243 Firmware rev.
IOM3 B: 0200
brcd6505-fcs40:12.shelf8: DS4243 Firmware rev.
IOM3 B: 0200

8. Al volver al simbolo del sistema del switch, compruebe la versién del firmware del switch:

firmwareShow
Los switches deben ejecutar el firmware admitido mas reciente.
"Herramienta de matriz de interoperabilidad de NetApp"

9. Simular una operacion de switchover:

a. Desde el simbolo del sistema de cualquier nodo, cambie al nivel de privilegio avanzado:

set -privilege advanced

Debe responder con "y
sistema del modo avanzado (*>).

b. Realice la operacion de conmutacion con el -—simulate parametro:
metrocluster switchover -simulate
c. Vuelva al nivel de privilegio de administrador:

set -privilege admin

.61

.61

.61

.61

cuando se le solicite continuar en el modo avanzado y ver el simbolo del
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10. Repita los pasos anteriores en la segunda estructura del switch.

Después de repetir los pasos, se han actualizado los cuatro switches y la configuracion de MetroCluster
funciona correctamente.

site_A Site_B

Switch Fabric 1
FC switech A 1 FC switch B 1 |
Brocade G620 Brocade G&20 |

FC_switch_A_2 FC_switch_B_2
I Brocade G620 Brocade G620 I

Switch Fabric 2

Reemplazar un switch FC de Brocade

Debe utilizar este procedimiento especifico de Brocade para reemplazar un switch con
fallos.

Acerca de esta tarea
Necesita la contrasefa de administrador y el acceso a un servidor FTP o SCP.

"Active el registro de la consola" antes de realizar esta tarea.

En los siguientes ejemplos, FC_switch_A_1 es el switch en buen estado y FC_switch_B_1 es el switch
dafiado. El uso del puerto del switch en los ejemplos se muestra en la siguiente tabla:

Conexiones de puertos Puertos
Conexiones FC-VI 0,3
Conexiones HBA 1,2,4,5
Conexiones de puente FC a SAS 6,7
Conexiones ISL 10, 11

Los ejemplos muestran dos puentes FC a SAS. Si tiene mas, debe deshabilitar y, posteriormente, habilitar los
puertos adicionales.

@ Este procedimiento no es disruptivo y tarda aproximadamente dos horas en completarse.
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El uso del puerto del switch debe seguir las asignaciones recomendadas.
+ "Asignaciones de puertos para conmutadores FC"

Pasos

1. Cierre la barrera del switch sometido a sustitucion deshabilitando los puertos ISL del switch saludable en
la estructura y los puertos FC-VI y HBA del switch danado (si el switch dafnado sigue funcionando):

a. Deshabilite los puertos ISL en el switch en buen estado de cada puerto:

portcfgpersistentdisable port-number

FC switch A 1l:admin> portcfgpersistentdisable 10
FC switch A 1:admin> portcfgpersistentdisable 11

b. Si el switch dafiado sigue operativo, desactive los puertos FC-VI y HBA de ese switch para cada
puerto:

portcfgpersistentdisable port-number

FC switch B 1l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable
FC switch B 1l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable

g b W NN PO

FC switch B l:admin> portcfgpersistentdisable

2. Si el interruptor dafiado sigue en funcionamiento, recoja la salida del switchshow comando.

FC switch B 1l:admin> switchshow
switchName: FC switch B 1
switchType: 71.2
switchState:0Online
switchMode: Native
switchRole: Subordinate
switchDomain: 2
switchId: fffcOl
switchWwn: 10:00:00:05:33:86:89:cb
zoning: OFF
switchBeacon: OFF

3. Inicie y preconfigure el nuevo conmutador antes de instalarlo fisicamente:
a. Encienda el nuevo interruptor y deje que arranque.

b. Compruebe la version de firmware del switch para confirmar que coincide con la version de otros
switches de FC:
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firmwareShow

c. Configure el nuevo conmutador siguiendo los procedimientos de Brocade en "Configure los switches
FC".

@ En este momento, el nuevo switch no esta cableado a la configuracion de MetroCluster.

d. Deshabilite los puertos FC-VI, HBA y almacenamiento en el switch nuevo y los puertos conectados a
los puentes FC-SAS.

FC switch B l:admin> portcfgpersistentdisable
FC switch B 1l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable
FC switch B 1l:admin> portcfgpersistentdisable

a b w NP O

FC switch B l:admin> portcfgpersistentdisable

FC switch B l:admin> portcfgpersistentdisable
FC switch B l:admin> portcfgpersistentdisable 7

4. Sustituya fisicamente el interruptor:
a. Apague el switch FC dafado.
b. Apague el switch FC de repuesto.

c. Descablear y retirar el interruptor dafiado, observando con cuidado qué cables estan conectados a
qué puertos.

d. Instale el interruptor de sustitucién en el rack.
e. Conecte el interruptor de sustitucion exactamente como se cableo el interruptor antiguo.
f. Encienda el nuevo switch FC.

5. Para habilitar el cifrado ISL, consulte "Configurar manualmente los switches FC de Brocade" .
Si habilita el cifrado ISL, debe completar las siguientes tareas:

> Deshabilite la estructura virtual

o Establezca la carga util

> Defina la directiva de autenticacion

> Habilite el cifrado ISL en switches de Brocade

6. Complete la configuracion del nuevo switch:

a. Habilite los ISL:

portcfgpersistentenable port-number

FC switch B 1l:admin> portcfgpersistentenable 10
FC switch B l:admin> portcfgpersistentenable 11
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b. Compruebe la configuracion de la division en zonas:
cfg show
c. En el switch de reemplazo (FC_switch_B_1 en el ejemplo), verifique que los ISL estén en linea:

switchshow

FC switch B 1l:admin> switchshow
switchName: FC switch B 1
switchType: 71.2
switchState:Online

switchMode: Native

switchRole: Principal
switchDomain: 4

switchId: fffc03

switchWwn: 10:00:00:05:33:8c:2e:9a
zoning: OFF
switchBeacon: OFF

Index Port Address Media Speed State Proto

10 10 030A00 id 16G Online FC E-Port

10:00:00:05:33:86:89:cb "FC switch A 1"
11 11 030B0O0O id 16G Online FC E-Port

10:00:00:05:33:86:89:cb "FC switch A 1" (downstream)

d. Habilite los puertos de almacenamiento que se conectan a los puentes de FC.

FC switch B l:admin> portcfgpersistentenable 6
FC switch B 1l:admin> portcfgpersistentenable 7

e. Habilite los puertos de almacenamiento, HBAy FC-VI.

En el ejemplo siguiente se muestran los comandos utilizados para habilitar los puertos que conectan
los adaptadores de HBA:

FC switch B l:admin> portcfgpersistentenable
FC switch B l:admin> portcfgpersistentenable
FC switch B l:admin> portcfgpersistentenable

g N

FC switch B l:admin> portcfgpersistentenable

En el ejemplo siguiente se muestran los comandos utilizados para habilitar los puertos que conectan



los adaptadores de FC-VI:

FC switch B l:admin> portcfgpersistentenable O
FC switch B l:admin> portcfgpersistentenable 3
7. Compruebe que los puertos estan en linea:
switchshow

8. Compruebe el funcionamiento de la configuracién de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

c. Confirme la configuracion del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realizar una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacion de MetroCluster:
metrocluster check show

f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show

g. Ejecucion "Config Advisor".

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

Cambiar el nombre a un switch FC de Brocade

Es posible que deba cambiar el nombre de un switch Brocade FC para garantizar una
nomenclatura coherente en toda la configuracion.

Acerca de esta tarea

"Active el registro de la consola" antes de realizar esta tarea.

Pasos
1. Deshabilite de forma persistente el switch o los switches de una estructura:

switchcfgpersistentdisable
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En el siguiente ejemplo, se muestra el resultado del switchcfgpersistentdisable comando:

7840 FCIP 2:admin> switchcfgpersistentdisable

Switch's persistent state set to 'disabled'

2018/03/09-07:41:06, [ESM-2105], 146080, FID 128, INFO, 7840 FCIP 2, VE
Tunnel 24 is DEGRADED.

2018/03/09-07:41:06, [ESM-2104], 146081, FID 128, INFO, 7840 FCIP 2, VE
Tunnel 24 is OFFLINE.

7840 FCIP_ 2:admin>

2. Cambie el nombre del conmutador o de los interruptores:
switchname new-switch-name
Si va a cambiar el nombre de ambos switches de la estructura, utilice el mismo comando de cada switch.

En el siguiente ejemplo, se muestra el resultado del switchname new-switch-name comando:

7840 FCIP 2:admin> switchname FC switch 1 B

Committing configuration...

Done.

Switch name has been changed.Please re-login into the switch for the
change to be applied.

2018/03/09-07:41:20, [IPAD-1002], 146082, FID 128, INFO, FC switch 1 B,
Switch name has been successfully changed to FC switch 1 B.

7840 FCIP_ 2:admin>

3. Reinicie el interruptor o los interruptores:

reboot

Si va a cambiar el nombre de ambos switches en la estructura, reinicie ambos switches. Una vez
completado el reinicio, se cambia el nombre del switch en todos los lugares.

En el siguiente ejemplo, se muestra el resultado del reboot comando:
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7840 FCIP 2:admin> reboot

Warning: This command would cause the switch to reboot

and result in traffic disruption.

Are you sure you want to reboot the switch [y/n]?y
2018/03/09-07:42:08, [RAS-1007], 146083, CHASSIS, INFO, Brocade7840,
System is about to reload.

Rebooting! Fri Mar 9 07:42:11 CET 2018

Broadcast message from root (ttyS0) Fri Mar 9 07:42:11 2018...

The system is going down for reboot NOW !!

INIT: Switching to runlevel: 6

INIT:

2018/03/09-07:50:48, [ESM-1013], 146104, FID 128, INFO, FC switch 1 B,
DP0 Configuration replay has completed.

2018/03/09-07:50:48, [ESM-1011], 146105, FID 128, INFO, FC switch 1 B,
DPO is ONLINE.

*** CORE FILES WARNING (03/09/18 - 08:00:00 ) **x*

10248 KBytes in 1 file(s)
use "supportsave" command to upload

**x FFDC FILES WARNING (03/09/18 - 08:00:00 ) *=*x=*
520 KBytes in 1 file(s)

4. Habilite los switches de forma persistente: switchcfgpersistentenable

En el siguiente ejemplo, se muestra el resultado del switchcfgpersistentenable comando:

90



FC switch 1 B:admin> switchcfgpersistentenable

Switch's persistent state set to 'enabled'

FC switch 1 B:admin>

FC switch 1 B:admin>

FC switch 1 B:admin> 2018/03/09-08:07:07, [ESM-2105], 146106, FID 128,
INFO, FC switch 1 B, VE Tunnel 24 is DEGRADED.

2018/03/09-08:07:10, [ESM-2106], 146107, FID 128, INFO, FC_switch 1 B,
VE Tunnel 24 is ONLINE.

FC switch 1 B:admin>

FC switch 1 B:admin> switchshow

switchName: FC switch 1 B
switchType: 148.0
switchState: Online
switchMode: Native
switchRole: Subordinate
switchDomain: 6
switchId: fffc06
switchWwn: 10:00:50:eb:1a:9%9a:a5:79
zoning: ON (CFG_FAB 2 RCF 9 3)
switchBeacon: OFF
FC Router: OFF
FC Router BB Fabric ID: 128
Address Mode: 0
HIF Mode: OFF
Index Port Address Media Speed State Proto
0 0 060000 id 16G Online FC F-Port
50:0a:09:81:06:a5:5a:08
1 1 060100 id 16G Online FC F-Port

50:0a:09:83:06:a5:5a:08

5. Compruebe que el cambio de nombre del switch sea visible en el simbolo del sistema del cluster ONTAP:
storage switch show

En el siguiente ejemplo, se muestra el resultado del storage switch show comando:
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cluster A::*> storage switch show
(storage switch show)

Symbolic Is
Monitor
Switch Name Vendor Model Switch WWN Monitored
Status

Brocade 172.20.7.90
RTP-FC01-5100Q40
Brocade Brocade7840
1000c4£f57¢c904bc8 true
ok
Brocade 172.20.7.91
RTP-FC02-510Q40
Brocade Brocade7840
100050ebla%aab79 true
ok
Brocade 172.20.7.92

Deshabilitacion del cifrado en switches Brocade FC
Puede que deba deshabilitar el cifrado en los switches Brocade FC.

Pasos
1. Envie un mensaje de AutoSupport desde ambos sitios que indique el inicio del mantenimiento.

cluster A::> autosupport invoke -node * -type all -message MAINT=4h

cluster B::> autosupport invoke -node * -type all -message MAINT=4h

2. Compruebe el funcionamiento de la configuracion de MetroCluster en el cluster A.

a. Confirme la configuracion del MetroCluster y que el modo operativo es normal:
metrocluster show

cluster A::> metrocluster show

b. Realice una comprobacion de MetroCluster:
metrocluster check run
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cluster A::> metrocluster check run

C. Mostrar los resultados del control MetroCluster:
metrocluster check show

cluster A::> metrocluster check show

3. Comprobar el estado de ambos interruptores:

fabric show

switch A 1l:admin> fabric show

switch B 1l:admin> fabric show

4. Desactivar ambos interruptores:

switchdisable

switch A 1l:admin> switchdisable

switch B 1l:admin> switchdisable

5. Compruebe las rutas disponibles para los nodos en cada cluster:

sysconfig

cluster A::> system node run -node node-name -command sysconfig -a

cluster B::> system node run -node node-name -command sysconfig -a
Dado que la estructura del switch esta deshabilitada, la configuracién de almacenamiento del sistema
debe ser Single-Path ha.

6. Compruebe el estado del agregado para ambos clusteres.

cluster A::> aggr status
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cluster B::> aggr status

El resultado del sistema debe mostrar que los agregados se reflejan y son normales para ambos clusteres:

mirrored, normal

7. Repita los siguientes subpasos desde el simbolo del sistema del administrador en ambos switches.

a. Muestra los puertos cifrados:
portenccompshow

switch A l:admin> portenccompshow

b. Desactive el cifrado en los puertos cifrados:
portcfgencrypt - disable port-number

switch A 1l:admin> portcfgencrypt --disable 40
switch A 1l:admin> portcfgencrypt --disable 41
switch A 1:admin> portcfgencrypt --disable 42
switch A 1l:admin> portcfgencrypt --disable 43

c. Establezca el tipo de autenticacion en All:

authUtil --set -a all

switch A 1l:admin> authUtil --set -a all

a. Establezca la directiva de autenticacion en el conmutador. para desactivar:
authutil --policy -sw off

switch A l:admin> authutil --policy -sw off

b. Establezca el grupo Diffie-Hellman de autenticacion en * :
authutil --set -g *

switch A 1:admin> authUtil --set -g *

C. Eliminar la base de datos de claves secretas:
secAuthSecret --remove -all
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switch A l:admin> secAuthSecret --remove -all

d. Confirme que el cifrado esta desactivado en los puertos:
portenccompshow

switch A 1:admin> portenccompshow

€. Activar el interruptor:
switchenable

switch A 1l:admin> switchenable

f. Confirme el estado de los ISL:
islshow

switch A 1:admin> islshow

8. Compruebe las rutas disponibles para los nodos en cada cluster:

sysconfig

cluster A::> system node run -node * -command sysconfig -a

cluster B::> system node run -node * -command sysconfig -a
La salida del sistema debe indicar que la configuracion del almacenamiento del sistema ha cambiado a
Quad-Path ha.

9. Compruebe el estado del agregado para ambos clUsteres.

cluster A::> aggr status

cluster B::> aggr status

El sistema debe mostrar que los agregados se reflejan y son normales para ambos clusteres, tal y como
se muestra en el siguiente resultado del sistema:

mirrored, normal
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10. Compruebe el funcionamiento de la configuracion de MetroCluster en el cluster A.

a. Realice una comprobacion de MetroCluster:
metrocluster check run

cluster A::> metrocluster check run

b. Mostrar los resultados del control MetroCluster:
metrocluster check show

cluster A::> metrocluster check show
11. Envie un mensaje de AutoSupport desde ambos sitios donde se indique el fin del mantenimiento.

cluster A::> autosupport invoke -node node-name -type all -message
MATINT=END

cluster B::> autosupport invoke -node node-name -type all -message
MAINT=END

Cambie las propiedades de ISL, los puertos ISL o la configuraciéon de IOD/OOD en un switch Brocade

Es posible que deba agregar ISL a un switch si va a agregar o actualizar hardware, como
controladoras o switches adicionales o mas rapidos.

Antes de empezar

Asegurese de que el sistema esté configurado correctamente, de que todos los switches estructurales estén
operativos y de que no haya errores.

"Active el registro de la consola" antes de realizar esta tarea.
Si el equipo del enlace ISL cambia y la nueva configuracién de enlace ya no admite la configuracion actual, la

conexion de enlaces y la entrega solicitada, entonces debe volver a configurarse la estructura para la politica
de enrutamiento correcta: Entrega bajo pedido (IOD) o entrega fuera de servicio (OOD).

@ Para realizar cambios en OOD desde el software ONTAP, siga estos pasos: "Configurar la
entrega bajo pedido o la entrega fuera de servicio de tramas en el software ONTAP"

Pasos
1. Desactive los puertos FCVI y HBA de almacenamiento:

portcfgpersistentdisable port number

De forma predeterminada, los primeros 8 puertos (puertos 0 a 7) se utilizan para FCVI y HBA de
almacenamiento. Los puertos deben deshabilitarse de forma persistente para que los puertos
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permanezcan deshabilitados en caso de un reinicio del switch.

En el siguiente ejemplo, se muestran los puertos ISL 0—7 que se estan deshabilitando en ambos

switches:

Switch A l:admin> portcfgpersistentdisable 0-7

Switch B 1l:admin> portcfgpersistentdisable 0-7

2. Cambie los puertos ISL segun sea necesario.

Opcion
Para cambiar la velocidad de
un puerto ISL...

Para cambiar la distancia de
un puerto ISL...

Para quitar un ISL...

Para afadir un ISL...

Para reubicar un ISL...

Paso

Utilice la portcfgspeed port number port speedcomando en
ambos switches de la estructura.

En el ejemplo siguiente, cambia la velocidad del puerto ISL de 40 Gbps a
16 Gbps:

brocade switch A 1:admin> portcfgspeed 40 16

Puede comprobar que la velocidad ha cambiado con el switchshow
comando:

brocade switch A 1l:admin> switchshow

Debe ver la siguiente salida:

40 40 062800 id 16G No Sync FC Disabled

Utilice la portcfglongdistance port number port distance
comando en ambos switches de la estructura.

Desconecte el eslabdn.

Inserte SFP en los puertos que va a afiadir como puertos ISL. Asegurese
de que estos puertos figuran en la "Instale un MetroCluster FAS" para el
switch al que se estan anadiendo.

Reubicar un ISL es el mismo que quitar y luego afadir un ISL. En primer
lugar, quite el ISL desconectando el enlace y luego inserte SFP en los
puertos que esta afiadiendo como puertos ISL.

Cuando realice cambios en los puertos ISL, es posible que también necesite aplicar la
configuracion adicional recomendada por el proveedor de WDM. Consulte la documentacion
del proveedor de WDM para obtener orientacion.
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3.
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Reconfigurar para entrega fuera de servicio (OOD) o entrega en orden (I0OD).

Si las directivas de enrutamiento siguen siendo las mismas, no es necesario volver a

@ configurar y se puede ignorar este paso. La configuracion de ONTAP debe coincidir con la
configuracion estructural. Si la estructura esta configurada para OOD, ONTAP también debe
configurarse para OOD. Lo mismo se aplica a la I10D.

Este paso debe ejecutarse en las siguientes situaciones:
o Mas de un ISL formd una conexién troncal antes del cambio, pero después del cambio ya no es
compatible con la conexién. En este caso, debe configurar la estructura para OOD.
o Hay un ISL antes del cambio y varios ISL después del cambio.

o Si existen varios ISL que forman un tronco, configure la estructura para IOD. Si varios ISL no puede
formar un tronco, configure la estructura para OOD.

° Desactive los switches de forma persistente mediante el switchcfgpersistentdisable comando
como se muestra en el ejemplo siguiente:

Switch A 1l:admin> switchcfgpersistentdisable
Switch B l:admin> switchcfgpersistentdisable

i. Configure el modo de conexion de enlaces para cada ISL portcfgtrunkport port number
como se muestra en la siguiente tabla:

Situacion Pasos

Configurar el ISL para la Ajuste la portcfgtrunkport port numbera 1:
conexion de enlaces \(IOD\)

FC switch A l:admin> portcfgtrunkport 20
FC switch A l:admin> portcfgtrunkport 21
FC switch B l:admin> portcfgtrunkport 20

e e

FC switch B l:admin> portcfgtrunkport 21

Configurar el ISL para la Ajuste la portcfgtrunkport port numbera0:
conexion de enlaces
\(OOD\)

FC switch A 1:admin> portcfgtrunkport 20

FC switch A l:admin> portcfgtrunkport 21
FC switch B l:admin> portcfgtrunkport 20

o O O O

FC switch B 1l:admin> portcfgtrunkport 21

i. Configure la estructura para 10D o OOD segun sea necesario.

Situacion Pasos



Configure el tejido para IOD Establezca los tres ajustes de 10D, APT y DLS utilizando iodset,
aptpolicypolicy,y. dlsreset comandos como se muestran en
el siguiente ejemplo:

Switch A l:admin> iodset
Switch A l:admin> aptpolicy 1

Policy updated successfully.
Switch A l:admin> dlsreset

FC switch A l:admin>portcfgtrunkport 40
FC switch A l:admin>portcfgtrunkport 41

Switch B l:admin> iodset
Switch B l:admin> aptpolicy 1

Policy updated successfully.
Switch B l:admin> dlsreset

FC switch B l:admin>portcfgtrunkport 20
FC switch B l:admin>portcfgtrunkport 21

Configure la estructura para Establezca los tres ajustes de 10D, APT y DLS utilizando
O0oD iodreset, aptpolicypolicy,y. dlsset comandos como se
muestran en el siguiente ejemplo:

Switch A l:admin> iodreset
Switch A l:admin> aptpolicy 3

Policy updated successfully.
Switch A l:admin> dlsset

FC switch A 1l:admin> portcfgtrunkport 40
FC switch A l:admin> portcfgtrunkport 41

Switch B l:admin> iodreset
Switch B l:admin> aptpolicy 3

Policy updated successfully.
Switch B l:admin> dlsset

FC switch B l:admin> portcfgtrunkport 40
FC switch B l:admin> portcfgtrunkport 41

iii. Habilite los switches de forma persistente:

switchcfgpersistentenable

switch A l:admin>switchcfgpersistentenable

switch B l:admin>switchcfgpersistentenable
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+ Si este comando no existe, utilice switchenable comando como se muestra en el ejemplo
siguiente:

brocade switch A 1l:admin>
switchenable

i. Compruebe la configuracién de OOD mediante iodshow, aptpolicy, Y. dlsshow comandos como
se muestran en el siguiente ejemplo:

switch A 1l:admin> iodshow
IOD is not set

switch A 1l:admin> aptpolicy
Current Policy: 3 0 (ap)

0 (ap) : Default Policy
Port Based Routing Policy

AP Shared Link Policy
AP Dedicated Link Policy

command aptpolicy completed

3
1:
3: Exchange Based Routing Policy
0:
1:

switch A 1l:admin> dlsshow
DLS is set by default with current routing policy

@ Debe ejecutar estos comandos en ambos switches.

i. Compruebe la configuracion de IOD mediante iodshow, aptpolicy, Y. dlsshow comandos como se
muestran en el siguiente ejemplo:
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switch A 1:admin> iodshow
IOD is set

switch A 1:admin> aptpolicy
Current Policy: 1 0 (ap)

0 (ap) : Default Policy
Port Based Routing Policy

AP Shared Link Policy
AP Dedicated Link Policy
command aptpolicy completed

3
1
3: Exchange Based Routing Policy
0
1

switch A l:admin> dlsshow
DLS is not set
(D Debe ejecutar estos comandos en ambos switches.

4. Verifique que los ISL estén en linea y conectados (si el equipo de enlace admite enlaces troncales)
mediante el is1show y.. trunkshow comandos.

@ Si se activa FEC, el valor de deskew del ultimo puerto en linea del grupo troncal podria
mostrar una diferencia de hasta 36 aunque todos los cables tengan la misma longitud.

¢Estan los ISLs Vera la siguiente salida del sistema...
troncales?
Si Si los ISL estan troncales, sélo aparece un ISL en la salida para el islshow

comando. Puede aparecer el puerto 40 o el puerto 41 segun el patron de tronco. El
resultado de trunkshow En caso de que un tronco con el ID ™1™ liste los ISL
fisicos en los puertos 40 y 41. En el siguiente ejemplo, los puertos 40 y 41 estan
configurados para su uso como ISL:

switch A 1:admin> islshow 1:

40-> 40 10:00:00:05:33:88:9¢c:68 2 switch B 1 sp: 16.000G
bw: 32.000G TRUNK CR RECOV FEC

switch A 1:admin> trunkshow

1: 40-> 40 10:00:00:05:33:88:9c:68 2 deskew 51 MASTER
41-> 41 10:00:00:05:33:88:9c:68 2 deskew 15
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No Si los ISLs no estan troncales, ambos ISL aparecen por separado en los resultados
para islshow y.. trunkshow. Ambos comandos enumeran los ISLs con su ID de
"™y "2"™. En el siguiente ejemplo, los puertos «'40'» y «'41'» estan configurados
para su uso como ISL:

switch A l:admin> islshow

1: 40-> 40 10:00:00:05:33:88:9c:68 2 switch B 1 sp:
16.000G bw: 16.000G TRUNK CR RECOV FEC

2: 41-> 41 10:00:00:05:33:88:9c:68 2 switch B 1 sp:
16.000G bw: 16.000G TRUNK CR RECOV FEC
switch A 1:admin> trunkshow

1: 40-> 40 10:00:00:05:33:88:9c:68 2 deskew 51 MASTER
2: 41-> 41 10:00:00:05:33:88:9¢c:68 2 deskew 48 MASTER

9. Ejecute el spinfab Comando en ambos switches para verificar que los ISL estan en buen estado:

switch A l:admin> spinfab -ports 0/40 - 0/41

6. Habilite los puertos que se deshabilitaron en el paso 1:
portenable port number

En el siguiente ejemplo se muestran los puertos ISL «'0'» a «'7'» activados:

brocade switch A l:admin> portenable 0-7

Reemplazar un switch Cisco FC

Debe utilizar pasos especificos de Cisco para reemplazar un switch FC de Cisco con
fallos.

Antes de empezar
Necesita la contrasena de administrador y el acceso a un servidor FTP o SCP.

"Active el registro de la consola" antes de realizar esta tarea.

Acerca de esta tarea
Este procedimiento no es disruptivo y tarda aproximadamente dos horas en completarse.

En los ejemplos de este procedimiento, FC_switch_A_1 es el conmutador en buen estado y FC_switch_B_1
es el conmutador dafiado. El uso del puerto del switch en los ejemplos se muestra en la siguiente tabla:

Funcion Puertos
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Conexiones FC-VI 1,4

Conexiones HBA 2,3,56
Conexiones de puente FC a SAS 7,8
Conexiones ISL 36, 40

Los ejemplos muestran dos puentes FC a SAS. Si tiene mas, debe deshabilitar y, posteriormente, habilitar los
puertos adicionales.

El uso del puerto del switch debe seguir las asignaciones recomendadas.
» "Asignaciones de puertos para conmutadores FC"

Pasos
1. Deshabilite los puertos ISL del switch Healthy para cercar el switch deteriorado.

Estos pasos se realizan en el interruptor en buen estado.

a. Entrar en el modo de configuracién:
conf t

b. Deshabilite los puertos ISL en el switch saludable con el interface y.. shut comandos.

FC switch A 1# conf t

FC switch A 1(config)# interface fcl/36
FC switch A 1(config)# shut
FC _switch A 1(config)# interface fcl/40
FC switch A 1(config)# shut

c. Salga del modo de configuracion y copie la configuracion en la configuracion de inicio.

FC switch A 1(config)# end
FC switch A 1# copy running-config startup-config
FC switch A 1#
2. Cierre la barrera de los puertos FC-VI y HBA del switch dafiado (si todavia se esta ejecutando).
Estos pasos se realizan en el interruptor dafiado.
a. Entrar al modo de configuracion:

conf t

b. Si el switch dafiado sigue en funcionamiento, desactive los puertos FC-VI y HBA del switch afectado
con la interfaz y los comandos de apagado.
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FC switch B 1(config)# interface
FC switch B 1(config)# shut
FC switch B 1(config)# interface
FC switch B 1(config)# shut
FC switch B 1(config)# interface
FC switch B 1(config)# shut
FC switch B 1(config)# interface
FC switch B 1(config)# shut

fcl/1

fcl/4

fcl/2-3

fcl/5-6

c. Salga del modo de configuracion y copie la configuracion en la configuracion de inicio.

FC switch B 1(config)# end

FC switch B 1# copy running-config startup-config

FC switch B 1#

3. Si el interruptor dafiado sigue en funcionamiento, determine el WWN del conmutador:

show wwn switch

FC switch B 1# show wwn switch

Switch WWN is 20:00:54:7f:ee:e3:86:50

FC switch B 1#

4. Arranque y preconfigure el interruptor de sustitucion antes de instalarlo fisicamente.

En este momento, el switch de reemplazo no esta cableado a la configuracion de MetroCluster. Los

puertos ISL del switch del partner estan deshabilitados (en modo apagado) y sin conexion.

a. Encienda el interruptor de sustitucion y deje que arranque.

b. Compruebe la version de firmware del switch de reemplazo para confirmar que coincide con la version

de otros switches de FC:

show version

c. Configure el conmutador de sustitucion segun se describe en la Guia de instalacion y configuracion de
MetroCluster, omitiendo la seccién ""Configuracion de la division en zonas en un conmutador de Cisco

FC".

"Instalacion y configuracion de MetroCluster estructural”

Configurara la division en zonas mas adelante en este procedimiento.

a. Deshabilite los puertos FC-VI, HBA y almacenamiento en el switch de reemplazo.
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FC switch B 1# conf t

FC switch B 1(config)# interface fcl/1
FC switch B 1(config)# shut

FC switch B 1(config)# interface fcl/4
FC switch B 1(config)# shut

FC switch B 1(config)# interface fcl/2-3
FC switch B 1(config)# shut

FC switch B 1(config)# interface fcl/5-6
FC switch B 1(config)# shut

FC switch B 1(config)# interface fcl/7-8

FC switch B 1(config)# shut
FC switch B 1# copy running-config startup-config
FC switch B 1#

5. Sustituya fisicamente el interruptor danado:

a.
b.

C.

d.
e.
f.

Apague el interruptor dafiado.
Apague el interruptor de sustitucion.

Descablear y retirar el interruptor dafiado, observando con cuidado qué cables estan conectados a
qué puertos.

Instale el interruptor de sustitucion en el rack.
Conecte el cable del interruptor de sustitucion exactamente cuando el interruptor dafado se cableo.

Encienda el interruptor de sustitucion.

6. Habilite los puertos ISL en el switch de reemplazo.

FC switch B 1# conf t

FC switch B 1(config)# interface fcl/36

FC switch B 1(config)# no shut

FC switch B 1 (config)# end

FC switch B 1# copy running-config startup-config
FC switch B 1(config)# interface fcl/40

FC switch B 1(config)# no shut

FC switch B 1(config)# end

FC switch B 1#

7. Compruebe que los puertos ISL del switch de reemplazo estén activos:

show interface brief

8. Ajuste la divisién en zonas del switch de reemplazo para que coincida con la configuracién de
MetroCluster:

a. Distribuya la informacion de divisién en zonas desde la estructura en buen estado.

En este ejemplo, se ha sustituido FC_switch_B_1 y se recupera la informacién de la divisién en zonas
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de FC_switch A 1:

FC switch A 1(config-zone)# zoneset distribute full vsan 10
FC switch A 1(config-zone)# zoneset distribute full vsan 20
FC switch A 1(config-zone)# end

b. En el switch de sustitucién, compruebe que la informaciéon de division en zonas se ha recuperado
correctamente del switch en buen estado:

show zone

FC switch B 1# show zone

zone name FC-VI Zone 1 10 vsan 10
interface fcl/1 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/4 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/1l swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/4 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25A vsan 20
interface fcl/2 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/3 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/5 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/6 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/2 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/3 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/5 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/6 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25B vsan 20
interface fcl/2 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/3 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/5 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/6 swwn 20:00:54:7f:ee:e3:86:50
interface fcl/2 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/3 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/5 swwn 20:00:54:7f:ee:b8:24:c0
interface fcl/6 swwn 20:00:54:7f:ee:b8:24:c0

FC switch B 1#

c. Busque las WWN de los switches.
En este ejemplo, las dos WWN de switch son las siguientes:

= FC_switch_A 1: 20:00:54:7f.ee:b8:24:c0
= FC_switch_B_1: 20:00:54:7f.ee:c6:80:78
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FC switch B 1# show wwn switch
Switch WWN is 20:00:54:7f:ee:c6:80:78
FC switch B 1#

FC switch A 1# show wwn switch
Switch WWN is 20:00:54:7f:ee:b8:24:c0
FC switch A 1#

. Quite los miembros de la zona que no pertenecen a las WWN del conmutador de los dos
conmutadores.

En este ejemplo, "'no hay interfaz de miembro™ en el resultado muestra que los siguientes miembros
no estan asociados con el WWN de switch de ninguno de los switches de la estructura y deben
eliminarse:
= Nombre de zona FC-VI_Zone_1_10 vsan 10
= interfaz fc1 20:00:54:7f.ee:e3:86:50
= interfaz fc1/2 20:00:54:7f.ee:e3:86:50
= Nombre de zona STOR _Zone_1 20 25Avsan 20
= interfaz fc1/5 20:00:54:7f:ee:e3:86:50
= interfaz fc1/8 20:00:54:7f.ee:e3:86:50
= interfaz fc1/9 20:00:54:7f.ee:e3:86:50
= interfaz fc1/10 20:00:54:7f.ee:e3:86:50
= interfaz fc1/11 20:00:54:7f.ee:e3:86:50
= Nombre de zona STOR _Zone_1 20 25B vsan 20
= interfaz fc1/8 20:00:54:7f.ee:e3:86:50
= interfaz fc1/9 20:00:54:7f.ee:e3:86:50
= interfaz fc1/10 20:00:54:7f.ee:e3:86:50

= Interfaz fc1/11 20:00:54:7f.ee:e3:86:50 el siguiente ejemplo muestra la eliminacion de estas
interfaces:
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FC switch B 1# conf t

FC switch B 1(config)# zone
FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1 (config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1 (config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
20:00:54:7f:ee:e3:86:50

FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#
FC switch B 1(config-zone)#

name FC-VI Zone 1 10 wvsan 10

no member interface fcl/1 swwn

no member interface fcl/2 swwn
zone name STOR Zone 1 20 25A vsan
no member interface fcl/5 swwn

no member interface fcl/8 swwn

no member interface fcl/9 swwn

no member interface fcl/10 swwn
no member interface fcl/1ll swwn
zone name STOR Zone 1 20 25B vsan
no member interface fcl/8 swwn

no member interface fcl/9 swwn

no member interface fcl/10 swwn
no member interface fcl/11 swwn
save running-config startup-config
zoneset distribute full 10

zoneset distribute full 20
end

FC switch B 1# copy running-config startup-config

e. Agregue los puertos del conmutador de sustitucion a las zonas.

Todo el cableado del interruptor de sustitucidn debe ser el mismo que en el interruptor dafado:



FC switch B 1# conf t
FC switch B 1(config)# zone name FC-VI Zone 1 10 vsan 10
FC switch B 1(config-zone)# member interface fcl/l swwn
20:00:54:7f:ee:c6:80:78
FC_switch_B_l(config—zone)# member interface fcl/2 swwn
20:00:54:7f:ee:c6:80:78
FC_switch_B_l(config—zone)# zone name STOR Zone 1 20 25A vsan 20
FC_switch_B_l(config—zone)# member interface fcl/5 swwn
20:00:54:7f:ee:c6:80:78
FC_switch_B_l(config—zone)# member interface fcl/8 swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1(config-zone)# member interface fcl/9 swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1(config-zone)# member interface fcl/10 swwn
20:00:54:7f:ee:c6:80:78
FC_switch_B_l(config—zone)# member interface fcl/1ll swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1(config-zone)# zone name STOR Zone 1 20 25B wvsan 20
FC_switch_B_l(config—zone)# member interface fcl/8 swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1(config-zone)# member interface fcl/9 swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1(config-zone)# member interface fcl/10 swwn
20:00:54:7f:ee:c6:80:78
FC_switch_B_l(config—zone)# member interface fcl/1ll swwn
20:00:54:7f:ee:c6:80:78
FC switch B 1 (config-zone)# save running-config startup-config
FC switch B 1(config-zone)# zoneset distribute full 10

( )# zoneset distribute full 20
FC switch B 1(config-zone)# end

FC switch B 1 (config-zone

FC switch B 1# copy running-config startup-config

f. Compruebe que la division en zonas esté correctamente configurada:
show zone

El siguiente ejemplo de salida muestra las tres zonas:
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interface
interface
interface

interface

interface
interface
interface
interface
interface
interface
interface
interface

interface

interface
interface
interface
interface
interface
interface
interface
interface

interface

FC switch B 1#

FC switch B 1# show zone

zone name FC-VI Zone 1 10 vsan 10

fcl/1l swwn 20:00:54:7f:ee:c6:80:78
fcl/2 swwn 20:00:54:7f:ee:c6:80:78
fcl/1 swwn 20:00:54:7f:ee:b8:24:c0
fcl/2 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25A vsan 20

fcl/5 swwn 20:00:54:7f:ee:c6:80:78
fcl/8 swwn 20:00:54:7f:ee:c6:80:78
fcl/9 swwn 20:00:54:7f:ee:c6:80:78
fcl/10 swwn 20:00:54:7f:ee:c6:80:78
fcl/11 swwn 20:00:54:7f:ee:c6:80:78
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

zone name STOR Zone 1 20 25B vsan 20

fcl/8 swwn 20:00:54:7f:ee:c6:80:78
fcl/9 swwn 20:00:54:7f:ee:c6:80:78
fcl/10 swwn 20:00:54:7f:ee:c6:80:78
fcl/11 swwn 20:00:54:7f:ee:c6:80:78
fcl/5 swwn 20:00:54:7f:ee:b8:24:c0
fcl/8 swwn 20:00:54:7f:ee:b8:24:c0
fcl/9 swwn 20:00:54:7f:ee:b8:24:c0
fcl/10 swwn 20:00:54:7f:ee:b8:24:c0
fcl/11 swwn 20:00:54:7f:ee:b8:24:c0

g. Habilite la conectividad con el almacenamiento y las controladoras.

En el ejemplo siguiente se muestra el uso del puerto:



FC switch A 1# conf t
FC switch A 1(config)# interface fcl/1
FC switch A 1(config)# no shut
FC switch A 1(config)# interface fcl/4
FC switch A 1(config)# shut
FC switch A 1(config)# interface fcl/2-3
( ) # shut
( ) #
( ) #
( ) #

interface fcl/5-6

FC switch A 1 (config
FC switch A 1 (config
FC switch A 1(config shut

FC switch A 1 (config interface fcl/7-8

FC switch A 1(config)# shut

FC switch A 1# copy running-config startup-config
FC switch A 1#

9. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

c. Confirme la configuracién del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realizar una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacién de MetroCluster:
metrocluster check show

f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show

g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

Cambie las propiedades de ISL y la configuraciéon de IOD/OOD en un switch Cisco FC

Puede agregar enlaces entre switches (ISL), cambiar la velocidad de ISL y volver a
configurar los ajustes de entrega en orden (IOD) o entrega fuera de orden (OOD) en un
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switch Cisco FC.

Agregue ISL a un switch Cisco FC

Puede que necesite agregar ISL a un switch si agrega o actualiza hardware, por ejemplo, agregar o actualizar
controladoras mas rapidas o switches mas rapidos.

Acerca de esta tarea

Realice estos pasos en ambos switches de la estructura para verificar la conectividad ISL.

Pasos

1.

6.
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Deshabilite los puertos ISL de los ISL que se van a afiadir en ambos switches de la estructura:
FC switch A l#config t
Introduzca los siguientes comandos de configuracidn, uno por linea. Introduzca CTRL-Z después de

introducir todos los comandos de configuracion.

FC switch A 1(config)# interface fcl/36
FC switch A 1(config-if)# shut
FC switch A 1(config)# end

Inserte SFP en los puertos que esta afiadiendo como puertos ISL y conecte los cables segun "Conecte un
cable a una configuracion MetroCluster estructural".

Compruebe que estos puertos aparecen en la documentacion de cableado del modelo de switch al que
esta agregandolos.

Configure los puertos ISL siguiendo los pasos indicados en "Cableado de los ISL entre los sitios
MetroCluster".

Habilite todos los puertos ISL (si no esta habilitado) en ambos switches de la estructura:
FC switch A 1# config t

Introduzca los siguientes comandos de configuracién, uno por linea. Termine con CTRL-Z después de
haber introducido todos los comandos de configuracion.

FC switch A 1# interface fcl/36
FC switch A 1(config-if)# no shut
FC switch A 1(config)# end
Compruebe que se han establecido ISL entre los dos switches:

show topology isl

Repita el procedimiento en la segunda tela:
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Local

Remote

I/F Band
PC Domain SwName
Speed width

Port

Port

SwName Domain PC

VSAN Cost I/F

1 Ox11l cisco9
l6g 64g

1 0x11 cisco?9
l6g 64g

1 Ox11 cisco?9
l6g 64g

1 Ox11l cisco?9
lé6g 64g

fcl/36

fcl/40

fcl/44

fcl/48

fcl/36

fcl/40

fcl/44

fcl/48

Cambie las velocidades del puerto ISL en un switch Cisco FC

cisco9 Oxbc 1
cisco9 Oxbc 1
cisco9 Oxbc 1
cisco9 Oxbc 1

1 15
1 15
1 15
1 15

PC
Stat Stat
up up
up up
up up
up up

Puede cambiar la velocidad de los puertos ISL en un switch para mejorar la calidad de un ISL; por ejemplo,
reduciendo la velocidad de los ISL que viajan una mayor distancia.

Acerca de esta tarea

Realice estos pasos en ambos switches de la estructura para verificar la conectividad ISL.

Pasos

1. Deshabilite los puertos ISL para las ISL que desea cambiar la velocidad de ambos switches de la

estructura:

FC switch A 1# config t

Introduzca los siguientes comandos de configuracién, uno por linea. Termine con CTRL-Z después de
haber introducido todos los comandos de configuracion.

FC switch A 1(config)# interface fcl/36
FC switch A 1(config-if)# shut

FC switch A 1(config)# end

2. Cambie la velocidad de los puertos ISL en ambos switches de la estructura:

FC switch A 1# config t

Introduzca los siguientes comandos de configuracion, uno por linea. Termine con CTRL-Z después de
haber introducido todos los comandos de configuracion.
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5.
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FC switch A 1(config)# interface fcl/36
FC switch A 1(config-if)# switchport speed 16000

@ Las velocidades de los puertos son 16 = 16.000 Gbps, 8 = 8.000 Gbps y 4 = 4.000 Gbps.

Compruebe que los puertos ISL para el switch aparecen en "Instale una configuracion de MetroCluster
estructural".

Habilite todos los puertos ISL (si no esta habilitado) en ambos switches de la estructura:
FC _switch A 1# config t

Introduzca los siguientes comandos de configuracion, uno por linea. Termine con CTRL-Z después de
haber introducido todos los comandos de configuracion.

FC switch A 1(config)# interface fcl/36
FC switch A 1(config-if)# no shut
FC switch A 1(config)# end

. Compruebe que se han establecido ISL entre los dos switches:

show topology isl

Local Remote VSAN Cost I/F PC

I/F Band
PC Domain SwName Port Port SwName Domain PC Stat Stat

Speed width

1 0x11 cisco9 fcl/36 fcl/36 cisco9 0Oxbc 1 1 15 up up

l6g 64g
1 0x11 cisco9 fcl/40 fcl1/40 cisco9 0Oxbc 1 1 15 up up

l6g 64g
1 0x11 cisco9 fcl/44 fcl/44 cisco9 0Oxbc 1 1 15 up up

l6g 649
1 0x11 cisco9 fcl/48 fcl/48 cisco9 0Oxbc 1 1 15 up up

l6g 64g

Repita el procedimiento para la segunda estructura del interruptor.
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Vuelva a configurar el VSAN para garantizar IOD u OOD de tramas

Se recomienda la configuracion de 10D estandar. Solo debe volver a configurar OOD si es necesario.

Vuelva a configurar IOD
Realice el siguiente paso para volver a configurar IOD de tramas.

Pasos
1. Entrar al modo de configuracién:

conf t
2. Active la garantia de intercambio para la VSAN:

in-order-guarantee vsan <vsan-1D>

@ Para los VSan FC-VI (FCVI_1_10y FCVI_2_30), debe habilitar la garantia de bastidores e
intercambios s6lo en VSAN 10.

a. Habilite el equilibrio de carga para VSAN:

vsan <vsan-1D> loadbalancing src-dst-id
b. Salir del modo de configuracion:

end
c. Copie el running-config en el startup-config:

copy running-config startup-config

Los comandos para configurar IOD de tramas en FC_SWITCH_A_1:

FC switch A 1# config t

FC switch A 1(config)# in-order-guarantee vsan 10

FC switch A 1(config)# vsan database

FC switch A 1(config-vsan-db)# vsan 10 loadbalancing src-dst-id
FC switch A 1(config-vsan-db)# end

FC switch A 1# copy running-config startup-config

Los comandos para configurar IOD de tramas en FC_SWITCH_B_1:

FC switch B 1# config t

FC switch B 1(config)# in-order-guarantee vsan 10

FC switch B 1(config)# vsan database

FC switch B 1(config-vsan-db)# vsan 10 loadbalancing src-dst-id
FC switch B 1(config-vsan-db)# end

FC switch B 1# copy running-config startup-config
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Vuelva a configurar OOD

Realic

Pasos

e los siguientes pasos para volver a configurar OOD de tramas.

1. Entrar al modo de configuracion:

conf t

2. Desactive la garantia de intercambio para la VSAN:

no in-order-guarantee vsan <vsan-1ID>

3. Habilite el equilibrio de carga para VSAN:

vsan <vsan-ID> loadbalancing src-dst-id

4. Salir del modo de configuracion:

end

5. Copie el running-config en el startup-config:

copy running-config startup-config

Los comandos para configurar OOD de tramas en FC_SWITCH_A_1:

FC switch A 1# config t

FC switch A 1(config)# no in-order-guarantee vsan 10

FC switch A 1(config)# vsan database

FC switch A 1(config-vsan-db)# vsan 10 loadbalancing src-dst-id
FC switch A 1(config-vsan-db)# end

FC switch A 1# copy running-config startup-config

Los comandos para configurar OOD de tramas en FC_SWITCH_B_1:

FC switch B 1# config t

FC switch B 1(config)# no in-order-guarantee vsan 10

FC switch B 1(config)# vsan database

FC switch B 1(config-vsan-db)# vsan 10 loadbalancing src-dst-id
FC switch B 1(config-vsan-db)# end

FC switch B 1# copy running-config startup-config

(D Al configurar ONTAP en los modulos de controlador, OOD debe configurarse explicitamente
en cada modulo de controlador de la configuracion de MetroCluster.

"Obtenga informacioén sobre la configuracion de IOD u OOD de marcos en el software ONTAP".
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Cambie el proveedor o modelo de switches FC

Es posible que deba cambiar el proveedor de switches FC de Cisco a Brocade o
viceversa, cambiar el modelo de switch o cambiar ambos.

Acerca de esta tarea
* Este procedimiento se aplica cuando utiliza switches validados NetApp.
» "Active el registro de la consola" antes de realizar esta tarea.
* Debe realizar los pasos de este procedimiento en una estructura a la vez, para ambas estructuras en la
configuracion.

Pasos
1.  Compruebe el estado de la configuracion.

a. Compruebe que la MetroCluster esté configurada y en modo normal de cada clister: metrocluster
show

cluster A::> metrocluster show

Cluster Entry Name State
Local: cluster A Configuration state configured
Mode normal

AUSO Failure Domain auso-on-cluster-—

disaster
Remote: cluster B Configuration state configured

Mode normal

AUSO Failure Domain auso-on-cluster-
disaster

b. Compruebe que el mirroring esta habilitado en cada nodo: metrocluster node show

cluster A::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
node A 1 configured enabled normal

cluster B
node B 1 configured enabled normal
2 entries were displayed.

€. Compruebe que los componentes de MetroCluster sean los mismos en buen estado: metrocluster
check run
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cluster A::> metrocluster check run

Component Result
nodes ok
lifs ok

config-replication ok
aggregates ok
4 entries were displayed.

Command completed. Use the "metrocluster check show -instance"
command or sub-commands in "metrocluster check" directory for
detailed results.

To check if the nodes are ready to do a switchover or switchback
operation, run "metrocluster switchover -simulate" or "metrocluster
switchback -simulate", respectively.

d. Compruebe que no hay alertas de estado: system health alert show

2. Configure los nuevos switches antes de la instalacion.
Siga los pasos indicados en "Configure los switches FC".

3. Desconecte las conexiones de los interruptores antiguos quitando las conexiones en el siguiente orden:
a. Desconecte las interfaces MetroCluster FC y FCVI.
b. Desconecte los puentes ATTO FibreBridge.
c. Desconecte los ISL de MetroCluster.

4. Apague los interruptores antiguos, retire los cables y sustituya fisicamente los interruptores antiguos por el
interruptor nuevo.

5. Conecte los cables de los interruptores en el siguiente orden:
Debe seguir los pasos indicados en "Cableado de una configuracion MetroCluster estructural”.

a. Conecte los cables ISLs al sitio remoto.
b. Conecte los puentes ATTO FibreBridge.
c. Conecte los cables de las interfaces MetroCluster FC y FCVI.
6. Encienda los interruptores.
7. Repita para comprobar que la configuracion de MetroCluster sea correcta Paso 1.

8. Repita los pasos 1 a 7 para el segundo tejido de la configuracion.

Reemplazar una bandeja de forma no disruptiva en una configuracién MetroCluster
estructural

Es posible que tenga que saber como sustituir una bandeja de forma no disruptiva en
una configuracién MetroCluster estructural.
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(D Este procedimiento solo se puede utilizar en una configuracién de MetroCluster estructural.

Deshabilitacion del acceso a la bandeja

Debe deshabilitar el acceso a la bandeja antes de sustituir los médulos de la bandeja.

Compruebe el estado general de la configuracion. Si el sistema no parece correcto, primero debe solucionar el

problema antes de continuar.

Pasos

1. Desde ambos clusteres, todos los complejos sin conexion con discos en la pila de bandeja afectada:

aggr offline plex name

El ejemplo muestra los comandos para desconectar complejos de una controladora que ejecuta ONTAP.

cluster A 1::> storage
plex0
cluster A 1::> storage
plex0
cluster A 2::> storage
plex0
cluster A 2::> storage
plex0

aggregate

aggregate

aggregate

aggregate

plex

plex

plex

plex

2. Compruebe que los complejos estan sin conexion:

aggr status -raggr name

offline

offline

offline

offline

—aggr

—aggr

—aggr

-aggr

aggrA 1 0 -plex

dataA 1 data -plex

aggrA 2 0 -plex

dataA 2 data -plex

El ejemplo muestra los comandos para verificar que los agregados estan sin conexién para una

controladora que ejecuta cMode.

Cluster A 1::> storage
Cluster A 1::> storage
Cluster A 2::> storage
Cluster A 2::> storage

aggregate
aggregate
aggregate
aggregate

show
show
show
show

—aggr aggrA 1 O

-—aggr dataA 1 data

-—aggr aggrA 2 0

-aggr dataA 2 data

3. Deshabilite los puertos SAS o los puertos del switch en funcion de si los puentes que conectan la bandeja
de destino estan conectando una sola pila SAS o dos 0 mas pilas SAS:

> Si los puentes estan conectando una unica pila SAS, deshabilite los puertos del switch a los que estan
conectados los puentes mediante el comando correspondiente al switch.

En el siguiente ejemplo se muestra un par de puentes que conectan una sola pila SAS, que contiene la

bandeja de destino:
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Los puertos 8 y 9 de cada switch conectan los puentes a la red.

En el siguiente ejemplo se muestran los puertos 8 y 9 desactivados en un switch de Brocade.

FC switch A 1:admin> portDisable 8
FC switch A 1l:admin> portDisable 9

FC switch A 2:admin> portDisable 8
FC switch A 2:admin> portDisable 9

En el ejemplo siguiente se muestran los puertos 8 y 9 que se estan deshabilitando en un switch Cisco.

FC switch A 1# conf t

FC switch A 1(config)# int fcl/8

FC switch A 1(config)# shut

FC switch A 1(config)# int fcl/9
( ) # shut
( ) # end

FC switch A 1 (config
FC switch A 1 (config

FC switch A 2# conf t
FC switch A 2(config)# int fcl/8
FC switch A 2 (config)# shut
FC switch A 2(config)# int fcl/9
FC switch A 2(config)# shut
FC switch A 2 (config)# end

o Si los puentes estan conectando dos o mas pilas SAS, deshabilite los puertos SAS que conectan los
puentes a la bandeja de destino:
SASportDisable port number

En el siguiente ejemplo se muestra un par de puentes que conectan cuatro pilas SAS. La pila SAS 2
contiene la bandeja objetivo:
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El puerto SAS B conecta los puentes a la bandeja de destino. Al deshabilitar solo el puerto SAS B en
ambas bandejas, las otras pilas SAS pueden seguir sirviendo datos durante el procedimiento de
reemplazo.

En este caso, deshabilite el puerto SAS que conecta el puente a la bandeja de destino:
SASportDisable port number

En el ejemplo siguiente se muestra que el puerto SAS B esta desactivado desde el puente y también
se comprueba que esta deshabilitado. Debe repetir el comando en ambos puentes.

Ready. *
SASPortDisable B

SAS Port B has been disabled.

4. Si anteriormente deshabilitd los puertos del switch, compruebe que estén deshabilitados:
switchShow

El ejemplo muestra que los puertos del switch estan deshabilitados en un switch Brocade.

FC switch A 1:admin> switchShow
FC switch A 2:admin> switchShow

El ejemplo muestra que los puertos del switch estan deshabilitados en un switch de Cisco.

FC switch A 1# show interface fcl/6
FC switch A 2# show interface fcl/6

5. Espere a que ONTAP se dé cuenta de que falta el disco.

6. Apague la bandeja que desee reemplazar.
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Sustituya la bandeja

Debe quitar fisicamente todos los cables y la bandeja antes de insertar y cablear la bandeja y los médulos de
bandeja nuevos.

Pasos
1. Quite todos los discos y desconecte todos los cables de la bandeja que se va a reemplazar.
Quite los moédulos de la bandeja.
Inserte la nueva bandeja.
Inserte los discos nuevos en la bandeja nueva.
Inserte los modulos de las bandejas.

Conecte el cable de la bandeja (SAS o alimentacion).

N o g k&~ 0 DN

Encienda la bandeja.

Volver a habilitar el acceso y verificar la operacion

Una vez sustituida la bandeja, es necesario volver a habilitar el acceso y comprobar que la nueva bandeja
funcione correctamente.

Pasos

1. Compruebe que la bandeja se encienda correctamente y que los enlaces de los médulos IOM estén
presentes.

2. Habilite los puertos del switch o el puerto SAS de acuerdo con las siguientes situaciones:

Opcion Paso
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Si ha desactivado a. Active los puertos del switch:

previamente los

puertos del portEnable port number

conmutador
En el ejemplo se muestra el puerto del switch que se esta habilitando en
un switch de Brocade.

Switch A 1l:admin> portEnable 6
Switch A 2:admin> portEnable 6

En el ejemplo se muestra el puerto del switch que se esta habilitando en
un switch de Cisco.

Switch A 1# conf t
Switch A 1(config)# int fcl/6
Switch A 1(config)# no shut
Switch A 1(config)# end
Switch A 2# conf t

Switch A 2 (config)# int fcl/6
Switch A 2 (config)# no shut
) #

Switch A 2 (config end

Si anteriormente a. Habilite el puerto SAS que conecta la pila a la ubicacion de la bandeja:
deshabilité un puerto
SAS SASportEnable port number

En el ejemplo se muestra que el puerto SAS A esta habilitado desde el
puente y también se comprueba que esta habilitado.

Ready. *
SASPortEnable A

SAS Port A has been enabled.

3. Si anteriormente ha desactivado los puertos del conmutador, compruebe que estan habilitados y en linea y
que todos los dispositivos estan conectados correctamente:

switchShow

En el ejemplo se muestra la switchShow Comando para verificar que un switch Brocade esta en linea.
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Switch A 1:admin> SwitchShow
Switch A 2:admin> SwitchShow

En el ejemplo se muestra la switchShow Comando para verificar que un switch Cisco esta en linea.

Switch A 1# show interface fcl/6
Switch A 2# show interface fcl/6

@ Transcurridos varios minutos, ONTAP detecta que se han insertado nuevos discos y
muestra un mensaje para cada disco nuevo.

4. Compruebe que ONTAP ha detectado los discos:
sysconfig -a
5. En linea los complejos que estaban fuera de linea antes:
aggr onlineplex name
El ejemplo muestra los comandos para colocar complejos en una controladora que ejecuta cMode

nuevamente en linea.

Cluster A 1::> storage aggregate plex online -aggr aggrl -plex plex2
Cluster A 1::> storage aggregate plex online -aggr aggr2 -plex plexé6
Cluster A 1::> storage aggregate plex online -aggr aggr3 -plex plexl

Los complejos empiezan a resincronizar.

(D Puede supervisar el progreso de la resincronizacién mediante el aggr status
-raggr_name comando

Almacenamiento adicional en caliente a una configuraciéon FC de MetroCluster

Anadir en caliente una bandeja de discos SAS en una configuracion MetroCluster FC de conexién
directa mediante cables opticos SAS

Puede utilizar cables épticos SAS para afadir en caliente una bandeja de discos SAS a
una pila existente de bandejas de discos SAS en una configuracion FC MetroCluster de
conexion directa, 0 como una nueva pila a un HBA SAS o un puerto SAS integrado en la
controladora.

 Este procedimiento no es disruptivo y tarda aproximadamente dos horas en completarse.

* Necesita la contrasefia de administrador y el acceso a un servidor FTP o SCP.

Esta tarea se aplica a una configuracion de MetroCluster FC en la que el almacenamiento esta conectado
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directamente a las controladoras de almacenamiento con cables SAS. No se aplica a configuraciones FC de
MetroCluster mediante puentes FC a SAS o estructuras de switches FC.
Pasos

1. Siga las instrucciones para afadir en caliente una bandeja de discos SAS en Installation Guide
correspondiente al modelo de su bandeja de discos con el fin de realizar las siguientes tareas para afiadir
en caliente una bandeja de discos:

a. Instale una bandeja de discos para una adicion en caliente.
b. Encienda las fuentes de alimentacion y configure el ID de bandeja para una adicion de activo.
c. Cablee la bandeja de discos afiadida en caliente.

d. Verifique la conectividad SAS.

Agregue en caliente almacenamiento SAS a una configuracion FC de MetroCluster con conexion a
puente

Adicion en caliente de una pila de bandejas de discos SAS a un par existente de puentes FibreBridge 7600N o 7500N

Puede agregar en caliente una pila de bandejas de discos SAS a un par existente de
puentes FibreBridge 7600N o 7500N que tengan puertos disponibles.

Antes de empezar
» Debe haber descargado el firmware mas reciente de la bandeja de discos y la bandeja de discos.

« Todas las bandejas de discos de la configuracién MetroCluster (bandejas existentes) deben ejecutar la
misma version de firmware. Si uno o varios de los discos o bandejas no estan ejecutando la version de
firmware mas reciente, actualice el firmware antes de conectar los discos o bandejas nuevos.

"Descargas de NetApp: Firmware de la unidad de disco"
"Descargas de NetApp: Firmware de bandeja de discos”

* Los puentes FibreBridge 7600N o 7500N deben estar conectados y tener puertos SAS disponibles.

Acerca de esta tarea

Este procedimiento se redacta suponiendo que esta utilizando las interfaces de gestion de puentes
recomendadas: La GUI de ATTO ExpressNAV vy la utilidad ATTO Quickav.

Puede utilizar la GUI de ATTO ExpressNAV para configurar y administrar un puente y actualizar el firmware del
puente. Puede utilizar la utilidad ATTO Quickav para configurar el puerto 1 de gestion de Ethernet de puente.

Puede utilizar otras interfaces de gestidn si es necesario. Estas opciones incluyen el uso de un puerto serie o
Telnet para configurar y administrar un puente y configurar el puerto de administracion Ethernet 1, y el uso de
FTP para actualizar el firmware del puente. Si elige alguna de estas interfaces de gestion, debe cumplir con
los requisitos aplicables en "Otras interfaces de gestion de puentes".

Siinserta un cable SAS en el puerto incorrecto, al quitar el cable de un puerto SAS, debe
@ esperar al menos 120 segundos antes de enchufar el cable a un puerto SAS diferente. Si no lo
hace, el sistema no reconocera que el cable se ha movido a otro puerto.

Pasos
1. Puesta a tierra apropiadamente usted mismo.
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2. En la consola de cualquiera de las controladoras, compruebe que el sistema tiene habilitada la asignacion
automatica de discos:

storage disk option show

La columna asignacién automatica indica si la asignacion automatica de disco esta habilitada.

Node BKg. FW. Upd. Auto Copy Auto Assign Auto Assign Policy
node A 1 on on on default
node A 2 on on on default

2 entries were displayed.

3. En cada puente del par, habilite el puerto SAS que se conectara a la nueva pila:
SASPortEnable port-letter
Debe utilizarse el mismo puerto SAS (B, C o D) en ambos puentes.
4. Guarde la configuracion y reinicie cada puente:
SaveConfiguration Restart
5. Conecte los cables de las bandejas de discos a los puentes:
a. Conecte en cadena las bandejas de discos en cada pila.

La Guia de instalacion y mantenimiento del modelo de bandeja de discos proporciona informacién
detallada sobre las bandejas de discos en cadena.

b. Para cada pila de bandejas de discos, conecte el cable IOM A de la primera bandeja al puerto SAS A
en FibreBridge Ay, a continuacion, conecte el cable IOM B de la ultima bandeja al puerto SAS A en
FibreBridge B
"Instalacion y configuracion de MetroCluster estructural”

"Instalacioén y configuracion de MetroCluster con ampliacién”
Cada puente tiene un camino hacia su pila de bandejas de discos; el puente A se conecta al lado A de

la pila a través de la primera bandeja y el puente B se conecta al lado B de la pila a través de la ultima
bandeja.

@ El puerto B del puente SAS esta deshabilitado.

6. Verifique que cada puente pueda detectar todas las unidades de disco y bandejas de discos a las que esta
conectado el puente.

Si utiliza... Realice lo siguiente...
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GUI DE ATTO ExpressNAV a. En un explorador web compatible, introduzca la direccion IP de un

puente en el cuadro del explorador.

Se te lleva a la pagina de inicio de ATTO FiberBridge, que tiene un
enlace.

b. Haga clic en el vinculo e introduzca su nombre de usuario y la
contrasefia que ha designado al configurar el puente.

La pagina de estado de ATTO FiberBridge aparece con un menu a
izquierda.

c. Haga clic en Avanzado en el menu.

d. Ver los dispositivos conectados:
sastargets

e. Haga clic en Enviar.

Conexion de puerto serie Ver los dispositivos conectados:

sastargets

la

La salida muestra los dispositivos (discos y bandejas de discos) a los que esta conectado el puente. Las
lineas de salida estan numeradas secuencialmente para que pueda contar rapidamente los dispositivos.

Si el texto "esponse truncada" aparece al principio de la salida, puede utilizar Telnet para
conectarse al puente y, a continuacion, ver toda la salida utilizando la sastargets
comando.

La siguiente salida muestra que hay 10 discos conectados:

Tgt VendorID ProductID Type SerialNumber
0 NETAPP X410 S15K6288A15 DISK 3QP1ICLE300009940UHJIV
1 NETAPP X4lO_Sl5K6288Al5 DISK 3QP1ELF600009940V1BV
2 NETAPP X410 S15K6288A15 DISK 3QP1G3EW00009940U2M0
3 NETAPP X410 S15K6288A15 DISK 3QP1EWMP00009940U1X5
4 NETAPP X410_815K6288A15 DISK 3QP1FZLE0O0009940G8YU
5 NETAPP X410 S15K6288A15 DISK 3QP1FZLF00009940TZKZ
6 NETAPP X410 S15K6288A15 DISK 3Q0P1CEB400009939MGXL
7 NETAPP X410_Sl5K6288A15 DISK 3QP1G7A900009939FNTT
8 NETAPP X410 S15K6288A15 DISK 3QP1FYOT0O0009940G8PA
9 NETAPP X410 S15K6288A15 DISK 3QP1FXW600009940VERQ

7. Compruebe que el resultado del comando muestra que el puente esta conectado a todos los discos y
bandejas de discos adecuados de la pila.

Si la salida es...

Realice lo siguiente...
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Correcto Repita el paso anterior para cada puente restante.

No es correcto a. Compruebe si hay cables SAS sueltos o corrija el cableado SAS
repitiendo el paso para cablear las bandejas de discos a los puentes.

b. Repita el paso anterior para cada puente restante.

8. Actualice el firmware de la unidad de disco a la versidon mas reciente desde la consola del sistema:
disk fw update
Este comando debe ejecutarse en ambas controladoras.
"Descargas de NetApp: Firmware de la unidad de disco"

9. Actualice el firmware de la bandeja de discos a la versidn mas reciente mediante las instrucciones para el
firmware descargado.

Puede ejecutar los comandos en el procedimiento desde la consola del sistema de cualquier controladora.
"Descargas de NetApp: Firmware de bandeja de discos"

10. Si el sistema no tiene activada la asignacién automatica de discos, asigne la propiedad de la unidad de
disco.

"Gestidon de discos y agregados”

Si va a dividir la propiedad de una unica pila de bandejas de discos en varias controladoras,
debe deshabilitar la asignaciéon automatica de discos (storage disk option modify

@ -autoassign off * desde ambos nodos del cluster) antes de asignar la propiedad de
disco; de lo contrario, cuando se asigna cualquier unidad de disco uUnica, las unidades de
disco restantes pueden asignarse automaticamente a la misma controladora y al mismo
pool.

No se deben afiadir unidades de disco a agregados o volumenes hasta que se haya
@ actualizado el firmware de la unidad de disco y la bandeja de discos, y se hayan
completado los pasos de verificacion de esta tarea.

11. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

c. Confirme la configuracion del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realizar una comprobacion de MetroCluster:
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metrocluster check run
e. Mostrar los resultados de la comprobacién de MetroCluster:
metrocluster check show
f. Compruebe si hay alertas de estado en los puentes después de agregar los nuevos paquetes:
storage bridge show
g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

12. Si corresponde, repita este procedimiento para el sitio del partner.

Adicion en caliente de una pila de bandejas de discos SAS y puentes a un sistema MetroCluster

Puede anadir en caliente (agregar de forma no disruptiva) una pila completa, incluidos
los puentes, al sistema MetroCluster. Debe haber puertos disponibles en los switches FC
y actualizar la divisién en zonas del switch para reflejar los cambios.

Acerca de esta tarea
 Este procedimiento se puede utilizar para agregar una pila utilizando puentes FibreBridge 7600N o 7500N.

« Este procedimiento se redacta suponiendo que esta utilizando las interfaces de gestion de puentes
recomendadas: La GUI de ATTO ExpressNAV vy la utilidad ATTO Quickav.

o La GUI de ATTO ExpressNAV se utiliza para configurar y administrar un puente y para actualizar el
firmware del puente. Puede utilizar la utilidad ATTO Quickav para configurar el puerto 1 de gestion de
Ethernet de puente.

o Puede utilizar otras interfaces de gestion si es necesario. Estas opciones incluyen el uso de un puerto
serie o Telnet para configurar y administrar un puente, configurar el puerto de administracion Ethernet
1y utilizar FTP para actualizar el firmware del puente. Si elige alguna de estas interfaces de gestion,
su sistema debe cumplir con los requisitos aplicables en "Otras interfaces de gestion de puentes"”

Preparar la adicion en caliente de una pila de bandejas de discos SAS y puentes

Para preparar la adicién en caliente de una pila de bandejas de discos SAS y un par de puentes hay que
descargar documentos, asi como el firmware de la unidad de discos y de la bandeja de discos.

Antes de empezar
« El sistema debe ser una configuracion compatible y debe ejecutar una versiéon compatible de ONTAP.

"Herramienta de matriz de interoperabilidad de NetApp"

» Todas las unidades de disco y bandejas de discos del sistema deben ejecutar la version de firmware mas
reciente.

Es posible que desee actualizar el firmware del disco y de la bandeja en toda la configuracion de
MetroCluster antes de afiadir bandejas.
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"Actualizacion, reversion o degradacion”

» Cada switch FC debe tener un puerto FC disponible para que un puente se conecte a él.
@ Es posible que deba actualizar el switch FC segun la compatibilidad del switch de FC.

» El equipo que esta usando para configurar los puentes debe estar ejecutando un explorador web
compatible con ATTO para usar la GUI ExpressNAV de ATTO: Internet Explorer 8 0 9, o Mozilla Firefox 3.

Las Notas de la version de producto ATTO tienen una lista actualizada de exploradores web admitidos.
Puede acceder a este documento utilizando la informacién de los pasos.

Pasos
1. Descargue o consulte los siguientes documentos desde el sitio de soporte de NetApp:

o "Herramienta de matriz de interoperabilidad de NetApp"
o La Guia de instalacion y mantenimiento correspondiente al modelo de bandeja de discos.
2. Descargue contenido del sitio web de ATTO vy del sitio web de NetApp:
a. Vaya a la pagina Descripcion de ATTO FiberBridge.

b. Con el enlace de la pagina Descripcion de ATTO FiberBridge, acceda al sitio web de ATTO y
descargue los siguientes pasos:

= Manual de instalacion y operacién de ATTO FiberBridge para su modelo de puente.
= Utilidad ATTO Quickav (al ordenador que esta utilizando para la configuracion).

c. Vaya a la pagina de descarga del firmware de ATTO FiberBridge haciendo clic en continuar al final de
la pagina Descripcion de ATTO FiberBridge y, a continuacion, siga los pasos siguientes:

= Descargue el archivo de firmware del puente como se indica en la pagina de descarga.
En este paso, sélo esta completando la parte de descarga de las instrucciones proporcionadas en

los enlaces. Se actualiza el firmware en cada puente mas tarde, cuando se le indique hacerlo en
"Adicion en caliente de la pila de bandejas" seccion.

= Haga una copia de la pagina de descarga del firmware de ATTO FiberBridge y las notas de la
version para poder consultarla mas adelante.
3. Descargue el firmware de disco y de bandeja de discos mas reciente y haga una copia de la parte de
instalacion de las instrucciones de referencia mas adelante.

Todas las bandejas de discos en la configuracion MetroCluster (tanto las bandejas nuevas como las
existentes) deben ejecutar la misma version de firmware.

En este paso, sélo esta completando la parte de descarga de las instrucciones

@ proporcionadas en los enlaces y realizando una copia de las instrucciones de instalacion.
Se actualiza el firmware en cada disco y bandeja de discos mas tarde, cuando se le indique
hacerlo en la "Adicion en caliente de la pila de bandejas" seccion.

a. Descargue el firmware del disco y haga una copia de las instrucciones del firmware del disco para
consultarla mas adelante.

"Descargas de NetApp: Firmware de la unidad de disco"

b. Descargue el firmware de la bandeja de discos y haga una copia de las instrucciones del firmware de
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la bandeja de discos para referencia posterior.
"Descargas de NetApp: Firmware de bandeja de discos”

4. Recopile el hardware y la informacién necesaria para usar las interfaces de gestién de puentes
recomendadas: La GUI de ATTO ExpressNAV vy la utilidad ATTO Quickav:

a. Adquiera un cable Ethernet estandar para conectarse desde el puerto 1 de gestion Ethernet puente a
la red.

b. Determine un nombre de usuario y una contrasefa no predeterminados para acceder a los puentes.
Se recomienda cambiar el nombre de usuario y la contrasefia predeterminados.

c. Obtenga una direccioén IP, una mascara de subred y la informacién de puerta de enlace para el puerto
de administracion Ethernet 1 en cada puente.

d. Desactive los clientes VPN en el equipo que esté utilizando para la instalacion.
Los clientes activos de VPN hacen que falle la exploracién de navegacion rapida para puentes.

5. Adquirir cuatro tornillos para cada puente para montar firmemente los soportes "'L™ del puente en la parte
delantera del bastidor.

Las aberturas de los soportes del puente "L™ cumplen con el estandar del bastidor ETA-310-X para
bastidores de 19 pulgadas (482.6 mm).

6. Si es necesario, actualice la division en zonas del switch de FC para acomodar los nuevos puentes que se
estan agregando a la configuracion.

Si utiliza los archivos de configuracion de referencia proporcionados por NetApp, se han creado zonas
para todos los puertos, por lo que no es necesario realizar ninguna actualizacion de la division en zonas.

Debe haber una zona de almacenamiento para cada puerto del switch que se conecte a los puertos FC
del puente.

Adicion en caliente de una pila de bandejas de discos SAS y puentes

Puede ainadir en caliente una pila de bandejas de discos SAS y puentes para aumentar la capacidad de los
puentes.

El sistema debe cumplir todos los requisitos para afiadir en caliente una pila de bandejas de discos SAS y
puentes.

"Preparar la adicion en caliente de una pila de bandejas de discos SAS y puentes”

+ La adicion en caliente de una pila de bandejas de discos SAS y puentes es un procedimiento no disruptivo
si se cumplen todos los requisitos de interoperabilidad.

"Herramienta de matriz de interoperabilidad de NetApp"
"Uso de la herramienta de matriz de interoperabilidad para encontrar informacion de MetroCluster"

« La alta disponibilidad multivia es la unica configuracién compatible para los sistemas MetroCluster que
utilizan puentes.

Ambos modulos de controladora deben tener acceso a través de los puentes que llevan a las bandejas de
discos en cada pila.
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* Debe afiadir en caliente un niumero igual de bandejas de discos en cada sitio.

 Siva a utilizar la gestion en banda del puente en lugar de la administracion IP, se pueden omitir los pasos
para configurar el puerto Ethernet y la configuracién IP, como se indica en los pasos correspondientes.

A partir de ONTAP 9.8, el storage bridge el comando se sustituye por system bridge.
@ Los siguientes pasos muestran el storage bridge Pero si ejecuta ONTAP 9.8 o una version
posterior, el system bridge el comando es preferido.

Siinserta un cable SAS en el puerto incorrecto, al quitar el cable de un puerto SAS, debe
esperar al menos 120 segundos antes de enchufar el cable a un puerto SAS diferente. Si no lo
hace, el sistema no reconocera que el cable se ha movido a otro puerto.

Pasos
1. Puesta a tierra apropiadamente usted mismo.

2. Desde la consola de cualquiera de los mddulos de controlador, compruebe si el sistema tiene activada la
asignacion automatica de discos:

storage disk option show

La columna asignacién automatica indica si la asignacion automatica de disco esta habilitada.

Node BKg. FW. Upd. Auto Copy Auto Assign Auto Assign Policy
node A 1 on on on default
node A 2 on on on default

2 entries were displayed.

3. Deshabilite los puertos del switch para la nueva pila.

4. Si esta configurando para la gestion en banda, conecte un cable desde el puerto serie RS-232 de
FibreBridge al puerto serie (COM) en un ordenador personal.

La conexion en serie se utilizara para la configuracion inicial y, a continuacion, la gestién en banda a
través de ONTAP vy los puertos FC pueden utilizarse para supervisar y gestionar el puente.

5. Si se configura para la administracion de IP, configure el puerto de administracion de Ethernet 1 para cada
puente siguiendo el procedimiento descrito en la seccion 2.0 del manual de instalacion y funcionamiento
de ATTO FibreBridge para el modelo de puente.

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder al
puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se admite la
gestion en banda y queda obsoleta la gestion de SNMP.

Al ejecutar el sistema Quickav para configurar un puerto de gestion Ethernet, s6lo se configura el puerto
de gestion Ethernet conectado mediante el cable Ethernet. Por ejemplo, si también desea configurar el
puerto 2 de gestion de Ethernet, debera conectar el cable Ethernet al puerto 2 y ejecutar el sistema de
navegacion rapida.

6. Configure el puente.

132



Si ha recuperado la informacién de configuracion del puente antiguo, utilice la informacion para configurar
el puente nuevo.

Asegurese de tomar nota del nombre de usuario y la contrasefia que usted designe.

El ATTO FiberBridge Installation and Operation Manual de su modelo de puente contiene la informacién
mas actualizada sobre los comandos disponibles y cémo usarlos.

No configure la sincronizacion de tiempo en ATTO FibreBridge 7600N o 7500N. La

@ sincronizacion de tiempo de ATTO FibreBridge 7600N o 7500N se establece en la hora del
cluster después de que ONTAP descubra el puente. También se sincroniza periédicamente
una vez al dia. La zona horaria utilizada es GMT y no se puede cambiar.

a. Si se configura para la administracion de IP, configure los valores de IP del puente.

Para configurar la direccion IP sin la utilidad Quickav, debe tener una conexion en serie con
FiberBridge.

Si utiliza la CLI, debe ejecutar los siguientes comandos:
set ipaddress mpl ip-address
set ipsubnetmask mpl subnet-mask
set ipgateway mpl xX.x.X.X
set ipdhcp mpl disabled
set ethernetspeed mpl 1000
b. Configure el nombre del puente.
Cada uno de los puentes deberia tener un nombre Unico dentro de la configuracion de MetroCluster.

Nombres de puente de ejemplo para un grupo de pila en cada sitio:

= bridge_A_1a
= puente_a_1b
= bridge B _1a

bridge_B_1b Si utiliza la CLI, debe ejecutar el siguiente comando:

set bridgename bridgename

C. Si ejecuta ONTAP 9.4 o una version anterior, active SNMP en el puente:
set SNMP enabled

En sistemas que ejecutan ONTAP 9.5 o posterior, se puede utilizar la gestion en banda para acceder
al puente a través de los puertos FC en lugar del puerto Ethernet. A partir de ONTAP 9.8, solo se
admite la gestion en banda y queda obsoleta la gestion de SNMP.

7. Configurar los puertos FC de puente.

a. Configurar la velocidad/velocidad de datos de los puertos FC de puente.
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La velocidad de datos FC admitida depende de su puente de modelos.

= El puente FibreBridge 7600N admite hasta 32, 16 o 8 Gbps.
= El puente FibreBridge 7500N admite hasta 16, 8 o0 4 Gbps.

La velocidad de FCDataRate que seleccione se limita a la velocidad maxima

@ admitida tanto por el puente como por el conmutador al que se conecta el puerto de
puente. Las distancias de cableado no deben superar las limitaciones de SFP y otro
hardware.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCDataRate port-number port-speed

b. Si esta configurando un puente FibreBridge 7500N, configure el modo de conexion que el puerto utiliza
para ptp.

@ El ajuste FCConnMode no es necesario al configurar un puente FibreBridge 7600N.

Si utiliza la CLI, debe ejecutar el siguiente comando:
set FCConnMode port-number ptp

a. Si esta configurando un puente FibreBridge 7600N o 7500N, debe configurar o deshabilitar el puerto
FC2.

= Si esta utilizando el segundo puerto, debe repetir los subpasos anteriores para el puerto FC2.

= Si no utiliza el segundo puerto, debe desactivar el puerto:
FCPortDisable port-number

b. Si esta configurando un puente FibreBridge 7600N o 7500N, desactive los puertos SAS sin utilizar:
SASPortDisable sas-port

Los puertos SAS A a D estan habilitados de manera predeterminada. Debe deshabilitar
@ los puertos SAS que no se estan utilizando. Si solo se utiliza el puerto SAS A, deben
deshabilitarse los puertos SAS B, C y D.

8. Asegurar el acceso al puente y guardar la configuracién del puente.

a. Desde el simbolo del sistema del controlador, compruebe el estado de los puentes:
storage bridge show
La salida muestra qué puente no esta asegurado.

b. Compruebe el estado de los puertos del puente no seguro:
info

La salida muestra el estado de los puertos Ethernet MP1 y MP2.

C. Si el puerto Ethernet MP1 esta activado, ejecute el siguiente comando:
set EthernetPort mpl disabled
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@ Si el puerto Ethernet MP2 también esta activado, repita el subpaso anterior para el
puerto MP2.

d. Guarde la configuracién del puente.

Debe ejecutar los siguientes comandos:
SaveConfiguration
FirmwareRestart
Se le solicitara que reinicie el puente.
9. Actualice el firmware de FiberBridge en cada puente.
Si el nuevo puente es del mismo tipo que el puente asociado, actualice el mismo firmware que el puente
asociado. Si el nuevo puente es de un tipo diferente al puente asociado, actualice al firmware mas reciente
admitido por el puente y la versién de ONTAP. Consulte la seccion "actualizacién del firmware en un
puente FibreBridge" en MetroCluster Maintenance.
10. [[paso 10-cable-shelves-puentes]]Conecte las bandejas de discos a los puentes:

a. Conecte en cadena las bandejas de discos en cada pila.

La Installation Guide del modelo de bandeja de discos proporciona informacion detallada sobre las
bandejas de discos en cadena.

b. Para cada pila de bandejas de discos, conecte el cable IOM A de la primera bandeja al puerto SAS A
en FibreBridge Ay, a continuacion, conecte el cable IOM B de la ultima bandeja al puerto SAS A en
FibreBridge B.

"Instalacion y configuracion de MetroCluster estructural”
"Instalacion y configuracion de MetroCluster con ampliacion”
Cada puente tiene un camino hacia su pila de bandejas de discos; el puente A se conecta al lado A de

la pila a través de la primera bandeja y el puente B se conecta al lado B de la pila a través de la ultima
bandeja.

@ El puerto B del puente SAS esta deshabilitado.

11. [[paso 11-Verify-each-bridge-detect]]Compruebe que cada puente puede detectar todas las unidades de
disco y bandejas de disco a las que esta conectado el puente.

Si utiliza. .. Realice lo siguiente...
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GUI DE ATTO ExpressNAV

Conexién de puerto serie

. En un explorador web compatible, introduzca la direccion IP de un

puente en el cuadro del explorador.

Se te lleva a la pagina de inicio de ATTO FiberBridge, que tiene un
enlace.

. Haga clic en el vinculo e introduzca su nombre de usuario y la

contrasefia que ha designado al configurar el puente.

La pagina de estado de ATTO FiberBridge aparece con un menu a la
izquierda.

. Haga clic en Avanzado en el menu.

- Ver los dispositivos conectados:

sastargets

. Haga clic en Enviar.

Ver los dispositivos conectados:

sastargets

La salida muestra los dispositivos (discos y bandejas de discos) a los que esta conectado el puente. Las
lineas de salida estan numeradas secuencialmente para que pueda contar rapidamente los dispositivos.

Si la respuesta de texto truncada aparece al principio de la salida, puede utilizar Telnet para
conectarse al puente y, a continuacion, ver toda la salida mediante el sastargets

comando.

La siguiente salida muestra que hay 10 discos conectados:

Tgt VendorID ProductID Type SerialNumber
0 NETAPP X4lO_Sl5K6288A15 DISK 3QP1CLE300009940UHJV
1 NETAPP X4lO_Sl5K6288A15 DISK 3QP1ELF600009940V1BV
2 NETAPP X410 S15K6288A15 DISK 3QP1G3EW00009940U2M0
3 NETAPP X4lO_Sl5K6288Al5 DISK 3QP1EWMP0O0009940U1X5
4 NETAPP X4lO_Sl5K6288A15 DISK 3QP1FZLE0O0009940G8YU
5 NETAPP X410 S15K6288A15 DISK 3QP1FZLF00009940TZKZ
6 NETAPP X4lO_Sl5K6288Al5 DISK 3QP1CEB400009939MGXL
7 NETAPP X4lO_Sl5K6288A15 DISK 3QP1G7A900009939FNTT
8 NETAPP X410 S15K6288A15 DISK 3QP1FYOT00009940G8PA
9 NETAPP X4lO_Sl5K6288Al5 DISK 3QP1FXW600009940VERQ

12. Compruebe que el resultado del comando muestra que el puente esta conectado a todos los discos y
bandejas de discos adecuados de la pila.

Si la salida es...
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Correcto Repeticion Paso 11 por cada puente restante.

No es correcto a. Compruebe si hay cables SAS sueltos o corrija el cableado SAS
repitiendo Paso 10.

b. Repeticion Paso 11.

13. Si va a configurar una configuracion MetroCluster estructural, conecte los cables de cada puente a los
switches FC locales mediante el cableado que se muestra en la tabla para la configuracién, el modelo de
switch y el modelo de puente de FC a SAS:

@ Los switches de Brocade y Cisco utilizan distintos numeros de puertos, tal y como se
muestra en las siguientes tablas.

o En los switches Brocade, el primer puerto esta numerado como «'O».

> En los switches Cisco, el primer puerto estda numerado como «'1'».

Configuraciones que utilizan FibreBridge 7500N o 7600N con los dos puertos FC (FC1y FC2)
GRUPO DR 1

Brocade 6505 Brocade 6510, Brocade 6520 Brocade Brocade G720
Brocade DCX G620,
8510-8 Brocade
G620-1,
Brocade
G630,
Brocade
G630-1

Componente Puerto Interru Interru Interru Interru Interru Interru Interru Interru Interru Interru
ptor1 ptor2 ptor1 ptor2 ptor1 ptor2 ptor1 ptor2 ptor1 ptor2

Pila1 bridge FC1 8 8 8 8 10
_x_1a
FC2 - 8 - 8 - 8 - 8 - 10 bridge FC1
x 1B
9 - 9 - 9 - 9 - 11 - FC2 - 9
- 9 - 9 - 9 - 11 Pila2 bridge FC1 10 -
X 2a
10 - 10 - 10 - 14 - FC2 - 10 - 10
- 10 - 10 - 14 bridge FC1 11 - 11 - 11
_x 2B
- 11 - 17 - FC2 - 11 - 11 - 11 -
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138

11

18

FC2

FC1

14

15

18 -

bridge FC1

_x 3B

14 -

Pila

FC2

14

3 bridge FC1
_X_3a

13 -

14 -

15 -

13

14

21

12

13

14

12 - 12

- 12 -

- 13 -

13 - 19
- 20 -
20 bridge FC1

_x_yb
FC2 15

12

19

Apilar

y

FC2

15

12

bridge
_X_ya

15

Configuraciones que utilizan FibreBridge 7500N o 7600N con los dos puertos FC (FC1y FC2)

GRUPO DR 2

Componente

Pila1  bridge_
x_51a

FC2 -

27 -

- 33

34 -

- 58

- 35

Puerto

FC1

26

33

58

Brocade G620,

Brocade G620-1,

Brocade G630,
Brocade G630-1

Interrup Interrup

tor 1 tor 2

26 -

- 32

- 57

57 -

- 34

34 bridge_
x_52b

FC2 -

Brocade 6510,
Brocade DCX

8510-8

Interrup Interrup

tor 1

32

33

FC1

31

tor 2

56

33

Pila 2

FC2

31

Brocade 6520

tor 1

56

bridge_
x_52a

35

tor 2

32

FC2

FC1

30

35

Brocade G720

tor 1

32

bridge
x_51b

30

59

Interrup Interrup Interrup interrupt

or2

FCA1

27

34

59



35

FC1

33

38

63

Configuraciones que utilicen FibreBridge 7500N o 7600N con solo un puerto FC (FC1 o FC2)

Pila 3

FC2

33

38

GRUPO DR 1

Compo Puerto

nente

Pila 1
bridge
x_1b

bridge
_X 2a

10

10

bridge
_x 1a

bridge_ FC1

Xx_53a

37

62

39

32

37

62

Brocade 6505

Interru Interru
ptor 1 ptor 2
8

8 -

- 9

- 9

10 -

10 -

32

61

38

FC2

- 36
36 -

61 -

- 37
38 -
bridge_ FC1
Xx_5yb

- 35

Brocade 6510,
Brocade DCX
8510-8

Interru Interru
ptor 1 ptor 2
8

8 -

- 9

- 9

10 -

10 -

60

37

60

Apilary bridge_

X_

FC2 -

35

Brocade 6520

Interru Interru
ptor 1 ptor 2
8

8 -

- 9

- 9

10 -

10 -

39

Brocade G620,
Brocade G620-

1, Brocade

G630, Brocade

G630-1

Interru Interru

ptor 1 ptor 2

8

8 -

- 11

- 11

14 -

14 Apilar
y

Sya

36

FC2

FC1

34

39

36

bridge_
x_53b

34

63

Brocade G720

Interru
ptor 1

10

10

Pila 3

bridge
_x_ 4b

bridge
_x_ya

Interru
ptor 2

Pila 2

bridge
X 2b

bridge
X 3a
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11

15

bridge - 11
_X_yb

Configuraciones que utilicen FibreBridge 7500N o 7600N con solo un puerto FC (FC1 o FC2)

GRUPO DR 2

Brocade G720

Pila 1 bridge_x 32

_51a
bridge_x -
_51b
bridge x 33
_52a
- 33
34 -

34 -
- 31

32

30

30

27

27

35

Brocade G620,
Brocade G620-1,
Brocade G630,
Brocade G630-1

26

26

34

34

33

33

59

Brocade 6510,
Brocade DCX

8510-8

32

32

58

58

Brocade 6520

56 -

56 Pila 2

57 - bridge x
_52b
57 Pila 3 bridge x
_53a
- puente -
x_54b
Apilary bridge x 35
_ya
bridge_x - 35
_yb

14. Siva a configurar un sistema MetroCluster con conexion en puente, conecte cada puente a los modulos

del controlador:

a. Conecte el puerto FC 1 del puente a un puerto FC de 16 GB o 8 GB en el mddulo de la controladora

de cluster_A.

b. Conecte el puerto FC 2 del puente al puerto FC de la misma velocidad del médulo de controladora en

cluster_A.

c. Repita estos subpasos en otros puentes posteriores hasta que se hayan cableado todos los puentes.

15. Actualice el firmware de la unidad de disco a la versidon mas reciente desde la consola del sistema:

disk fw update

Debe ejecutar este comando en ambos médulos de la controladora.

"Descargas de NetApp: Firmware de la unidad de disco"

16. Actualice el firmware de la bandeja de discos a la version mas reciente mediante las instrucciones para el
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firmware descargado.

Puede ejecutar los comandos en el procedimiento desde la consola del sistema de cualquier modulo de la
controladora.

"Descargas de NetApp: Firmware de bandeja de discos"

17. Si el sistema no tiene activada la asignacién automatica de discos, asigne la propiedad de la unidad de
disco.

"Gestion de discos y agregados”

Si va a dividir la propiedad de una Unica pila de bandejas de discos entre varios médulos de
controladora, debe deshabilitar la asignacion automatica de discos en ambos nodos del

(:) cluster (storage disk option modify -autoassign off *)antes de asignarla
propiedad de disco; de lo contrario, al asignar cualquier unidad de disco individual, las
unidades de disco restantes se pueden asignar automaticamente al mismo moédulo de
controladora y pool.

No se deben afiadir unidades de disco a agregados o volumenes hasta que se haya
@ actualizado el firmware de la unidad de disco y la bandeja de discos, y se hayan
completado los pasos de verificacion de esta tarea.

18. Habilite los puertos del switch para la nueva pila.

19. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multipathed:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clUsteres:
system health alert show

C. Confirme la configuracion del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realice una comprobacion de MetroCluster:
metrocluster check run

€. Mostrar los resultados del control MetroCluster:
metrocluster check show

f. Compruebe si hay alguna alerta de estado en los interruptores (si esta presente):
storage switch show

g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

20. Si corresponde, repita este procedimiento para el sitio del partner.

Informacion relacionada

"Gestion en banda de los puentes FC a SAS"
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Agregue en caliente una bandeja de discos SAS a una pila de bandejas de discos SAS

Puede afadir una bandeja de discos en activo cuando desee aumentar el
almacenamiento sin reducir el rendimiento.

Paso 1: Preparese para agregar en caliente una bandeja de discos SAS

Para prepararse para la adicion en caliente de una bandeja de discos SAS, debe descargar documentos junto
con el firmware de las unidades de disco y de la bandeja de discos.

Antes de empezar

« Compruebe que el sistema sea una configuracién compatible y que ejecute una version compatible de
ONTAP.

» Confirmar que todas las unidades de disco y las bandejas de discos del sistema ejecutan la version de
firmware mas reciente.

Se recomienda actualizar el firmware de discos y de bandeja en toda la configuracién de MetroCluster
antes de afiadir bandejas.

"Actualizacion, reversién o degradacion”
Pasos
1. Descargue o consulte los siguientes documentos desde el sitio de soporte de NetApp:
o "Herramienta de matriz de interoperabilidad"

o El Guia de instalacién correspondiente al modelo de bandeja de discos.

2. Compruebe que la bandeja de discos que desea afadir en caliente es compatible.
"Herramienta de matriz de interoperabilidad"

3. Descargue el firmware de disco y de bandeja de discos mas reciente:

En este paso, solo completara la parte de descarga de las instrucciones. Es necesario
seguir los pasos de afiada en caliente una bandeja de discos para instalar la bandeja de
discos.

a. Descargue el firmware del disco y haga una copia de las instrucciones del firmware del disco para
consultarla mas adelante.

"Descargas de NetApp: Firmware de la unidad de disco"

b. Descargue el firmware de la bandeja de discos y haga una copia de las instrucciones del firmware de
la bandeja de discos para referencia posterior.

"Descargas de NetApp: Firmware de bandeja de discos"

Paso 2: Ahada en caliente una bandeja de discos
Utilice el siguiente procedimiento para agregar en caliente una bandeja de discos a una pila.

Antes de empezar

* Compruebe que el sistema cumple todos los requisitos indicados en Preparese para afiadir bandejas de
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discos SAS en caliente.

« Compruebe que el entorno cumple una de las siguientes situaciones antes de anadir una bandeja en
caliente:

> Tiene dos puentes FibreBridge 7500N conectados a una pila de bandejas de discos SAS.

> Tiene dos puentes FibreBridge 7600N conectados a una pila de bandejas de discos SAS.

> Tiene un puente FibreBridge 7500N y un puente FibreBridge 7600N conectado a una pila de bandejas
de discos SAS.

Acerca de esta tarea

« Este procedimiento sirve para afiadir de forma activa una bandeja de discos a la ultima bandeja de discos
de una pila.

Este procedimiento se escribe suponiendo que la ultima bandeja de discos de una pila esta conectada
desde el IOM A al puente Ay de IOM B al puente B.

» Se trata de un procedimiento no disruptivo.

* Debe afiadir en caliente un numero igual de bandejas de discos en cada sitio.

+ Si va a afiadir mas de una bandeja de discos en activo, debe afnadir una bandeja de discos en activo a la
vez.

Cada par de puentes FibreBridge 7500N o 7600N puede soportar hasta cuatro pilas.

Para afiadir una bandeja de discos en caliente, es necesario actualizar el firmware de las
unidades de disco en la bandeja de discos en activo ejecutando el storage disk firmware
update comando en modo avanzado. La ejecucion de este comando puede provocar
interrupciones si el firmware en las unidades de disco existentes en el sistema es una version

@ anterior.

Siinserta un cable SAS en el puerto incorrecto, después de quitar el cable de un puerto SAS,
debe esperar al menos 120 segundos antes de conectar el cable en un puerto SAS diferente. Si
no lo hace, el sistema no reconocera que ha movido el cable a un puerto diferente.

Pasos
1. Puesta a tierra apropiadamente usted mismo.

2. Compruebe la conectividad de la bandeja de discos desde la consola del sistema de cualquier
controladora:

sysconfig -v
La salida es similar a la siguiente:

o Cada puente de una linea independiente y debajo de cada puerto FC al que esta visible; por ejemplo,
agregar en caliente una bandeja de discos a un conjunto de puentes FibreBridge 7500N resulta en la
siguiente salida:

FC-to-SAS Bridge:
cisco A 1-1:9.126L0: ATTO FibreBridge7500N 2.10 FB7500N100189
cisco A 1-2:1.126L0: ATTO FibreBridge7500N 2.10 FB7500N100162
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o Cada bandeja de discos en una linea separada bajo cada puerto FC al que se encuentra visible:

Shelf O: IOM6 Firmware rev. IOMo6 A: 0173 IOM6 B: 0173
Shelf 1l: IOM6 Firmware rev. IOM6 A: 0173 IOM6 B: 0173

o Cada unidad de disco en una linea separada debajo de cada puerto FC al que se puede ver:

cisco A 1-1:9.126L1 : NETAPP X421 HCOBD450A10 NAQO1l 418.0GB
(879097968 520B/sect)
cisco A 1-1:9.126L2 : NETAPP X421 HCOBD450A10 NAO1 418.0GB

(879097968 520B/sect)

3. Compruebe si el sistema tiene habilitada la asignacion automatica de discos desde la consola de
cualquiera de las controladoras:

storage disk option show

La politica de asignacion automatica se muestra en la columna Asignacién automatica.

Node BKg. FW. Upd. Auto Copy Auto Assign Auto Assign Policy
node A 1 on on on default
node A 2 on on on default

2 entries were displayed.

4. Si el sistema no tiene la asignacion automatica de discos habilitada, o si las unidades de disco de la

misma pila son propiedad de las dos controladoras, asigne las unidades de disco a los pools
correspondientes.

"Gestion de discos y agregados”

> Si va a dividir una unica pila de bandejas de discos entre dos controladoras, la
asignacion automatica de discos debe deshabilitarse antes de asignar la propiedad de
disco; de lo contrario, al asignar cualquier unidad de disco Unica, las unidades de disco
restantes pueden asignarse automaticamente a la misma controladora y pool.
<:> El storage disk option modify -node <node-name> -autoassign off
comando deshabilita la asignacion automatica de disco.

> No es posible afiadir unidades a agregados o volumenes hasta que se haya actualizado
el firmware de la unidad de disco y de la bandeja de discos.

5. Actualice el firmware de la bandeja de discos a la versién mas reciente mediante las instrucciones para el
firmware descargado.

Puede ejecutar los comandos en el procedimiento desde la consola del sistema de cualquier controladora.
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"Descargas de NetApp: Firmware de bandeja de discos"

6. Instale y cablee la bandeja de discos:

No fuerce un conector en un puerto. Los cables mini-SAS estan codificados; cuando estan
orientados correctamente a un puerto SAS, el cable SAS hace clic en su lugar y el LED LNK

@ de puerto SAS de la bandeja de discos se ilumina en verde. Para las bandejas de discos,
inserte un conector de cable SAS con la pestafa extraible orientada hacia arriba (en la
parte superior del conector).

a. Instale la bandeja de discos, enciela y configure el ID de bandeja.

La Guia de instalacion del modelo de bandejas de discos proporciona informacién detallada sobre la
instalacién de bandejas de discos.

@ Debe apagar y encender la bandeja de discos y mantener los ID de bandeja Unicos para
cada bandeja de discos SAS dentro de todo el sistema de almacenamiento.

b. Desconecte el cable SAS del puerto IOM B de la ultima bandeja de la pila y vuelva a conectarlo al
mismo puerto en la nueva bandeja.

El otro extremo de este cable permanece conectado al puente B.

c. Conecte en cadena la bandeja de discos nueva mediante el cableado de los nuevos puertos IOM de la
bandeja (de IOM a e IOM B) a los ultimos puertos IOM de la bandeja (de IOM a e IOM B).

La Installation Guide del modelo de bandeja de discos proporciona informacion detallada sobre las
bandejas de discos en cadena.

7. Actualice el firmware de la unidad de disco a la versién mas reciente desde la consola del sistema.

"Descargas de NetApp: Firmware de la unidad de disco"

a. Cambie al nivel de privilegio avanzado:
set -privilege advanced

Debe responder con y cuando se le solicite que continie en el modo avanzado y vea el simbolo del
sistema del modo avanzado (*>).

b. Actualice el firmware de la unidad de disco a la versién mas reciente desde la consola del sistema:
storage disk firmware update

C. Vuelva al nivel de privilegio de administrador:
set -privilege admin

d. Repita los mismos pasos anteriores en la otra controladora.
8. Compruebe el funcionamiento de la configuracion de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node <node-name> sysconfig -a

b. Compruebe si hay alertas de estado en ambos clUsteres:
system health alert show
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C. Confirme la configuracion del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realice una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacién de MetroCluster:
metrocluster check show

f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show

g. Ejecute Active IQ Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

9. Siva a agregar en caliente mas de una bandeja de discos, repita los pasos anteriores para cada bandeja

de discos que desee agregar en caliente.

Quitar almacenamiento en caliente de una configuracion FC de MetroCluster

Puede quitar bandejas de unidades en caliente, quitar fisicamente las bandejas que han
retirado los agregados de las unidades, de una configuracion FC de MetroCluster que
esta en funcionamiento y sirviendo datos. Puede quitar en caliente una o varias bandejas

de
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cualquier parte dentro de una pila de bandejas o quitar una pila de bandejas.

El sistema debe ser una configuracion de alta disponibilidad multivia, multivia, alta disponibilidad de ruta
cuadruple o ruta cuadruple.

En una configuracion MetroCluster FC de cuatro nodos, el par de alta disponibilidad local no puede estar
en estado de toma de control.

Debe haber quitado ya todos los agregados de las unidades de las bandejas que va a quitar.

Si se intenta realizar este procedimiento en configuraciones FC que no son de MetroCluster
con agregados en la bandeja que se esta quitando, puede provocar una falla en el sistema
con una alerta de varias unidades.

La eliminacion de agregados implica dividir los agregados reflejados en las bandejas que se van a eliminar
y volver a crear los agregados reflejados con otro conjunto de unidades.

"Gestion de discos y agregados”

Debe haber quitado la propiedad de la unidad después de quitar los agregados de las unidades de las
bandejas que desea quitar.

"Gestidon de discos y agregados”

Si se van a quitar una o varias bandejas de una pila, se debe haber calculado la distancia para omitir las
bandejas que se estan quitando.
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Si los cables actuales no son lo suficientemente largos, necesitara disponer de cables mas largos.

Esta tarea se aplica a las siguientes configuraciones de FC de MetroCluster:

» Configuraciones MetroCluster FC de conexién directa, en las que las bandejas de almacenamiento estan
conectadas directamente a las controladoras de almacenamiento con cables SAS

» Configuraciones FC de MetroCluster conectadas a estructura o conectadas a puente, en las que las
bandejas de almacenamiento se conectan mediante puentes FC a SAS

Pasos
1. Compruebe el funcionamiento de la configuracién de MetroCluster en ONTAP:

a. Compruebe si el sistema es multipathed:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

C. Confirme la configuracién del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realizar una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacion de MetroCluster:
metrocluster check show

f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show

g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

2. Configure el nivel de privilegio en Advanced:
set -privilege advanced

3. Compruebe que no hay ninguna unidad de buzén en las bandejas: storage failover mailbox-disk
show

4. Retire la bandeja de acuerdo con los pasos del escenario correspondiente.

Situacion Pasos
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Para eliminar un agregado cuando la bandeja a. Utilice la storage aggregate delete
contiene ambos tipos de agregados, no reflejados o -aggregate aggregate name comando
ambos... para quitar el agregado.

b. Utilice el procedimiento estandar para eliminar
la propiedad de todas las unidades de esa
bandeja y, a continuacioén, quite fisicamente la
bandeja.

Siga las instrucciones de la Guia de servicio de
bandejas de discos SAS correspondiente a su
modelo de bandeja para quitar las bandejas en
caliente.
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Para quitar un complejo de un agregado reflejado, a. Identifique el complejo que desea quitar con el
debe desmontar el agregado. run -node local sysconfig -r
comando.

En el siguiente ejemplo, puede identificar el
complejo desde la linea Plex

/dpg mcc 8020 13 al aggrl/plex0.En
este caso, el complejo que se debe especificar
es «'plex0'».

dpgmcc 8020 13 alaZ::storage
aggregate> run -node local
sysconfig -r
*** This system has taken over
dpg-mcc-8020-13-al
Aggregate
dpg mcc 8020 13 al aggrl
(online, raid dp, mirrored)
(block checksums)
Plex
/dpg mcc 8020 13 al aggrl/plex
0 (online, normal, active,
pool0)
RAID group
/dpg mcc 8020 13 al aggrl/plex
0/rg0 (normal, block
checksums)
RAID Disk Device
HA SHELF BAY CHAN Pool Type
RPM Used (MB/blks) Phys
(MB/blks)

dparity mcc-cisco-8Gb-

fab-2:1-1.126L16 Oc 32 15
FC:B 0 SAS 15000
272000/557056000
274845/562884296

parity mcc-cisco-8Gb-
fab-2:1-1.126L18 Oc 32 17
FC:B 0 SAS 15000
272000/557056000
274845/562884296

data mcc-cisco-8Gb-
fab-2:1-1.126L19 Oc 32 18

HEHEB 0 SAS 15000

AP ANAN /JECONAC CANN

272000/557056000
274845/562884296
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Apagar y encender un unico sitio con una configuraciémde Metrof€Justes FCsch-

. ) . o . fab-2:1-1.126121 0Oc. 32 20
Si necesita realizar tareas de mantenimiento del smclg@: Eeublézar l.égynfggo%utlo en una

configuracion FC de MetroCluster, es necesario sabgt ciipo-anagar y,encender el sitio.

Si necesita reubicar y reconfigurar un sitio (por ejemplo, si neceszlztya%aié? 8% %Pu%?e%%e cuatro nodos a uno

de ocho nodos), no podra completar estas tareas al mismo tiempo. Este fidE8dimientoB8/&ub?E Ris§5eRos

necesarios para realizar el mantenimiento del sitio o para reubicdraln-gitid sih .cefifiai?su €onfiguragidvn. 21
FC:B 0 SAS 15000

El siguiente diagrama muestra una configuracion de MetroCIuste£.7|§IOCéIH§t§5_ﬁ)g% gpaga para realizar tareas

de mantenimiento.

274845/562884296
Cluster_A Cluster_B
Switch A 1 st Switch B 1
Node A 1 Node B 1
Node A 2 - “~ Node B 2
Switch A 2 Switch B 2

T

fab-3:1-1.126L37 0d 34 10
FC:A 1 SAS 15000
Debe apagar un sitio y todo el equipo antes de que pueda comerZzr &P AanteimRHtd o 1a reubicacion del
sitio. 280104/573653840

parity mcc-cisco-8Gb-

fab-3:1-1.126L14 0d 33 13
Todos los comandos de los siguientes pasos se emiten desde elsitioque permaggee egeengido.

Apagar un sitio MetroCluster

Acerca de esta tarea

272000/557056000
Pasos
,280104/573653840
1. Antes de comenzar, compruebe que los agregados no reflejados del sjtio no estan desconectados.
data mcc-cisco-8Gb-

2. Compruebe el funcionamiento de la configuracion de MetroClugterem ONTARP¢1 41 g 34 14

a. Compruebe si el sistema es multivia: FC:A 1 SAS 15000
272000/557056000
node run -node node-name sysconfig -a 280104/573653840
b. Compruebe si hay alertas de estado en ambos clusteres: data mee-cisco-8Gb-
fab-3:1-1.126L15 0d 33 14
system health alert show FC:A 1 SAS 15000
272000/557056000
280104/573653840
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c. Confirme la configuracion del MetroCluster y que el modg ggerativa €s nognals og 34 18
FC:A 1 SAS 15000
272000/557056000
280104/573653840

metrocluster show

d. Realice una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacion de MetrdCludilese la storage aggregate plex
delete -aggregate aggr name -plex
metrocluster check show plex name mando para la extraccion del
complejo.
f. Compruebe si hay alertas de estado en los switches (si existen):
plex define el nombre del complejo, como

storage switch show «'plex3'» o «'plex6'».
g. Ejecute Config Advisor. c. Utilice el procedimiento estandar para eliminar
la propiedad de todas las unidades de esa
"Descargas de NetApp: Config Advisor" bandeja y, a continuacioén, quite fisicamente la
bandeja.

h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectado8iga las instrucciones de la Guia de servicio de
s L bande@as.de giscqs SAS correspondiente a su
3. Desde el sitio que desea mantener activo, implemente la conmL1 aglon ed3| i0S; . :
modelo de bandeja para quitar las bandejas en

. caliente.
metrocluster switchover

cluster A::*> metrocluster switchover

La operacion puede tardar varios minutos en completarse.
Los agregados no reflejados solo estaran en linea tras una conmutacion de sitios si se puede acceder a
los discos remotos del agregado. Si los ISL fallan, es posible que el nodo local no pueda acceder a los
datos de los discos remotos no reflejados. El error de un agregado puede provocar un reinicio del nodo
local.

4. Supervise y verifique que se haya completado la conmutacion:

metrocluster operation show
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cluster A::*> metrocluster operation show
Operation: Switchover
Start time: 10/4/2012 19:04:13
State: in-progress
End time: -
Errors:

cluster A::*> metrocluster operation show
Operation: Switchover
Start time: 10/4/2012 19:04:13
State: successful
End time: 10/4/2012 19:04:22
Errors: -

5. Mueva todos los volumenes y LUN que pertenecen a los agregados no reflejados sin conexion.

a. Mueva los voliumenes sin conexion.

cluster A::* volume offline <volume name>

b. Desconecte las LUN.

cluster A::* lun offline lun path <lun path>
6. Mover agregados no reflejados sin conexion: storage aggregate offline
cluster A*::> storage aggregate offline -aggregate <aggregate-name>
7. En funcion de su configuracion y version de ONTAP, identifique y mueva los complejos afectados sin
conexion que se encuentren en la ubicacion ante desastres (Cluster_B).
Debe mover los siguientes complejos sin conexion:
o Complejos no reflejados que residen en discos ubicados en el sitio de recuperacion ante desastres.
Si no mueve los complejos no reflejados en el sitio de recuperacion ante desastres sin conexion, se
puede producir una interrupcion del servicio cuando el sitio de recuperacion ante desastres se apague
mas tarde.
> Plexes reflejados que residen en discos ubicados en el centro de recuperacion ante desastres para el
mirroring de agregados. Una vez que se han movido fuera de linea, no se puede acceder a los
complejos.
a. Identifique los complejos afectados.

Los complejos que son propiedad de nodos en el sitio superviviente consisten en discos de la piscina
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1. Los complejos que son propiedad de nodos en el sitio de desastre consisten en discos de la piscina

0.

Cluster A::> storage aggregate plex show -fields aggregate,status,is-

online,Plex,pool

aggregate plex

Node B 1 aggr0
Node B 1 aggr0

Node B 2 aggr0
Node B 2 aggr0

Node B 1 aggrl
Node B 1 aggrl

Node B 2 aggrl
Node B 2 aggrl

Node A 1 aggr0
Node A 1 aggr0

Node A 1 aggrl
Node A 1 aggrl

Node A 2 aggr0
Node A 2 aggr0

Node A 2 aggrl
Node A 2 aggrl

plex0
plexl

plex0
plexb

plex0
plex3

plex0
plexl

plex0
plex4

plex0
plexl

plex0
plex4

plex0
plexl

status

normal,active

normal,active

normal,active

normal, active

normal,active

normal, active

normal,active

normal,active

normal,active

normal,active

normal, active

normal,active

normal,active

normal,active

normal, active

normal,active

14 entries were displayed.

Cluster A::>

is-online pool

true

true

true

true

true

true

true

true

true

true

true

true

true

true

true

true

Los plex afectados son los que son remotos al cluster A. La siguiente tabla muestra si los discos son
locales o remotos en relacion con el cluster A:

Nodo Discos en el pool

Nodo A 1ynodo Discos en el pool 0

A2

¢ Los discos se deben
establecer sin conexion?

No Los discos son locales
para el cluster A.

Ejemplo de complejos
que se van a mover
fuera de linea

153



Discos en el pool 1 Si. Los discos son
remotos para el cluster
A.

Discos en el pool 0 Si. Los discos son
remotos para el cluster
A.

b. Mueva los complejos afectados sin conexion:

storage aggregate plex offline

Node A 1 aggrO/plex4
Node A 1 aggri/plex1
Node A 2 aggrO/plex4

Node_A_2 aggri/plex1

Node_B_1_aggri/plex0
Node B 1 aggrO/plex0
Node B 2 aggrO/plex0

Node B 2 aggri/plex0

Nodo B 1y nodo
B2

Discos en el pool 1

storage aggregate plex offline -aggregate Node B 1 aggr0 -plex plexO

@ Realice este paso para todos los plexes que tengan discos remotos para Cluster_A.

8. Desconecta de forma persistente los puertos del switch ISL segun el tipo de switch.
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Para switches FC
Brocade...

a. Utilice la portcfgpersistentdisable <port> comando para
deshabilitar los puertos de forma persistente, como se muestra en el
ejemplo siguiente. Esto se debe hacer en ambos conmutadores del sitio
superviviente.

Switch A l:admin> portcfgpersistentdisable 14

Switch A l:admin> portcfgpersistentdisable 15

Switch A 1:admin>

b. Compruebe que los puertos estan deshabilitados mediante el
switchshow comando que se muestra en el ejemplo siguiente:

Switch A l:admin> switchshow

switchName: Switch A 1
switchType: 109.1
switchState: Online
switchMode: Native
switchRole: Principal
switchDomain: 2

switchId: fffc02

switchWwn: 10:00:00:05:33:88:9c:68
zoning: ON (T5 T6)
switchBeacon: OFF

FC Router: OFF

FC Router BB Fabric ID: 128
Address Mode: O

Index Port Address Media Speed State

14 14 020e00 id 16G No Light

Disabled (Persistent)

15 15 020£00 id 16G No Light

Disabled (Persistent)

Switch A 1:admin>
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Para switches FC de a. Utilice la interface comando para deshabilitar los puertos de forma
Cisco... persistente. En el ejemplo siguiente se muestran los puertos 14 y 15 que
se estan deshabilitando:

Switch A 1# conf t
Switch A 1(config)# interface fcl/14-15
Switch A 1(config)# shut

Switch A 1(config-if)# end
Switch A 1# copy running-config startup-config

b. Compruebe que el puerto del switch esté deshabilitado mediante el show
interface brief comando como se muestra en el ejemplo siguiente:

Switch A 1# show interface brief
Switch A 1

9. Apague el equipo en el sitio de desastre.
El siguiente equipo debe apagarse en el orden indicado:
o Controladoras de almacenamiento: Las controladoras de almacenamiento actualmente deben estar en
LOADER aviso, debe apagarlos por completo.
> Switches FC de MetroCluster
o ATTO FibreBridges (si esta presente)

o Bandejas de almacenamiento

Reubicacion del sitio de alimentacion fuera del MetroCluster

Una vez apagado el sitio, puede comenzar a realizar tareas de mantenimiento. Este procedimiento es el
mismo, tanto si se reubican los componentes de MetroCluster dentro del mismo centro de datos como si se
reubican a otro centro de datos.

» El hardware debe cablearse del mismo modo que el sitio anterior.

« Si la velocidad, longitud o numero del enlace entre switches (ISL) ha cambiado, todos ellos deben volver a
configurarse.

Pasos

1. Verifique que el cableado de todos los componentes se registre con cuidado para poder volver a
conectarlo correctamente en la nueva ubicacion.

2. Reubique fisicamente todo el hardware, las controladoras de almacenamiento, los switches FC,
FibreBridges y las bandejas de almacenamiento.

3. Configure los puertos ISL y compruebe la conectividad entre sitios.

a. Encienda los switches FC.
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@ No encienda ningun otro equipo.

b. Habilite los puertos.

Habilite los puertos segun los tipos de switch correctos en la siguiente tabla:

Tipo de interruptor Comando
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Para switches FC Brocade...

Utilice la portcfgpersistentenable <port number>
comando para habilitar el puerto de forma persistente. Esto se
debe hacer en ambos conmutadores del sitio superviviente.

En el ejemplo siguiente se muestran los puertos 14y 15
activados en Switch_A 1.

switch A 1:admin> portcfgpersistentenable
14

switch A 1l:admin> portcfgpersistentenable
15

switch A 1:admin>

. Compruebe que el puerto del switch esté activado:

switchshow

En el siguiente ejemplo, se muestra que los puertos 14y 15
estan habilitados:

switch A 1l:admin> switchshow
switchName: Switch A 1
switchType: 109.1

switchState: Online
switchMode: Native
switchRole: Principal
switchDomain: 2

switchId: fffc02
switchWwn: 10:00:00:05:33:88:9c:68
zoning: ON (TS5 To)
switchBeacon: OFF

FC Router: OFF

FC Router BB Fabric ID: 128
Address Mode: 0

Index Port Address Media Speed State
Proto

14 14 020e00 id 16G Online
FC E-Port 10:00:00:05:33:86:89:cb
"Switch A 1"

15 15 020£f00 id 16G Online
FC E-Port 10:00:00:05:33:86:89:cb
"Switch A 1" (downstream)

switch A 1:admin>



Para switches FC de Cisco... i. Introduzca el interface comando para habilitar el puerto.
En el ejemplo siguiente se muestran los puertos 14y 15

activados en Switch_A_1.

switch A 1# conf t

switch A 1(config)# interface fcl/14-15

switch A 1(config)# no shut

switch A 1(config-if)# end

switch A 1# copy running-config startup-
config

i. Compruebe que el puerto del switch esté activado: show
interface brief

switch A 1# show interface brief
switch A 1#

4. Utilice herramientas en los switches (segun estén disponibles) para verificar la conectividad entre sitios.
(D Solo debe continuar si los enlaces estan correctamente configurados y estables.

5. Vuelva a desactivar los vinculos si se encuentran estables.

Deshabilite los puertos segun se vaya a utilizar los switches Brocade o Cisco como se muestra en la
siguiente tabla:

Tipo de interruptor Comando
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Para switches FC Brocade... a. Introduzca el portcfgpersistentdisable
<port number> comando para deshabilitar el puerto de forma
persistente.

Esto se debe hacer en ambos conmutadores del sitio
superviviente. En el ejemplo siguiente se muestran los puertos
14 y 15 desactivados en Switch_A_1:

switch A l:admin> portpersistentdisable
14

switch A l:admin> portpersistentdisable
15

switch A 1:admin>

b. Compruebe que el puerto del switch esta deshabilitado:
switchshow

En el siguiente ejemplo, se muestra que los puertos 14y 15
estan deshabilitados:

switch A 1l:admin> switchshow
switchName: Switch A 1
switchType: 109.1
switchState: Online
switchMode: Native
switchRole: Principal
switchDomain: 2

switchId: fffc02
switchWwn: 10:00:00:05:33:88:9c:68
zoning: ON (T5 To6)
switchBeacon: OFF

FC Router: OFF

FC Router BB Fabric ID: 128
Address Mode: 0

Index Port Address Media Speed State
Proto

14 14 020e00 id 16G No Light
FC Disabled (Persistent)

15 15 020£00 id 16G No Light
FC Disabled (Persistent)

switch A 1:admin>
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Para switches FC de Cisco... a. Desactive el puerto mediante el interface comando.

En el ejemplo siguiente se muestran los puertos fc1/14 y fc1/15
desactivados en el switch A_1:

switch A 1# conf t

switch_A_l(config)# interface fcl/14-15
switch A 1(config)# shut
switch A 1(config-if)# end

switch A 1# copy running-config startup-
config

b. Compruebe que el puerto del switch esté deshabilitado
mediante el show interface brief comando.

switch A 1# show interface brief
switch A 1#

Encienda la configuracion de MetroCluster y vuelva al funcionamiento normal

Tras completar el mantenimiento o mover el sitio, debe encender el sitio y restablecer la configuracion de
MetroCluster.

Acerca de esta tarea
Todos los comandos de los pasos siguientes se emiten en el sitio que se enciende.

Pasos
1. Encienda los switches.

Primero debe encender los interruptores. Es posible que se hayan encendido durante el paso anterior si
se reubicd el sitio.

a. Vuelva a configurar el enlace entre switches (ISL) si es necesario o si no se ha completado como parte
de la reubicacion.
b. Habilite el ISL si se ha completado la delimitacion.
c. Verifique el ISL.
2. Deshabilite los ISL en los switches FC.
3. Encienda las bandejas y deje que haya tiempo suficiente para que se encicien por completo.
4. Encienda los puentes FiberBridge.
a. En los switches FC, compruebe que los puertos que conectan los puentes estan conectados.

Puede utilizar un comando como switchshow Para los switches Brocade, y. show interface
brief Para switches Cisco.
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b. Verifique que las estanterias y los discos de los puentes estén claramente visibles.
Puede utilizar un comando como sastargets Enla CLI de ATTO.
5. Habilite los ISL en los switches FC.

Habilite los puertos segun si utiliza switches Brocade o Cisco, como se muestra en la siguiente tabla:

Tipo de interruptor Comando
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Para switches FC
Brocade...

a. Introduzca el portcfgpersistentenable <port> comando para

habilitar los puertos de forma persistente. Esto se debe hacer en ambos

conmutadores del sitio superviviente.

En el ejemplo siguiente se muestran los puertos 14 y 15 activados en

Switch_A_1:

Switch A 1:admin> portcfgpersistentenable 14
Switch A 1l:admin> portcfgpersistentenable 15

Switch A 1:admin>

b. Compruebe que el puerto del switch esta activado con el signo
switchshow comando:

switch A 1l:admin> switchshow

switchName: Switch A 1
switchType: 109.1
switchState: Online
switchMode: Native
switchRole: Principal

switchDomain: 2

switchId: fffc02

switchWwn: 10:00:00:05:33:88:9c:68
zoning: ON (T5 Te6)
switchBeacon: OFF

FC Router: OFF

FC Router BB Fabric ID: 128
Address Mode: O

14 14 020e00 id 16G  Online
E-Port 10:00:00:05:33:86:8%9:cb "Switch A 1"

15 15 020£00 id 16G  Online
E-Port 10:00:00:05:33:86:89:cb "Switch A 1"

(downstream)

switch A 1l:admin>

=C
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Para switches FC de a. Utilice la interface comando para habilitar los puertos.
Cisco...

En el ejemplo siguiente se muestra el puerto fc1/14 y fc1/15 habilitados en
el switch A_1:

switch A 1# conf t

switch A 1(config)# interface fcl/14-15
switch A 1(config)# no shut
switch A 1(config-if)# end

switch A 1# copy running-config startup-config

b. Compruebe que el puerto del switch esta deshabilitado:

switch A 1# show interface brief
switch A 1#

6. Verifique que el almacenamiento esté visible.

a. Compruebe que el almacenamiento esta visible en el sitio superviviente. Vuelva a conectar los
complejos sin conexion para reiniciar la operacion de resincronizacion y restablecer SyncMirror.

b. Compruebe que el almacenamiento local sea visible en el nodo en modo de mantenimiento:
disk show -v
7. Restablezca la configuracion de MetroCluster.
Siga las instrucciones de "Verificacion de que su sistema esta listo para una conmutacion de estado" Para
llevar a cabo operaciones de reparacion y conmutacion de estado de acuerdo con su configuracién de
MetroCluster.

Apagando una configuracién de MetroCluster FC completa

Debe apagar toda la configuracidén de FC de MetroCluster y todos los equipos antes de
que pueda empezar el mantenimiento o la reubicacion de los sitios.

Acerca de esta tarea
Debe realizar los pasos de este procedimiento desde ambos sitios, al mismo tiempo.

A partir de ONTAP 9.8, el storage switch el comando se sustituye por system switch.
Los siguientes pasos muestran el storage switch Pero si ejecuta ONTAP 9.8 o una version
posterior, el system switch el comando es preferido.

Pasos

1. Compruebe la configuracion de MetroCluster en ambos sitios de la configuracion de MetroCluster.

a. Confirme la configuracion del MetroCluster y que el modo operativo es normal.
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metrocluster show

b. Confirme la conectividad con los discos introduciendo el siguiente comando en uno de los nodos
MetroCluster:
run local sysconfig -v

C. Ejecute el siguiente comando:
storage bridge show

d. Ejecute el siguiente comando:
storage port show

€. Ejecute el siguiente comando:
storage switch show

f. Ejecute el siguiente comando:
network port show

9. Realice una comprobacién de MetroCluster:
metrocluster check run

h. Mostrar los resultados del control MetroCluster:
metrocluster check show

2. Desactive AUSO modificando el dominio de fallo DE AUSO a.

auso-disabled

cluster A site A::*>metrocluster modify -auto-switchover-failure-domain
auso-disabled

3. Compruebe el cambio con el comando

metrocluster operation show

cluster A site A::*> metrocluster operation show
Operation: modify
State: successful
Start Time: 4/25/2020 20:20:36
End Time: 4/25/2020 20:20:36

Errors: -

4. Detenga los nodos con el siguiente comando: halt

° Para obtener una configuracion MetroCluster de cuatro u ocho nodos, use el inhibit-takeovery..
skip-lif-migration-before-shutdown parametros:

system node halt -node nodel SiteA -inhibit-takeover true -ignore

-quorum-warnings true -skip-lif-migration-before-shutdown true
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> En el caso de una configuracion MetroCluster de dos nodos, use el comando:

system node halt -node nodel SiteA -ignore-quorum-warnings true

5. Apague el siguiente equipo en el sitio:
o Controladoras de almacenamiento

o Switches FC de MetroCluster (si estan en uso y la configuracion no es una configuracion con
ampliacién de dos nodos)

o PUENTES ATTO FiberBridges
> Bandejas de almacenamiento
6. Espere treinta minutos y, a continuacion, encienda el siguiente equipo en el sitio:
o Bandejas de almacenamiento
o PUENTES ATTO FiberBridges
o Switches FC de MetroCluster
> Controladoras de almacenamiento

7. Después de encender las controladoras, compruebe la configuracion de MetroCluster en ambos sitios.
Para verificar la configuracion, repita el paso 1.

8. Realice comprobaciones de ciclo de encendido y apagado.

a. Compruebe que todas las SVM sincronizada en origen estén en linea:
vserver show

b. Inicie cualquier SVM sincronizada en origen que no estén en linea:
vserver start

Procedimientos de mantenimiento de las configuraciones
IP de MetroCluster

Mantenimiento y sustitucion del switch IP

Sustituya un switch IP o cambie el uso de los switches IP de MetroCluster existentes

Es posible que deba sustituir un switch con errores, actualizar o degradar un switch, o
cambiar el uso de switches IP de MetroCluster existentes.

Acerca de esta tarea

Este procedimiento se aplica cuando se utilizan switches validados por NetApp. Si utiliza switches compatibles
con MetroCluster, consulte al proveedor de switches.

"Active el registro de la consola" antes de realizar esta tarea.
Este procedimiento admite las siguientes conversiones:
» Cambiando el proveedor del switch, el tipo o0 ambos. El nuevo conmutador puede ser el mismo que el

antiguo cuando un conmutador ha fallado, o puede cambiar el tipo de conmutador (actualizar o degradar el
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conmutador).

Por ejemplo, para expandir una configuracion IP de MetroCluster de una configuracién individual de cuatro
nodos mediante controladoras AFF A400 y switches BES-53248 a una configuracién de ocho nodos
mediante controladoras AFF A400, debe cambiar los switches a un tipo compatible para la configuracion
porque los switches BES-53248 no se admiten en la nueva configuracion.

Si desea reemplazar un interruptor fallido por el mismo tipo de interruptor, solo debe reemplazar el
interruptor fallido. Si desea actualizar o degradar un conmutador, debe ajustar dos switches que se
encuentren en la misma red. Hay dos switches en la misma red cuando se conectan a un enlace entre
switches (ISL) y no se encuentran en el mismo sitio. Por ejemplo, la Red 1 incluye IP_SWITCH_A 1e
IP_SWITCH_B_1, y laRed 2 incluye IP_SWITCH_A_2 e IP_SWITCH_B_2, como se muestra en el
diagrama siguiente:

cluster A cluster_B
) Remote i
node A 1 IP_switch_A_1 151 IP_switch_B_1 node B 1
| A —
Local | I15L Localf ISL 4\—
shelf A 1 shelf B 1
IP_switch A 2 RET;ETE IP_switch B 2 |

node A 2 node B_2

shelf A 2 shelf B 2
@ Si reemplaza un conmutador o actualiza a diferentes conmutadores, puede preconfigurar

los conmutadores instalando el firmware del conmutador y el archivo RCF.

» Convierta una configuracion de IP de MetroCluster en una configuracion de IP de MetroCluster mediante
switches MetroCluster de almacenamiento compartido.

Por ejemplo, si tiene una configuracién IP MetroCluster regular con controladoras AFF A700 y desea
volver a configurar MetroCluster para conectar las bandejas NS224 a los mismos switches.

o Si desea afiadir o quitar bandejas en una configuracion de IP de MetroCluster mediante

switches IP de MetroCluster de almacenamiento compartido, siga los pasos de "Afadir
@ bandejas a una IP de MetroCluster mediante switches MetroCluster de almacenamiento

compartido"

o Es posible que la configuracion IP de MetroCluster ya se conecte directamente a
bandejas NS224 o a switches de almacenamiento dedicados.

Hoja de trabajo de uso del puerto

167


https://docs.netapp.com/us-en/ontap-metrocluster/maintain/task_add_shelves_using_shared_storage.html
https://docs.netapp.com/us-en/ontap-metrocluster/maintain/task_add_shelves_using_shared_storage.html
https://docs.netapp.com/us-en/ontap-metrocluster/maintain/task_add_shelves_using_shared_storage.html

A continuacién se muestra un ejemplo de hoja de datos para convertir una configuracion de IP de
MetroCluster en una configuracion de almacenamiento compartido conectando dos bandejas NS224 con los

switches existentes.

Definiciones de hoja de trabajo:

» Configuracion existente: El cableado de la configuracion de MetroCluster existente.

* Nueva configuracién con NS224 bandejas: La configuraciéon de destino donde los switches se comparten
entre el almacenamiento y MetroCluster.

Los campos resaltados en esta hoja de trabajo indican lo siguiente:

* Verde: No es necesario cambiar el cableado.

» Amarillo: Debe mover los puertos con la misma configuracion o con otra diferente.

* Azul: Puertos que son conexiones nuevas.
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Existing configuration

Port use IP_switch_x_1

MetroCluster 1, Cluster Port ‘A’

| Local Cluster Interface
Cluster Port 'A'

PORT USAGE OVERVIEW
Example of expanding an existing 4Node MetroCluster with 2x N5224 shelves and changing the ISL's from 10G to 40/100G

IP_switch x_2

Cluster Port 'B'

Cluster Port 'B'

ISL, Local Cluster ISL, Local Cluster

native speed / 100G

MetroCluster 1, Port 'A’

- MetroCluster interfaca
Port 'A’
I5L, MetroCluster Remate |SL,
breakout mode 10G

106G

Port 'B'

Port 'B'

Remote I5L
10G

New configuration with N5224 shelves

Port use

MetroCluster 1,
Local Cluster Interface

Storage shelf 1 (9)

IS5L, Local Cluster
native speed / 100G

MetroCluster 1,
MetroCluster interface

ISL. MetroCluster,
native speed 40G / 100G
breakout mode 10G

MetroCluster 1,
Storage Interface

Storage shalf 2 (8)

1P switch_x.1

Cluster Port 'A’

Cluster Port ‘A

MSM-A, ela

MNSM-B, e0a

IP_switch_x_2
Cluster Port 'B'

Cluster Port 'B'

MNSM-A, 20b

NSM-B, elb

ISL, Local Cluster

Port 'A'

Port 'A'

Remote I5L
2% 40/100G

Storage Port ‘A’

Storage Port A

MNEM-A, ela

MSM-B, e0a

Part 'B'

Port 'B'

Remote |SL,
2x 40/100G

Storage Port 'B’

Storage Port "B’

NSM-A. e0b

NSM-B, e0b
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Pasos
1.  Compruebe el estado de la configuracion.

a. Compruebe que la MetroCluster esté configurada y en modo normal de cada clUster: metrocluster
show

cluster A::> metrocluster show

Cluster Entry Name State
Local: cluster A Configuration state configured
Mode normal

AUSO Failure Domain auso-on-cluster-—

disaster
Remote: cluster B Configuration state configured

Mode normal

AUSO Failure Domain auso-on-cluster-
disaster

b. Compruebe que el mirroring esta habilitado en cada nodo: metrocluster node show

cluster A::> metrocluster node show

DR Configuration DR
Group Cluster Node State Mirroring Mode
1 cluster A
node A 1 configured enabled normal

cluster B
node B 1 configured enabled normal

2 entries were displayed.

C. Compruebe que los componentes de MetroCluster sean los mismos en buen estado: metrocluster
check run
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cluster A::> metrocluster check run

Last Checked On: 10/1/2014 16:03:37

Component Result
nodes ok
lifs ok

config-replication ok
aggregates ok
4 entries were displayed.

Command completed. Use the "metrocluster check show -instance"
command or sub-commands in "metrocluster check" directory for
detailed results.

To check if the nodes are ready to do a switchover or switchback
operation, run "metrocluster switchover -simulate" or "metrocluster
switchback -simulate", respectively.

d. Compruebe que no hay alertas de estado: system health alert show

2. Configure el nuevo interruptor antes de instalarlo.

Si esta reutilizando los interruptores existentes, vaya a. Paso 4.

(D Si esta actualizando o degradando los switches, debe configurar todos los switches de la
red.

Siga los pasos de la seccidn Configuracion de los switches IP del "Instalacion y configuracion de IP de
MetroCluster."

Asegurese de aplicar el archivo RCF correcto para switch _A 1, A 2, B 10 _B_2. Siel nuevo
conmutador es el mismo que el antiguo, debera aplicar el mismo archivo RCF.

Si actualiza o degrada un conmutador, aplique el ultimo archivo RCF admitido para el nuevo conmutador.
3. Ejecute el comando Port show para ver informacion acerca de los puertos de red:
network port show
a. Modifique todas las LIF del cluster para deshabilitar la reversion automatica:

network interface modify -vserver <vserver name> -1if <lif name>

—auto-revert false

4. Desconecte las conexiones del interruptor antiguo.
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5.
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Solo se desconectan las conexiones que no estén utilizando el mismo puerto en las
configuraciones nuevas y antiguas. Si utiliza switches nuevos, debe desconectar todas las
conexiones.

Quite las conexiones en el siguiente orden:

a. Desconecte las interfaces del cluster local
b. Desconecte los ISL del cluster local

Desconecte las interfaces IP de MetroCluster

3]

d. Desconecte los ISL de MetroCluster

En el ejemplo [port_usage_worksheet], los interruptores no cambian. Los ISL de MetroCluster se
reubican y deben desconectarse. No es necesario desconectar las conexiones marcadas en verde en
la hoja de trabajo.

Si esta utilizando interruptores nuevos, apague el interruptor antiguo, retire los cables y retire fisicamente
el interruptor antiguo.

Si esta reutilizando los interruptores existentes, vaya a. Paso 6.

@ No conecte el cable a los nuevos interruptores excepto a la interfaz de administracion (si se
utiliza).

Configure los conmutadores existentes.
Si ya ha configurado previamente los switches, puede omitir este paso.

Para configurar los switches existentes, siga los pasos para instalar y actualizar el firmware y los archivos
RCF:

o "Actualizacion del firmware en switches MetroCluster IP"

o "Actualice los archivos RCF en switches MetroCluster IP"
Conecte los cables de los interruptores.

Puede seguir los pasos de la seccion Cableando los conmutadores IP en "Instalacion y configuracion de
IP de MetroCluster".

Conecte los cables de los interruptores en el siguiente orden (si es necesario):

a. Conecte los cables ISLs al sitio remoto.
b. Conecte el cable de las interfaces IP de MetroCluster.

c. Cablee las interfaces del cluster local.

= Los puertos utilizados pueden ser diferentes de los del switch antiguo si el tipo de
switch es diferente. Si va a actualizar o cambiar a una version anterior de los
switches, realice NO el cableado de los ISL locales. Solo conecte los cables de los
@ ISL locales si va a actualizar o cambiar a una version anterior de los switches de la
segunda red, y los dos switches de un sitio son del mismo tipo y cableado.

= Si va a actualizar Switch-A1 y Switch-B1, debe realizar los pasos 1 a 6 para los
switches Switch-A2 y Switch-B2.
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8.

10.

1.

12.

13.

Finalice el cableado del cluster local.
a. Silas interfaces del cluster local estan conectadas a un switch:
i. Conecte los cables de los ISL del cluster local.
b. Silas interfaces del cluster local estan NOT conectadas a un switch:

i. Utilice la "Migrar a un entorno de cluster de NetApp conmutado" procedimiento para convertir un
cluster sin switches en un cluster con switches. Utilice los puertos indicados en "Instalacion y
configuracion de IP de MetroCluster" O los archivos de cableado RCF para conectar la interfaz del
cluster local.

Encienda el interruptor o los interruptores.

Si el nuevo interruptor es el mismo, encienda el nuevo interruptor. Si esta actualizando o degradando los
interruptores, encienda ambos interruptores. La configuracion puede funcionar con dos switches diferentes
en cada centro hasta que se actualice la segunda red.

Repita para comprobar que la configuracién de MetroCluster sea correcta Paso 1.

Si va a actualizar o a cambiar a una version anterior de los switches de la primera red, es posible que
haya algunas alertas relacionadas con la agrupacion en cluster local.

@ Si actualiza o degrada las redes, repita todos los pasos para la segunda red.

Modifique todas las LIF de cluster para volver a habilitar la reversién automatica:

network interface modify -vserver <vserver name> -1lif <lif name> -auto

—-revert true

Revertir todos los LIF del cluster que no estan actualmente en sus puertos de origen a sus puertos de
origen:

network interface revert -vserver * -1if *
De manera opcional, mueva las bandejas NS224.

Si va a volver a configurar una configuracion IP de MetroCluster que no conecta las bandejas de NS224 a
los switches IP de MetroCluster, utilice el procedimiento adecuado para afiadir o mover las bandejas
NS224:

> "Afadir bandejas a una IP de MetroCluster mediante switches MetroCluster de almacenamiento
compartido”
> "Migre desde un cluster sin switches con almacenamiento de conexion directa”

o "Migre de una configuracion sin switches con almacenamiento conectado mediante la reutilizacién de
los switches de almacenamiento”

Puertos de interfaz IP de MetroCluster en linea u fuera de linea

Cuando realiza tareas de mantenimiento, es posible que deba desconectar u conectar un
puerto de interfaz IP de MetroCluster.

Acerca de esta tarea
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"Active el registro de la consola" antes de realizar esta tarea.

Pasos
Puede usar los siguientes pasos para conectar un puerto de interfaz IP de MetroCluster o desconectarlo.

1. Configure el nivel de privilegio en Advanced.

set -privilege advanced

Ejemplo de salida

Cluster A 1::> set -privilege advanced
Warning: These advanced commands are potentially dangerous; use them
only when
directed to do so by NetApp personnel.
Do you want to continue? {yln}: vy

2. Desconecte el puerto de la interfaz IP de MetroCluster.

system ha interconnect link off -node <node name> -link <link num, 0 or
1>

Ejemplo de salida

Cluster Al::*> system ha interconnect link off -node node-al -link O

a. Compruebe que la interfaz de IP de MetroCluster esta sin conexion.

Cluster Al::*> system ha interconnect port show

Ejemplo de salida
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Cluster Al::

true

node-a?2

true

true

*> system ha interconnect port show

Physical
Link Layer

Monitor ©Port State

off
0 disabled
1 linkup
off
0 linkup
1 linkup

2 entries were displayed.

3. Conecte el puerto de la interfaz IP de MetroCluster.

Link

Layer

State

down

active

active

active

Physical

Link Up

Physical

Link Down

system ha interconnect link on -node <node name> -link <link num, O

1>

Ejemplo de salida

Cluster Al::*> system ha interconnect link on -node node-al -link 0

a. Compruebe que el puerto de la interfaz IP de MetroCluster esta en linea.

Cluster Al::*> system ha interconnect port show

Ejemplo de salida

or

175



Cluster Al::*> system ha interconnect port show
Physical Link

Link Layer Layer Physical Physical

Active
Node Monitor Port State State Link Up Link Down
Link
node-al off

0 linkup active 5 3
true

1 linkup active 4 2
true
node-az off

0 linkup active 4 2
true

1 linkup active 4 2
true

2 entries were displayed.

Actualizar el firmware en switches MetroCluster IP

Es posible que deba actualizar el firmware en un switch MetroCluster IP.

Compruebe que el RCF es compatible

Al cambiar la version de ONTAP o la version de firmware del switch, debe verificar que tiene un archivo de
configuracion de referencia (RCF) compatible con esa version. Si utiliza "RcfFileGenerator'la herramienta, se
genera el RCF correcto para la configuracion.

Pasos
1. Utilice los siguientes comandos de los switches para verificar la versién de RCF:

Desde este switch... Emita este comando...

Switch Broadcom (IP switch A 1) # show clibanner

Switch Cisco IP switch A 1# show banner motd

Switch NVIDIA SN2100 cumulus@meccl:mgmt:~$ nv config find message

Localice la linea en el resultado del comando que indica la version de RCF. Por ejemplo, la siguiente
salida de un conmutador Cisco indica que la version RCF es «v1, 80».
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Filename : NX3232 v1.80 Switch-A2.txt

2. Para comprobar qué archivos son compatibles con una version, conmutador y plataforma de ONTAP

especifica, utilice el "RcfFileGenerator para MetroCluster IP". Si puede generar el RCF para la

configuracion existente o a la que desea actualizar, es compatible.

3. Para verificar que el firmware del switch es compatible, consulte lo siguiente:

o "Hardware Universe"
o "Matriz de interoperabilidad de NetApp"
Actualice el firmware del switch

Acerca de esta tarea
Debe repetir esta tarea en cada uno de los conmutadores sucesivamente.

"Active el registro de la consola" antes de realizar esta tarea.

Pasos
1. Compruebe el estado de la configuracion.

a. Compruebe que la MetroCluster esté configurada y en modo normal de cada cluster:

metrocluster show

cluster A::> metrocluster show

Cluster Entry Name
Local: cluster A Configuration state
Mode
AUSO Failure Domain
disaster
Remote: cluster B Configuration state
Mode
AUSO Failure Domain
disaster

b. Compruebe que el mirroring esta habilitado en cada nodo:

metrocluster node show

configured
normal

auso-on-cluster-—

configured
normal
auso-on-cluster-
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2. Instale el software en el primer interruptor.
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cluster A::> metrocluster
DR
Group Cluster Node

1 cluster A
node A 1
cluster B
node B 1
2 entries were displayed.

node show
Configuration
State

configured

configured

DR

Mirroring Mode

enabled normal

enabled normal

c. Compruebe que los componentes de MetroCluster sean los mismos en buen estado:

metrocluster check run

cluster A::*> metrocluster check run

La operacion se ejecuta en segundo plano.

d. Después del metrocluster check run la operacion finaliza, ejecute:

metrocluster check show

Después de unos cinco minutos, se muestran los siguientes resultados:

cluster A:::*> metrocluster check show
Component Result

nodes ok

lifs ok
config-replication ok

aggregates ok

clusters ok

connections ok

volumes ok

7 entries were displayed.

a. Compruebe que no hay alertas de estado:

system health alert show



@ Debe instalar el software del conmutador en los conmutadores en el siguiente orden:
Switch_A_1, switch_B_1, Switch_A_2, switch_B_2.

Siga los pasos para instalar el software de switch en el tema correspondiente dependiendo de si el tipo de
switch es Broadcom, Cisco o NVIDIA:

o "Descargue e instale el software EFOS del conmutador Broadcom"

o "Descargue e instale el software Cisco Switch NX-OS"

o "Descargue e instale el software NVIDIA SN2100 switch Cumulus"
3. Repita el paso anterior con cada uno de los conmutadores.

4. Repeticiéon Paso 1 para comprobar el estado de la configuracion.

Actualice los archivos RCF en switches MetroCluster IP

Es posible que deba actualizar un archivo de archivo de configuracion de referencia
(RCF) en un conmutador IP de MetroCluster. Por ejemplo, si la version de RCF que
ejecuta en los switches no es compatible con la version de ONTAP, la versién de
firmware del switch o ambos.

Antes de empezar

« Si va a instalar un nuevo firmware de conmutador, debe instalar el firmware del conmutador antes de
actualizar el archivo RCF.

* Antes de actualizar el RCF, "Compruebe que el RCF es compatible".

« "Active el registro de la consola" antes de realizar esta tarea.

Acerca de esta tarea

« Este procedimiento interrumpe el trafico del conmutador donde se actualiza el archivo RCF. El trafico se
reanuda cuando se aplica el nuevo archivo RCF.

» Realice los pasos en un conmutador a la vez, en el siguiente orden: Switch_A_1, Switch_B_1,
Switch_A_2, Switch B 2.

Pasos

1. Compruebe el estado de la configuracion.
a. Compruebe que los componentes de MetroCluster estan en buen estado:

metrocluster check run
cluster A::*> metrocluster check run

La operacion se ejecuta en segundo plano.

b. Después del metrocluster check run la operacion finaliza, se ejecuta metrocluster check
show para ver los resultados.

Después de unos cinco minutos, se muestran los siguientes resultados:
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::*> metrocluster check show

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok
volumes ok

7 entries were displayed.

a. Comprobar el estado de la operacion de comprobacion de MetroCluster en ejecucion:
metrocluster operation history show -job-id 38
b. Compruebe que no hay alertas de estado:
system health alert show
2. Prepare los switches IP para la aplicacion de los nuevos archivos RCF.
Siga los pasos para su proveedor de switches:

o "Restablezca el conmutador IP Broadcom a los valores predeterminados de fabrica"

o "Restablezca el conmutador IP de Cisco a los valores predeterminados de fabrica"

o "Restablece el switch NVIDIA IP SN2100 a los valores predeterminados de fabrica"
3. Descargue e instale el archivo IP RCF, segun el proveedor del switch.

o "Descargue e instale los archivos Broadcom IP RCF"

> "Descargue e instale los archivos Cisco IP RCF"

o "Descargue e instale los archivos NVIDIA IP RCF"

Si tiene una configuracién de red L2 compartida o L3, es posible que deba ajustar los
puertos ISL en los switches intermedio/cliente. EI modo de puerto de switch puede

@ cambiar del modo de acceso al modo de "tronco". Sélo continue con la actualizacion del
segundo par de conmutadores (A_2, B_2) si la conectividad de red entre los
conmutadores A_1y B_1 esta totalmente operativa y la red esta en buen estado.

Actualice los archivos RCF en switches IP de Cisco mediante CleanUpFiles

Es posible que necesite actualizar un archivo RCF en un conmutador IP de Cisco. Por
ejemplo, una actualizacién de ONTAP o de firmware del switch requieren un nuevo
archivo RCF.
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Acerca de esta tarea

» A partir de la versién 1.4a de RcfFileGenerator, hay una nueva opcion para cambiar (actualizar, degradar o
reemplazar) la configuracion del switch en switches IP de Cisco sin necesidad de realizar un 'borrado de
escritura’.

» "Active el registro de la consola" antes de realizar esta tarea.

* El switch Cisco 9336C-FX2 tiene dos tipos de almacenamiento de switch diferentes con un nombre
diferente en el RCF. Use la siguiente tabla para determinar el tipo de almacenamiento Cisco 9336C-FX2
correcto para su configuracion:

Si va a conectar el siguiente Elija el tipo de almacenamiento Banner/MOTD del archivo RCF
almacenamiento... Cisco 9336C-FX2... de ejemplo
» Bandejas SAS conectadas 9336C-FX2: Solo * Switch : NX9336C
directamente almacenamiento directo (direct storage, L2

« Bandejas NVMe conectadas Networks, direct ISL)

directamente

* Bandejas NVMe conectadas a
switches de almacenamiento

dedicados
» Bandejas SAS conectadas 9336C-FX2: Almacenamiento * Switch : NX9336C (SAS
directamente SAS y Ethernet and Ethernet storage, L2

« Bandejas NVMe conectadas a Networks, direct ISL)

los switches IP de
MetroCluster

Se requiere al
menos una

@ bandeja NVMe
conectada con

Ethernet

Antes de empezar
Puede utilizar este método si la configuracién cumple los siguientes requisitos:

» Se aplica la configuracion RCF estandar.

» La "RcfFileGenerator” Debe poder crear el mismo archivo RCF que se aplica, con la misma version y
configuracion (plataformas, VLAN).

* NetApp no proporciond el archivo RCF aplicado para una configuracion especial.
 El archivo RCF no se modifico antes de aplicarlo.

* Antes de aplicar el archivo RCF actual, se siguieron los pasos para restablecer los valores
predeterminados de fabrica del conmutador.

* No se realizaron cambios en la configuracion del conmutador (puerto) después de aplicar el RCF.
Si no cumple estos requisitos, no podra utilizar CleanUpFiles que se crean al generar los archivos RCF.

Sin embargo, puede aprovechar la funcion para crear CleanUpFiles genérico — la limpieza que utiliza este
método se deriva de la salida de show running-configy es una practica recomendada.
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®

Pasos

Debe actualizar los interruptores en el siguiente orden: Switch_A_1, Switch_B_1,
Switch_A 2, Switch_B_2. O bien, puede actualizar los interruptores Switch_ A 1y

Switch_B_1 al mismo tiempo, seguidos de los interruptores Switch_A_ 2 y Switch_B_2.

1. Determine la version actual del archivo RCF y qué puertos y VLAN se utilizan: IP_switch A 1# show
banner motd

182

®

*

*

*

*

*

*

Debe obtener esta informacion de los cuatro switches y completar la siguiente tabla de
informacion.

NetApp Reference Configuration File (RCF)

Switch

NX9336C (SAS storage, L2 Networks, direct ISL)

Filename

Date

NX9336 v1.81 Switch-Al.txt

Generator version: vl.3c 2022-02-24 001, file creation time:
2021-05-11, 1

* Platforms

*

* Port Usage:
* Ports 1- 2:
111

*

Ports

151

*

*

*

*

*

*

11,

Ports
Ports
Ports
Ports
Ports
Ports
Ports

3- 4:

5- 6:
7- 8:
9-10:

11-12:
13-14:
15-20:
21-24:
breakout mode 10gx4

8:20:50

MetroCluster 1 : FAS8300, AFF-A400, FAS8700
MetroCluster 2 : AFF-A320, FAS9000, AFF-A700, AFF-A800

Intra-Cluster Node Ports, Cluster: MetroCluster 1, VLAN

Intra-Cluster Node Ports, Cluster: MetroCluster 2, VLAN

Ports not used
Intra-Cluster ISL Ports, local cluster, VLAN 111, 151
MetroCluster 1, Node Ports, VLAN 119
MetroCluster 2, Node Ports, VLAN 159
Ports not used
MetroCluster-IP ISL Ports, VLAN 119, 159, Port Channel 10
MetroCluster-IP ISL Ports, VLAN 119, 159, Port Channel

* Ports 25-30: Ports not used
* Ports 31-36: Ports not used

*

#

IP switch A 1#

En este resultado, debe recopilar la informacion que se muestra en las dos tablas siguientes.

Informacién genérica MetroCluster SQL Server

Version de archivo RCF 1.81



2.

Tipo de interruptor
Tipologia de red
Tipo de almacenamiento

Plataformas

Informacion de Red
VLAN

Cluster local Red 1
VLAN

Red 2

MetroCluster de Red 1
VLAN

Red 2

cree los archivos RCF y CleanUpFiles, o cree CleanUpFiles genéricos para la configuracion actual.

Si su configuracion cumple los requisitos descritos en los requisitos previos, seleccione opcion 1. Si su

Configuracion Puertos de

de
MetroCluster

1
2
1

switch

1,2
3,4
1,2
3,4
9,10
11,12
9,10
11,12

NX9336
Redes L2, ISL directo

Almacenamiento SAS

AFF A400

FAS9000

Centro a Centro B
111 222
151 251
1M 222
151 251
119 119
159 159
219 219
259 259

configuracion no cumple los requisitos descritos en los requisitos previos, seleccione opcion 2.
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3.

4.
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Opciodn 1: Cree los archivos RCF y CleanUpFiles
Utilice este procedimiento si la configuracion cumple los requisitos.

Pasos

a. Utilice el RcfFileGenerator 1.4a (o posterior) para crear los archivos RCF con la informacién que
ha recuperado en el paso 1. La nueva version del RcfFileGenerator crea un conjunto adicional de
CleanUpFiles que puede utilizar para revertir alguna configuracién y preparar el conmutador para
aplicar una nueva configuracion de RCF.

b. Compare el motd del banner con los archivos RCF actualmente aplicados. Los tipos de
plataforma, el tipo de switch, el uso de puertos y VLAN deben ser los mismos.

Debe utilizar CleanUpFiles desde la misma versién que el archivo RCF y para la
@ misma configuracioén. El uso de CleanUpFile no funcionara y podria requerir un
restablecimiento completo del conmutador.

@ La versién ONTAP para la que se crea el archivo RCF no es relevante. Soélo es
importante la version del archivo RCF.

@ El archivo RCF (incluso es la misma versién) puede enumerar menos plataformas
0 mas. Asegurese de que su plataforma aparece en la lista.

Opcion 2: Crear CleanUpFiles genérico
Utilice este procedimiento si la configuracion * no cumple todos los requisitos.

Pasos

a. Recupere la salida de show running-config de cada switch.

b. Abra la herramienta RcfFileGenerator y haga clic en 'Crear archivos genéricos de CleanUpFiles'
en la parte inferior de la ventana

c. Copie la salida que ha recuperado en el paso 1 del interruptor "uno" en la ventana superior.
Puede eliminar o dejar la salida predeterminada.

d. Haga clic en 'Crear archivos CUF'.
e. Copie el resultado de la ventana inferior en un archivo de texto (este archivo es CleanUpFile).
f. Repita los pasos c, d y e para todos los switches de la configuracion.
Al final de este procedimiento, deberia tener cuatro archivos de texto, uno para cada conmutador.

Puede utilizar estos archivos de la misma forma que CleanUpFiles que puede crear utilizando la
opcién 1.

cree los archivos RCF 'new' para la nueva configuracion. Cree estos archivos de la misma forma que
creo los archivos en el paso anterior, excepto seleccione la version de archivo ONTAP y RCF
correspondiente.

Después de completar este paso, debe tener dos conjuntos de archivos RCF, cada conjunto que consta de
doce archivos.

Descargue los archivos en el bootflash.



a. Descargue los archivos CleanUpFiles que cred en Cree los archivos RCF y CleanUpFiles, o cree
archivos genéricos CleanUpFiles para la configuracién actual

@ Este archivo CleanUpFile es para el archivo RCF actual que se aplica y NO para el
nuevo RCF al que desea actualizar.

Ejemplo de CleanUpFile para Switch-A1: Cleanup NX9336 v1.81 Switch-Al.txt

b. Descargue los "nuevos" archivos RCF que ha creado en Cree los archivos RCF 'nuevos' para la nueva
configuracion.

Ejemplo de archivo RCF para Switch-A1: NX9336 v1.90 Switch-Al.txt

c. Descargue los archivos CleanUpFiles que cre6 en Cree los archivos RCF 'nuevos' para la nueva
configuracion. Este paso es opcional — puede utilizar el archivo en el futuro para actualizar la
configuracion del switch. Coincide con la configuracion aplicada actualmente.

Ejemplo de CleanUpFile para Switch-A1: Cleanup NX9336 v1.90 Switch-Al.txt

Debe utilizar CleanUpFile para la versién RCF correcta (coincidente). Si utiliza
CleanUpFile para una version de RCF diferente o una configuracion diferente, puede
que la limpieza de la configuracion no funcione correctamente.

El ejemplo siguiente copia los tres archivos en el bootflash:

IP_switch A 1# copy sftp://user@50.50.50.50/RcfFiles/NX9336-direct-

SAS v1.81 MetroCluster-

IP L2Direct A400FAS8700 xxx xxx xxx xxx/Cleanup NX9336 v1.81 Switch-
Al.txt bootflash:

IP switch A 1# copy sftp://user@50.50.50.50/RcfFiles/NX9336-direct-

SAS v1.90 MetroCluster-

IP_L2Direct A400FAS8700A900FAS9500 xxx xxx xxx xxxNX9336 v1.90//NX9336 v
1.90 Switch-Al.txt bootflash:

IP switch A 1# copy sftp://user@50.50.50.50/RcfFiles/NX9336-direct-

SAS v1.90 MetroCluster-

IP L2Direct A400FAS8700A900FAS9500 xxx xxx xxx xxxNX9336 v1.90//Cleanup
NX9336 v1.90 Switch-Al.txt bootflash:

@ Se le pedira que especifique el enrutamiento y el reenvio virtuales (VRF).

5. Aplique CleanUpFile o CleanUpFile genérico.
Parte de la configuracion se revierte y los puertos de switch se "desconectan”.

a. Confirme que no hay cambios pendientes en la configuracion de inicio: show running-config
diff
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IP switch A 1# show running-config diff
IP switch A 1#

6. Si ve la salida del sistema, guarde la configuracién en ejecucion en la configuracion de inicio: copy
running-config startup-config

El resultado del sistema indica que la configuracion de inicio y la configuracion en ejecucion
son diferentes y los cambios pendientes. Si no guarda los cambios pendientes, no podra
retroceder utilizando una recarga del conmutador.

a. Aplicar CleanUpFile:

IP switch A 1# copy bootflash:Cleanup NX9336 v1.81 Switch-Al.txt

running-config

IP switch A 1#

(D La secuencia de comandos puede tardar un tiempo en volver al indicador del switch. No
se espera ningun resultado.

7. Vea la configuracion en ejecucién para verificar que se borra la configuracion: show running-config
La configuracion actual debe mostrar:

> No se han configurado mapas de clases ni listas de acceso IP

> No hay ningun mapa de directivas configurado

> No hay ninguna politica de servicio configurada

> No se configuré ningun perfil de puerto

> Todas las interfaces Ethernet (excepto mgmtO que no deben mostrar ninguna configuracion y soélo se
debe configurar VLAN 1).

Si encuentra que alguno de los elementos anteriores esta configurado, es posible que no pueda
aplicar una nueva configuraciéon de archivo RCF. Sin embargo, puede volver a la configuracién anterior
volviendo a cargar el conmutador sin guardando la configuracién en ejecucion en la configuracion de
inicio. El conmutador aparecera con la configuracion anterior.

8. Aplique el archivo RCF y compruebe que los puertos estan en linea.

a. Aplique los archivos RCF.

IP switch A 1# copy bootflash:NX9336 v1.90-X2 Switch-Al.txt running-
config
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Aparecen algunos mensajes de advertencia mientras se aplica la configuracion. Por lo
general, no se esperan mensajes de error. Sin embargo, si ha iniciado sesion mediante

@ SSH, puede recibir el siguiente error: Error: Can’t disable/re-enable
ssh:Current user is logged in through ssh

b. Una vez aplicada la configuracién, compruebe que el cluster y los puertos MetroCluster estan
conectados con uno de los siguientes comandos, show interface brief, show cdp
neighbors, 0. show 1ldp neighbors

Si cambid la VLAN del cluster local y actualizo el primer switch del sitio, es posible que

@ la supervision del estado del cluster no informe el estado como "correcto" porque las
VLAN de las configuraciones nuevas y antiguas no coinciden. Después de actualizar el
segundo interruptor, el estado debe volver a correcto.

Si la configuracion no se aplica correctamente o no desea conservar la configuracion, puede volver a la
configuracion anterior volviendo a cargar el conmutador sin guardando la configuracion en ejecucion en la
configuracion de inicio. El conmutador aparecera con la configuracion anterior.

9. Guarde la configuracion y vuelva a cargar el conmutador.

IP switch A 1# copy running-config startup-config

IP switch A 1# reload

Cambiar el nombre de un switch IP de Cisco

Es posible que deba cambiar el nombre de un switch IP de Cisco a fin de proporcionar
nomenclatura coherente en toda la configuracion.

Acerca de esta tarea

* En los ejemplos de esta tarea, el nombre del conmutador se cambia de myswitch para IP switch A 1.

» "Active el registro de la consola" antes de realizar esta tarea.

Pasos
1. Entre al modo de configuracion global:

configure terminal

En el ejemplo siguiente se muestra el indicador del modo de configuracion. Ambas indicaciones muestran
el nombre del conmutador de myswitch.

myswitch# configure terminal
myswitch (config) #

2. Cambie el nombre del conmutador:

switchname new-switch-name
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Si va a cambiar el nombre de ambos conmutadores en la red, utilice el mismo comando en cada
conmutador.

El simbolo del sistema de la CLI cambia para reflejar el nuevo nombre:
myswitch (config) # switchname IP switch A 1
IP switch A 1(config)#
3. Salir del modo de configuracion:
exit
Se muestra el indicador del interruptor de nivel superior:
IP switch A 1(config)# exit
IP switch A 1#
4. Copie la configuracion actual en ejecucion en el archivo de configuracion de inicio:
copy running-config startup-config

5. Compruebe que el cambio de nombre del switch sea visible en el simbolo del sistema del cluster ONTAP.

Tenga en cuenta que se muestra el nuevo nombre del conmutador y el nombre del conmutador antiguo
(myswitch) no aparece.

a. Entre en el modo de privilegios avanzado, pulse y cuando se le solicite:
set -privilege advanced

b. Mostrar los dispositivos conectados:
network device-discovery show

C. Vuelva al modo de privilegio admin:
set -privilege admin

El siguiente ejemplo muestra que el conmutador aparece con el nuevo nombre, IP switch A 1:
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cluster A::storage show> set advanced

Warning: These advanced commands are potentially dangerous; use them
only when directed to do so by NetApp personnel.
Do you want to continue? {yln}: y

cluster A::storage show*> network device-discovery show
Node/ Local Discovered
Protocol Port Device Interface Platform

node A 2/cdp
eOM LF01-410J53.mycompany.com (SAL18516DZY)
Ethernetl125/1/28 NO9K-

C9372PX
ela IP switch A 1(FOC21211RBU)
Ethernetl/2 N3K-
C3232C
elb IP switch A 1(FOC21211RBU)
Ethernetl/10 N3K-
C3232C
. Ethernetl/18 NO9K-
C9372PX
node A 1/cdp
eOM LF01-410J53.mycompany.com (SAL18516DZY)
Ethernetl125/1/26 N9K-
C9372PX
ela IP switch A 2(FOC21211RB5)
Ethernetl/1 N3K-
C3232C
e0b IP switch A 2 (FOC21211RB5)
Ethernetl/9 N3K-
C3232C
ela IP switch A 1(FOC21211RBU)

16 entries were displayed.

Anada, elimine o cambie los puertos ISL sin interrupciones en los switches IP de Cisco

Puede que deba agregar, quitar o cambiar los puertos ISL en los switches IP de Cisco.
Se pueden convertir puertos ISL dedicados en puertos ISL compartidos o cambiar la
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velocidad de los puertos ISL en un switch IP de Cisco.

Acerca de esta tarea

Si convierte puertos ISL dedicados a puertos ISL compartidos, asegurese de que los nuevos puertos cumplen
con los "Requisitos para los puertos ISL compartidos".

Debe completar todos los pasos en ambos switches para garantizar la conectividad ISL.

En el siguiente procedimiento se supone que se reemplaza un ISL de 10 GB conectado en el puerto del switch
eth1/24/1 con dos ISL de 100 GB que se conectan con los puertos del switch 17 y 18.

Si se utiliza un switch Cisco 9336C-FX2 en una configuracion compartida que conecta bandejas
NS224, si se cambian los ISL, es posible que se requiera un nuevo archivo RCF. No necesita

@ un nuevo archivo RCF si su velocidad actual y nueva ISL es 40Gbps y 100Gbps. Todos los
demas cambios en la velocidad ISL requieren un nuevo archivo RCF. Por ejemplo, cambiar la
velocidad ISL de 40Gbps a 100Gbps no requiere un nuevo archivo RCF, pero cambiar la
velocidad ISL de 10Gbps a 40Gbps requiere un nuevo archivo RCF.

Antes de empezar

Consulte la seccion Interruptores de la "Hardware Universe de NetApp" para verificar los transceptores
compatibles.

"Active el registro de la consola" antes de realizar esta tarea.

Pasos
1. Deshabilite los puertos ISL de los ISL en ambos switches de la estructura que desea cambiar.

Solo tiene que deshabilitar los puertos ISL actuales si los mueve a un puerto diferente, o si
la velocidad del ISL esta cambiando. Si aflade un puerto ISL con la misma velocidad que
los ISL existentes, vaya al paso 3.

Debe introducir solo un comando de configuracion para cada linea y presionar Ctrl-Z después de introducir
todos los comandos, como se muestra en el siguiente ejemplo:

switch A 1# conf t
switch A 1(config)# int ethl/24/1
switch A 1(config-if)# shut
switch A 1 (config-if)#
switch A 1#

switch B 1# conf t
switch B 1(config)# int ethl/24/1
switch B 1(config-if)# shut
switch B 1 (config-if)#
switch B 1#

2. Quite los cables y transceptores existentes.

3. Cambie el puerto ISL segun sea necesario.
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Si utiliza switches Cisco 9336C-FX2 en una configuracion compartida conectando bandejas

@ NS224 y tiene que actualizar el archivo RCF y aplicar la nueva configuracién para los
puertos ISL nuevos, siga los pasos hasta "Actualice los archivos RCF en los conmutadores
IP de MetroCluster."

Opciodn Paso

Para cambiar la velocidad de  Conecte los nuevos ISL a los puertos designados segun sus
un puerto ISL... velocidades. Debe asegurarse de que estos puertos ISL para el switch
aparezcan en la lista MetroCluster IP Installation and Configuration.

Para afiadir un ISL... Inserte QFSP en los puertos que va a agregar como puertos ISL.
Asegurese de que aparecen en la lista MetroCluster IP Installation and
Configuration y cablearlos segun corresponda.

4. Habilite todos los puertos ISL (si no esta habilitado) en ambos switches en la estructura que comienzan
con el siguiente comando:

switch A 1# conf t

Debe introducir solo un comando de configuracion por linea y pulsar Ctrl-Z después de introducir todos los
comandos:

switch A 1# conf t

switch A 1(config)# int ethl/17
switch A 1(config-if)# no shut
switch A 1(config-if)# int ethl/18
switch A 1(config-if)# no shut
switch A 1 (config-if)#

switch A 1#

switch A 1# copy running-config startup-config

switch B 1# conf t

switch B 1(config)# int ethl/17
switch B 1(config-if)# no shut
switch B 1(config-if)# int ethl/18
switch B 1(config-if)# no shut
switch B 1 (config-if)#

switch B 1#

switch B 1# copy running-config startup-config

5. Compruebe que los ISL y los canales de puerto para los ISL se han establecido entre ambos switches:
switch A 1# show int brief

Debe ver las interfaces ISL en la salida del comando, como se muestra en el ejemplo siguiente:
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Switch A 14# show interface brief

Ethernet VLAN Type Mode Status Reason Speed
Port

Interface

Ch #

Ethl/17 1 eth access down XCVR not inserted
auto (D) --
Ethl/18 1 eth access down XCVR not inserted
auto (D) --

Port-channel VLAN Type Mode Status Reason
Speed Protocol
Interface

Pol0 1 eth trunk up none

Poll 1 eth trunk wup none

6. Repita el procedimiento para la tela 2.

Identificar el almacenamiento en una configuracion IP de MetroCluster

Si necesita sustituir un médulo de unidad o bandeja, primero tiene que identificar la
ubicacion.

Identificacion de las bandejas locales y remotas

Cuando se muestra informacion de una bandeja desde un sitio MetroCluster, todas las unidades remotas
estan en 0 m, el adaptador de host iSCSI virtual. Esto significa que se accede a las unidades mediante las
interfaces IP de MetroCluster. Las demas unidades son locales.

Después de identificar si una bandeja es remota (en 0 m), puede identificar aun mas la unidad o la bandeja
mediante el numero de serie o0, segun las asignaciones de ID de bandeja de la configuracion, por ID de
bandeja.

En las configuraciones IP de MetroCluster que ejecutan ONTAP 9.4, no es necesario que el ID

@ de bandeja sea unico entre los sitios de MetroCluster. Esto incluye tanto bandejas internas (0)
como externas. El nimero de serie es coherente cuando se visualiza desde cualquier nodo en
cualquier sitio MetroCluster.
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Los ID de bandeja deben ser unicos dentro del grupo de recuperacion ante desastres (DR), excepto en la

bandeja interna.

Con la unidad o el médulo de bandeja identificado, se puede sustituir el componente mediante el
procedimiento correspondiente.

"Mantener bandejas de discos DS460C DS212C y DS212C"

Ejemplo de salida sysconfig -a.

En el ejemplo siguiente se utiliza la sysconfig -a Comando para mostrar los dispositivos en un nodo de la

configuracion de IP de MetroCluster. Este nodo tiene las siguientes bandejas y dispositivos conectados:

* Ranura 0: Unidades internas (unidades locales)
* Ranura 3: ID de bandeja externa 75 y 76 (unidades locales)

* Ranura 0: Adaptador de host iSCSI virtual Om (unidades remotas)

node A 1> run local sysconfig -a
NetApp Release R9.4: Sun Mar 18 04:14:58 PDT 2018

System ID: 1111111111 (node A 1); partner ID: 2222222222 (node A 2)
System Serial Number: serial-number (node A 1)

slot 0: NVMe Disks

0 : NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J500528)

1 : NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J500735)

2 : NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J501165)

slot 3: SAS Host Adapter 3a (PMC-Sierra PM8072 rev. C, SAS, <UP>)

MFG Part Number: Microsemi Corp. 110-03801 rev. AO
Part number: 111-03801+A0

Serial number: 7A1063AF14B

Date Code: 20170320

Firmware rev: 03.08.09.00

Base WWN: 5:0000d1:702e69e:80

8

Phy State: [12] Enabled, 12.0 Gb/s
[13] Enabled, 12.0 Gb/s
[14] Enabled, 12.0 Gb/s
[15] Enabled, 12.0 Gb/s

Mini-SAS HD Vendor: Molex Inc.
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Mini-SAS HD Part Number: 112-00436+A0
Mini-SAS HD Type: Passive Copper (unequalized) 0.5m ID:00
Mini-SAS HD Serial Number: 614130640

75.0 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG501805)

75.1 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect

(S20KNYAG502050)

75.2 : NETAPP X438 PHM2400MCTO NA(O4 381.3GB 520B/sect
(25MOAQ3WT2KA)

75.3 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG501793)

75.4 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG502158)

Shelf 75: DS224-12 Firmware rev. IOM12 A: 0220 1IOM12 B: 0220
Shelf 76: DS224-12 Firmware rev. IOM12 A: 0220 1IOM12 B: 0220

slot 3: SAS Host Adapter 3c (PMC-Sierra PM8072 rev. C, SAS, <UP>)

MFG Part Number: Microsemi Corp. 110-03801 rev. AO
Part number: 111-03801+A0

Serial number: 7A1063AF14B

Date Code: 20170320

Firmware rev: 03.08.09.00

Base WWN: 5:0000d1:702e69e:88

Phy State: [0] Enabled, 12.0 Gb/s

[1] Enabled, 12.0 Gb/s
[2] Enabled, 12.0 Gb/s
[3] Enabled, 12.0 Gb/s

Mini-SAS HD Vendor: Molex Inc.
Mini-SAS HD Part Number: 112-00436+A0
Mini-SAS HD Type: Passive Copper (unequalized) 0.5m ID:00

Mini-SAS HD Serial Number: 614130691

75.0 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG501805)

75.1 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect

(S20KNYAG502050)

75.2 : NETAPP X438 PHM2400MCTO NAO4 381.3GB 520B/sect
(25MOAO3WT2KA)

75.3 : NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG501793)
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Shelf 75: DS224-12 Firmware rev. IOM12 A: 0220 1IOM12 B: 0220
Shelf 76: DS224-12 Firmware rev. IOM12 A: 0220 IOM12 B: 0220
slot 3: SAS Host Adapter 3d (PMC-Sierra PM8072 rev. C, SAS, <UP>)
MEFG Part Number: Microsemi Corp. 110-03801 rev. AO
Part number: 111-03801+A0
Serial number: 7A1063AF14B
Date Code: 20170320
Firmware rev: 03.08.09.00
Base WWN: 5:0000d1:702e69%e:8c
Phy State: [4] Enabled, 12.0 Gb/s
[5] Enabled, 12.0 Gb/s
[6] Enabled, 12.0 Gb/s
[7] Enabled, 12.0 Gb/s
Mini-SAS HD Vendor: Molex Inc.
Mini-SAS HD Part Number: 112-00436+A0
Mini-SAS HD Type: Passive Copper (unequalized) 0.5m ID:01
Mini-SAS HD Serial Number: 614130690
75.0 NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG501805)
75.1 NETAPP X438 S1633400AMD NAO4 381.3GB 520B/sect
(S20KNYAG502050)
75.2 NETAPP X438_PHM24OOMCTO NAO4 381.3GB 520B/sect
(25MOAO3WT2KA)
Shelf 75: DS224-12 Firmware rev. IOM12 A: 0220 IOM12 B: 0220
Shelf 76: DS224-12 Firmware rev. IOM12 A: 0220 1IOM12 B: 0220
slot 4: Quad 10 Gigabit Ethernet Controller X710 SFP+
slot 0: Virtual iSCSI Host Adapter Om
0.0 NETAPP X4001S172A1TO9NTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J500690)
0.1 NETAPP X4001S172A1TONTE NAOl 1831.1GB 4160B/sect
(S3NBNX0J500571)
0.2 NETAPP X4001S172A1TONTE NAOl 1831.1GB 4160B/sect
(S3NBNX0J500323)
0.3 NETAPP X4001S172A1TO9NTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J500724)
0.4 NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect
(S3NBNX0J500734)
0.5 NETAPP X4001S172A1TONTE NAOl 1831.1GB 4160B/sect
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(S3NBNX0J500598)
0.12 : NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect

(S3NBNX0J501094)
0.13 : NETAPP X4001S172A1TONTE NAO1l 1831.1GB 4160B/sect

(S3NBNX0J500519)

Shelf 0: FS4483PSM3E Firmware rev. PSM3E A: 0103 PSM3E B: 0103
Shelf 35: DS224-12 Firmware rev. IOM12 A: 0220 IOM12 B: 0220
Shelf 36: DS224-12 Firmware rev. IOM12 A: 0220 1IOM12 B: 0220

node A 1::>

Adicion de bandejas a una IP de MetroCluster mediante switches de MetroCluster
de almacenamiento compartido

Es posible que tenga que afadir bandejas NS224 a un MetroCluster mediante switches
de MetroCluster de almacenamiento compartido.

A partir de ONTAP 9.10.1, puede afiadir bandejas NS224 de un MetroCluster utilizando los switches de
almacenamiento compartido / MetroCluster. Es posible afiadir mas de una bandeja a la vez.

Antes de empezar
* Los nodos deben ejecutar ONTAP 9.9.1 o una version posterior.

» Todas las bandejas NS224 conectadas actualmente deben estar conectadas a los mismos switches que
MetroCluster (configuracion de switch de almacenamiento compartido / MetroCluster).

« Este procedimiento no se puede utilizar para convertir una configuracién con bandejas NS224 conectadas
directamente o con bandejas NS224 conectadas a switches Ethernet dedicados a una configuracion
mediante switches de almacenamiento compartido/MetroCluster.

» "Active el registro de la consola" antes de realizar esta tarea.

Envio de un mensaje de AutoSupport personalizado antes del mantenimiento

Antes de realizar el mantenimiento, debe emitir un mensaje de AutoSupport para notificar al soporte técnico
de NetApp que se esta realizando el mantenimiento. Al informar al soporte técnico de que el mantenimiento
esta en marcha, se evita que abran un caso basandose en que se ha producido una interrupcion.

Acerca de esta tarea
Esta tarea debe realizarse en cada sitio MetroCluster.

Pasos

1. Para evitar la generacion automatica de casos de soporte, envie un mensaje de AutoSupport para indicar
que la actualizacion esta en curso.

a. Emita el siguiente comando:

system node autosupport invoke -node * -type all -message "Maint=10h Adding
or Removing NS224 shelves"
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En este ejemplo se especifica una ventana de mantenimiento de 10 horas. Es posible que desee
permitir tiempo adicional, dependiendo de su plan.

Si el mantenimiento se completa antes de que haya transcurrido el tiempo, puede invocar un mensaje
de AutoSupport que indique el final del periodo de mantenimiento:

system node autosupport invoke -node * -type all -message MAINT=end
a. Repita el comando en el cluster de partners.

Comprobacion del estado de la configuracion de MetroCluster

Debe verificar el estado y la conectividad de la configuracién de MetroCluster antes de llevar a cabo la
transicion.

Pasos

1. Compruebe el funcionamiento de la configuracién de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node node-name sysconfig -a

b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show

c. Confirme la configuracién del MetroCluster y que el modo operativo es normal:
metrocluster show

d. Realizar una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacién de MetroCluster:
metrocluster check show

f. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"

g. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones
del resultado para solucionar los problemas detectados.

2. Compruebe que el cluster esté en buen estado:

cluster show -vserver Cluster

197


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

cluster A::> cluster show -vserver Cluster

Node Health Eligibility Epsilon
node A 1 true true false
node A 2 true true false

cluster A::>

3. Compruebe que todos los puertos del cluster estén activos:

network port show -ipspace cluster

cluster A::> network port show -ipspace cluster
Node: node A 1-old

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000 healthy
eOb Cluster Cluster up 9000 auto/10000 healthy

Speed (Mbps) Health

Port IPspace Broadcast Domain Link MTU Admin/Oper Status
ela Cluster Cluster up 9000 auto/10000 healthy
e0b Cluster Cluster up 9000 auto/10000 healthy

4 entries were displayed.

cluster A::>

4. Compruebe que todas las LIF del cluster estén en funcionamiento:
network interface show -vserver Cluster

Cada LIF de cluster deberia mostrar el valor true para es Home y tener un administrador de estado/Oper
de up/up
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cluster A::> network interface show -vserver cluster

Current

Node

node A 1

node A 1

node A 2

node A 2

ela

eOb

ela

eOb

Logical Status Network
Current Is
Vserver Interface Admin/Oper Address/Mask
Home
Cluster
node A 1-old clusl
up/up 169.254.209.69/16
true
node A 1-old clus2
up/up 169.254.49.125/16
true
node A 2-old clusl
up/up 169.254.47.194/16
true
node A 2-old clus2
up/up 169.254.19.183/16
true

4 entries were displayed.

cluster A::>

5. Compruebe que la reversion automatica esta habilitada en todas las LIF del cluster:

network interface show -vserver Cluster -fields auto-revert
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cluster A::> network interface show -vserver Cluster -fields auto-revert

Logical
Vserver Interface Auto-revert

Cluster
node A 1-old clusl
true
node A 1-old clus?Z2
true
node A 2-old clusl
true
node A 2-old clus?2
true

4 entries were displayed.

cluster A::>

Aplicar el nuevo archivo RCF a los conmutadores

Si el conmutador ya esta configurado correctamente, puede omitir estas secciones siguientes y
pasar directamente a. Configuracion del cifrado MACsec en switches Cisco 9336C, si
corresponde o a. Conexion de la nueva bandeja NS224.

* Es necesario cambiar la configuracion del switch para afiadir bandejas.
» Debe revisar los detalles del cableado en "Asignaciones de puertos de la plataforma".

* Debe utilizar la herramienta RcfFileGenerator para crear el archivo RCF para su configuracion. La
"RcfFileGenerator" también ofrece informacién general sobre el cableado por puerto para cada switch.
Asegurese de elegir la cantidad correcta de bandejas. Existen archivos adicionales creados junto con el
archivo RCF que proporcionan un disefio detallado del cableado que se ajusta a sus opciones especificas.
Use esta informacion general sobre el cableado para verificar el cableado cuando cablee las nuevas
bandejas.

Actualizacion de archivos RCF en switches MetroCluster IP

Si va a instalar un nuevo firmware de conmutador, debe instalar el firmware del conmutador antes de
actualizar el archivo RCF.

Este procedimiento interrumpe el trafico del conmutador donde se actualiza el archivo RCF. El trafico se
reanudara una vez que se aplique el nuevo archivo RCF.

Pasos
1. Compruebe el estado de la configuracion.

a. Compruebe que los componentes de MetroCluster estan en buen estado:

metrocluster check run
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cluster A::*> metrocluster check run

La operacion se ejecuta en segundo plano.

b. Después del metrocluster check run la operacion finaliza, se ejecuta metrocluster check
show para ver los resultados.

Después de unos cinco minutos, se muestran los siguientes resultados:

Component Result

nodes ok

lifs ok
config-replication ok

aggregates ok

clusters ok

connections not-applicable
volumes ok

7 entries were displayed.

a. Para comprobar el estado de la operacion de comprobacion de MetroCluster en ejecucion, utilice el
comando:
metrocluster operation history show -job-id 38

b. Compruebe que no hay alertas de estado:
system health alert show

2. Prepare los switches IP para la aplicacion de los nuevos archivos RCF.

Restablecer los valores predeterminados de fabrica del conmutador IP de Cisco

Antes de instalar una nueva version de software y RCF, debe borrar la configuracion del conmutador Cisco y
realizar la configuracion basica.

Debe repetir estos pasos en cada uno de los switches IP de la configuracion de IP de MetroCluster.
1. Restablezca el interruptor a los valores predeterminados de fabrica:

a. Borrar la configuracion existente: write erase

b. Vuelva a cargar el software del conmutador: reload
El sistema se reinicia e introduce el asistente de configuracion. Durante el arranque, si recibe el aviso
Anular provisién automatica y continuar con la configuracién normal?(yes/no)[n], debe responder yes

para continuar.

c. En el asistente de configuracion, introduzca los ajustes basicos del switch:
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= Contrasefa de administrador

= Nombre del switch

= Configuracion de gestion fuera de banda

= Pasarela predeterminada

= Servicio SSH (RSA) después de completar el asistente de configuracion, el switch se reinicia.

d. Cuando se le solicite, introduzca el nombre de usuario y la contrasefia para iniciar sesién en el
conmutador.

El ejemplo siguiente muestra las indicaciones y respuestas del sistema al configurar el conmutador.
Los soportes angulares (<<<) muestra donde se introduce la informacion.

-—-——- System Admin Account Setup ----
Do you want to enforce secure password standard (yes/no) [y]:y
**<<<**

Enter the password for "admin": password
Confirm the password for "admin": password
-—-—-— Basic System Configuration Dialog VDC: 1 ----

This setup utility will guide you through the basic configuration of
the system. Setup configures only enough connectivity for management
of the system.

Please register Cisco Nexus3000 Family devices promptly with your
supplier. Failure to register may affect response times for initial
service calls. Nexus3000 devices must be registered to receive
entitled support services.

Press Enter at anytime to skip a dialog. Use ctrl-c at anytime to
skip the remaining dialogs.

Debe introducir informacion basica en el siguiente conjunto de avisos, incluidos el nombre del switch,
la direccion de administracion y la puerta de enlace, y seleccionar SSH con RSA.



Would you like to enter the basic configuration dialog
Create another login account
Configure read-only SNMP community string

Configure read-write SNMP community string

Enter the switch name

Continue with Out-of-band

(yes/no) [yl:
MgmtO IPv4 address
MgmtO IPv4 netmask
Configure the default
IPv4 address of the
Configure advanced IP

Enable the telnet service?
Enable the ssh service?

Type of ssh key you
**<<<~k*

Number of rsa key bits <1024-2048>
Configure the ntp server?
Configure default interface layer
Configure default switchport interface state

Shut *RLLLL* K

Configure CoPP system profile

[strict]:

(yes/no) : yes

(yes/no) [n]:
[n]:

[n]:

(yes/no)
(yes/no)

switch-name **<<<**

(mgmt0) management configuration?
*hLLL KK

**<<<**

y **<<<**

management-IP-address
management-IP-netmask
[y]:
gateway-IP-address
[n]:

gateway? (yes/no)

default gateway W LLLWH
options? (yes/no)

[n]:
(yl: vy

would like to generate

(yes/no)
(yes/no) TR LLILE K

(dsa/rsa) [rsa]: rsa
[1024] :

[n]:
(L3/L2)

(yes/no)
[L2]:
(shut/noshut) [noshut]:

(strict/moderate/lenient/dense)

El conjunto final de avisos completa la configuracion:
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The following configuration will be applied:
password strength-check
switchname IP switch A 1
vrf context management
ip route 0.0.0.0/0 10.10.99.1
exit
no feature telnet
ssh key rsa 1024 force
feature ssh
system default switchport
system default switchport shutdown
copp profile strict
interface mgmtO
ip address 10.10.99.10 255.255.255.0
no shutdown

Would you like to edit the configuration? (yes/no) [n]:
Use this configuration and save it? (yes/no) [y]:
2017 Jun 13 21:24:43 Al %$ VDC-1 %$ %COPP-2-COPP_POLICY: Control-Plane

is protected with policy copp-system-p-policy-strict.

[HAFHHHHAHHH A A H A A AR HH] 1003
Copy complete.

User Access Verification

IP switch A 1 login: admin

Password:

Cisco Nexus Operating System (NX-0S) Software

IP switch A 1#
2. Guarde la configuracion:

IP switch-A-1# copy running-config startup-config
3. Reinicie el conmutador y espere a que se vuelva a cargar:

IP switch-A-1# reload

4. Repita los pasos anteriores en los otros tres switches de la configuracion IP de MetroCluster.
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Descargar e instalar el software del switch Cisco NX-OS

Debe descargar el archivo del sistema operativo del conmutador y el archivo RCF en cada switch de la
configuracion IP de MetroCluster.

Esta tarea requiere software de transferencia de archivos, como FTP, TFTP, SFTP o SCP para copiar los
archivos en los switches.

Estos pasos deben repetirse en cada switch IP de la configuracion de IP de MetroCluster.
Debe utilizar la versién de software del switch compatible.
"Hardware Universe de NetApp"
1. Descargue el archivo de software NX-OS admitido.
"Descarga de software de Cisco"

2. Copie el software del conmutador en el conmutador: copy sftp://root@server-ip-
address/tftpboot/NX-0S-file-name bootflash: vrf management

En este ejemplo, el archivo nxos.7.0.3.14.6.bin se copia desde el servidor SFTP 10.10.99.99 en el
bootflash local:

IP switch A 1# copy sftp://root@10.10.99.99/tftpboot/nxos.7.0.3.I4.6.bin
bootflash: vrf management

root@10.10.99.99's password: password

sftp> progress

Progress meter enabled

sftp> get /tftpboot/nxo0s.7.0.3.I4.6.bin

/bootflash/nxo0s.7.0.3.I4.6.bin

Fetching /tftpboot/nxos.7.0.3.I4.6.bin to /bootflash/nxos.7.0.3.I4.6.bin
/tftpboot/nxos.7.0.3.I4.6.bin 100% 666MB 7.2MB/s
01:32

sftp> exit

Copy complete, now saving to disk (please wait)...

3. Verifique en cada switch que los archivos NX-OS del switch estén presentes en el directorio bootflash de
cada switch: dir bootflash:

El ejemplo siguiente muestra que los archivos estan presentes en IP_switch_A_1:
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IP switch A 1# dir bootflash:

698629632 Jun 13 21:37:44 2017 nxos.7.0.3.I4.6.bin

Usage for bootflash://sup-local
1779363840 bytes used
13238841344 bytes free
15018205184 bytes total

IP switch A 1#

Instale el software del conmutador: install all nxos bootflash:nxos.version-number.bin

El conmutador se volvera a cargar (reiniciar) automaticamente después de instalar el software del
conmutador.

En el ejemplo siguiente se muestra la instalacion del software en IP_switch_A_1:

IP switch A 1# install all nxos bootflash:nxos.7.0.3.I4.6.bin
Installer will perform compatibility check first. Please wait.
Installer is forced disruptive

Verifying image bootflash:/nxos.7.0.3.I4.6.bin for boot variable "nxos".
[#f#fdfHEHH#HHE#4###H] 1005 —— SUCCESS

Verifying image type.
[##fH#H 444 SH#4#4##] 100% —— SUCCESS

Preparing "nxos" version info using image
bootflash:/nx0s.7.0.3.I4.6.bin.
(H#HfHEHEHFHFH4#4##4#] 1005 —— SUCCESS

Preparing "bios" wversion info using image
bootflash:/nxos.7.0.3.I4.6.bin.

(#4444 #4444 4#4#4#] 1008 —— SUCCESS (#4444 444 S 44444 H4#4] 100
—-— SUCCESS
Performing module support checks. [#4f##HHHHHAHSHHEHEHS] 100D
—-— SUCCESS
Notifying services about system upgrade. [##f##H4HHHHHSH#EHEH#] 100D



—— SUCCESS

Compatibility check is done:

Module bootable Impact Install-type Reason
1 yes disruptive reset default upgrade is not
hitless

Images will be upgraded according to following table:

Module Image Running-Version (pri:alt) New-Version Upg-
Required
nxos 7.0(3)I4 (1) 7.0(3)I4(6) yes
bios v04.24(04/21/2016) v04.24(04/21/2016) no

Switch will be reloaded for disruptive upgrade.
Do you want to continue with the installation (y/n)? [n] vy

Install is in progress, please wait.

Performing runtime checks. [#AFHAHAHAHAFEHEHH#44] 1008 -——
SUCCESS

Setting boot variables.
[##fHHH 4 #HHSHHE#EH#] 100% —— SUCCESS

Performing configuration copy.

[####4# A S AR H AR H#E##E] 1005 —— SUCCESS

Module 1: Refreshing compact flash and upgrading bios/loader/bootrom.
Warning: please do not remove or power off the module at this time.
[##fH#H 44 HSH#4#4H#] 100% —— SUCCESS

Finishing the upgrade, switch will reboot in 10 seconds.
IP switch A 1#

5. Espere a que el conmutador se vuelva a cargar y, a continuacion, inicie sesion en el conmutador.

Cuando el conmutador haya reiniciado, aparecera el mensaje de inicio de sesion:
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User Access Verification

IP switch A 1 login: admin

Password:

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2017, Cisco and/or its affiliates.
All rights reserved.

MDP database restore in progress.
IP switch A 1#

The switch software is now installed.

6. Compruebe que se ha instalado el software del conmutador: show version

El siguiente ejemplo muestra el resultado:
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IP switch A 1# show version

Cisco Nexus Operating System (NX-0S) Software

TAC support: http://www.cisco.com/tac

Copyright (C) 2002-2017, Cisco and/or its affiliates.
All rights reserved.

Software
BIOS: version 04.24
NXOS: version 7.0(3)I4(06) **<<< switch software version**

BIOS compile time: 04/21/2016
NXOS image file is: bootflash:///nxos.7.0.3.I4.6.bin
NXOS compile time: 3/9/2017 22:00:00 [03/10/2017 07:05:18]

Hardware
cisco Nexus 3132QV Chassis
Intel (R) Core(TM) i3- CPU @ 2.50GHz with 16401416 kB of memory.
Processor Board ID FOC20123GPS

Device name: Al
bootflash: 14900224 kB
usbl: 0 kB (expansion flash)
Kernel uptime is 0 day(s), 0 hour(s), 1 minute(s), 49 second(s)
Last reset at 403451 usecs after Mon Jun 10 21:43:52 2017
Reason: Reset due to upgrade
System version: 7.0(3)I4(1)
Service:
plugin

Core Plugin, Ethernet Plugin
IP switch A 1#

7. Repita estos pasos en los tres switches IP restantes de la configuracion IP de MetroCluster.

Configuracién del cifrado MACsec en switches Cisco 9336C

Si lo desea, puede configurar el cifrado MACsec en los puertos ISL WAN que se ejecutan entre los sitios.
Debe configurar MACsec después de aplicar el archivo RCF correcto.

@ El cifrado MACsec sélo se puede aplicar a los puertos WAN ISL.
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Requisitos de licencia para MACsec

MACsec requiere una licencia de seguridad. Para obtener una explicacion completa del esquema de licencias
de Cisco NX-OS y de cémo obtener y solicitar licencias, consulte "Guia de licencias de Cisco NX-OS"

Habilitar ISL WAN de cifrado Cisco MACsec en configuraciones IP de MetroCluster

Puede habilitar el cifrado MACsec para los switches Cisco 9336C en los ISL WAN en una configuracion IP
MetroCluster.

1. Entre en el modo de configuracion global: configure terminal

IP switch A 1# configure terminal
IP switch A 1 (config)#

2. Active MACsec y MKA en el dispositivo: feature macsec
IP switch A 1(config)# feature macsec

3. Copie la configuracion en ejecucion en la configuracion de inicio: copy running-config startup-
config

IP switch A 1(config)# copy running-config startup-config

Desactivacion del cifrado Cisco MACsec

Es posible que deba deshabilitar el cifrado MACsec para los switches Cisco 9336C en los ISL WAN en una
configuracion IP de MetroCluster.

@ Si desactiva el cifrado, también debe eliminar las claves.

1. Entre en el modo de configuracion global: configure terminal

IP switch A 1# configure terminal
IP switch A 1(config)#

2. Desactive la configuracion de MACsec en el dispositivo: macsec shutdown

IP switch A 1(config)# macsec shutdown

@ Si selecciona la opcion no, se restaurara la funcion MACsec.

3. Seleccione la interfaz que ya ha configurado con MACsec.
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Puede especificar el tipo de interfaz y la identidad. En el caso de un puerto Ethernet, utilice el puerto o la
ranura ethernet.

IP switch A 1(config)# interface ethernet 1/15
switch (config-if) #

. Elimine la cadena de claves, la directiva y la cadena de claves de reserva configuradas en la interfaz para
eliminar la configuracion de MACsec: no macsec keychain keychain-name policy policy-name
fallback-keychain keychain-name

IP switch A 1(config-if)# no macsec keychain kc2 policy abc fallback-
keychain fb kc2

. Repita los pasos 3 y 4 en todas las interfaces en las que esté configurado MACsec.

. Copie la configuracion en ejecucion en la configuracion de inicio: copy running-config startup-
config

IP switch A 1(config)# copy running-config startup-config

Configuracién de una cadena de claves y claves MACsec

Para obtener mas informacion sobre la configuraciéon de una cadena de claves MACsec, consulte la
documentacion de Cisco del conmutador.

Conexion de la nueva bandeja NS224

Pasos

1. Instale el kit de montaje de rail incluido con la bandeja mediante el folleto de instalacion incluido en la caja
del kit.

2. Utilice el folleto de instalacion para instalar y proteger la bandeja en los soportes de soporte, asi como en
el rack o armario.

3. Conecte los cables de alimentacion a la bandeja, fijelos con el retenedor del cable de alimentacion y, a
continuacién, conecte los cables de alimentacién a distintas fuentes de alimentacion para obtener
flexibilidad.

Una bandeja se enciende cuando esta conectada a una fuente de alimentacion; no tiene interruptores de
alimentacion. Cuando funciona correctamente, el LED bicolor de una fuente de alimentacién se ilumina en
verde.

4. Establezca el ID de bandeja en un niumero unico dentro de la pareja de alta disponibilidad y en toda la
configuracion.
5. Conecte los puertos de la bandeja en el siguiente orden:
a. Conecte NSM-A, e0a al conmutador (Switch-A1 o Switch-B1)
b. Conecte NSM-B, e0a al conmutador (Switch-A2 o Switch-B2)
c. Conecte el NSM-Ay el e0b al interruptor (interruptor A1 o interruptor B1)
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d. Conecte el NSM-B, e0b al interruptor (interruptor-A2 o interruptor-B2)
6. Utilice la distribucion de cableado generada con la herramienta RcfFileGenerator para conectar la
bandeja a los puertos apropiados.

Una vez que la bandeja nueva se ha cableado correctamente, ONTAP la detecta automaticamente en la
red.

Configure el cifrado integral en una configuracion IP de MetroCluster

A partir de ONTAP 9.15.1, puede configurar el cifrado de extremo a extremo en los
sistemas compatibles para cifrar el trafico de back-end, como NVlog y datos de
replicacion de almacenamiento, entre los sitios en una configuracion de IP de
MetroCluster .

Acerca de esta tarea
» Para realizar esta tarea, debe ser un administrador de clusteres.

« Para poder configurar el cifrado integral, se debe "Configure la gestion de claves externas".

* Revise los sistemas compatibles y la versién minima de ONTAP requerida para configurar el cifrado
integral en una configuracion de IP de MetroCluster:

Version de ONTAP minima Sistemas compatibles
ONTAP 9.17 1 « AFF A800, AFF C800
« AFF A20, AFF A30, AFF C30, AFF A50, AFF
C60

» AFF A70, AFF A90, AFF A1K, AFF C80
» FAS50, FAS70, FAS90

ONTAP 9.15.1 » AFF A400
» AFF C400
+ FAS8300
» FAS8700

Habilite el cifrado integral

Realice los siguientes pasos para habilitar el cifrado de extremo a extremo.

Pasos
1. Compruebe el estado de la configuracion de MetroCluster.

a. Compruebe que los componentes de MetroCluster estan en buen estado:

metrocluster check run
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cluster A::*> metrocluster check run

La operacion se ejecuta en segundo plano.

b. Después del metrocluster check run la operacion finaliza, ejecute:

metrocluster check show

Después de unos cinco minutos, se muestran los siguientes resultados:

cluster A:::*> metrocluster check show

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok
volumes ok

7 entries were displayed.

a. Comprobar el estado de la operacion de comprobacion de MetroCluster en ejecucion:

metrocluster operation history show -job-id <id>

b. Compruebe que no hay alertas de estado:

system health alert show

2. Compruebe que la gestion de claves externas esta configurada en ambos clusteres:

security key-manager external show-status

3. Habilite el cifrado integral para cada grupo de recuperacion ante desastres:

metrocluster modify -is-encryption-enabled true -dr-group-id
<dr group id>
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ejemplo

cluster A::*> metrocluster modify -is-encryption-enabled true -dr-group
-id 1
Warning: Enabling encryption for a DR Group will secure NVLog and
Storage

replication data sent between MetroCluster nodes and have an
impact on

performance. Do you want to continue? {yln}: vy
[Job 244] Job succeeded: Modify is successful.

Repita este paso con cada grupo de recuperacion ante desastres de la configuracion.

4. Verifique que el cifrado integral esta activado:

metrocluster node show -fields is-encryption-enabled

ejemplo

cluster A::*> metrocluster node show -fields is-encryption-enabled

dr-group-id cluster node configuration-state is-encryption-
enabled

1 cluster A node A 1 configured true

1 cluster A node A 2 configured true

1 cluster B node B 1 configured true

1 cluster B node B 2 configured true

4 entries were displayed.

Deshabilite el cifrado integral

Realice los siguientes pasos para desactivar el cifrado de extremo a extremo.

Pasos
1. Compruebe el estado de la configuracion de MetroCluster.

a. Compruebe que los componentes de MetroCluster estan en buen estado:

metrocluster check run

cluster A::*> metrocluster check run
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La operacion se ejecuta en segundo plano.

b. Después del metrocluster check run la operacion finaliza, ejecute:

metrocluster check show

Después de unos cinco minutos, se muestran los siguientes resultados:

cluster A:::*> metrocluster check show

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok
volumes ok

7 entries were displayed.

a. Comprobar el estado de la operacion de comprobacion de MetroCluster en ejecucion:

metrocluster operation history show -job-id <id>

b. Compruebe que no hay alertas de estado:

system health alert show

2. Compruebe que la gestion de claves externas esta configurada en ambos clusteres:

security key-manager external show-status

3. Deshabilite el cifrado integral en cada grupo de recuperacion ante desastres:

metrocluster modify -is-encryption-enabled false -dr-group-id
<dr group id>

ejemplo

215



cluster A::*> metrocluster modify -is-encryption-enabled false -dr-group
-id 1
[Job 244] Job succeeded: Modify is successful.

Repita este paso con cada grupo de recuperacion ante desastres de la configuracion.

4. Verifique que el cifrado integral esta desactivado:

metrocluster node show -fields is-encryption-enabled

ejemplo

cluster A::*> metrocluster node show -fields is-encryption-enabled

dr-group-id cluster node configuration-state is-encryption-
enabled

1 cluster A node A 1 configured false

1 cluster A node A 2 configured false

1 cluster B node B 1 configured false

1 cluster B node B 2 configured false

4 entries were displayed.

Apagar y encender un sitio unico en una configuracion IP de MetroCluster

Si necesita realizar el mantenimiento del sitio o reubicar un solo sitio en una
configuracion IP de MetroCluster, debe saber cdmo apagar y encender el sitio.

Si necesita reubicar y reconfigurar un sitio (por ejemplo, si necesita ampliar un cluster de cuatro nodos a uno
de ocho nodos), no podra completar estas tareas al mismo tiempo. Este procedimiento sélo cubre los pasos

necesarios para realizar el mantenimiento del sitio o para reubicar un sitio sin cambiar su configuracion.

El siguiente diagrama muestra una configuracion de MetroCluster. El Cluster_B se apaga para realizar tareas
de mantenimiento.
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Cluster_A Cluster_B

Switch A 1 st Switch B 1
Node A 1 - - Node B 1

Node A 2 |- “~ Node B 2
Switch A 2 Switch B 2

Apagar un sitio MetroCluster

Debe apagar un sitio y todo el equipo antes de que pueda comenzar el mantenimiento o la reubicacién del
sitio.

Acerca de esta tarea
Todos los comandos de los siguientes pasos se emiten desde el sitio que permanece encendido.

Pasos
1. Antes de comenzar, compruebe que los agregados no reflejados del sitio no estan desconectados.

2. Compruebe el funcionamiento de la configuracién de MetroCluster en ONTAP:

a. Compruebe si el sistema es multivia:
node run -node node-name sysconfig -a
b. Compruebe si hay alertas de estado en ambos clusteres:
system health alert show
c. Confirme la configuracién del MetroCluster y que el modo operativo es normal:

metrocluster show

d. Realice una comprobacion de MetroCluster:
metrocluster check run

e. Mostrar los resultados de la comprobacion de MetroCluster:

metrocluster check show
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3.

4,

5.

6.
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f. Compruebe si hay alertas de estado en los switches (si existen):
storage switch show
g. Ejecute Config Advisor.
"Descargas de NetApp: Config Advisor"
h. Después de ejecutar Config Advisor, revise el resultado de la herramienta y siga las recomendaciones

del resultado para solucionar los problemas detectados.

Desde el sitio que desea mantener activo, implemente la conmutacion de sitios:

metrocluster switchover

cluster A::*> metrocluster switchover

La operacion puede tardar varios minutos en completarse.
Supervise y verifique que se haya completado la conmutacion:

metrocluster operation show

cluster A::*> metrocluster operation show
Operation: Switchover

Start time: 10/4/2012 19:04:13

State: in-progress
End time: -

Errors:

cluster A::*> metrocluster operation show
Operation: Switchover
Start time: 10/4/2012 19:04:13
State: successful
End time: 10/4/2012 19:04:22
Errors: -

Si tiene una configuracion IP de MetroCluster que ejecuta ONTAP 9.6 o posterior, espere a que los
complejos del sitio de recuperacion ante desastres se conecten y las operaciones de reparacion se
completen automaticamente.

En configuraciones IP de MetroCluster que ejecutan ONTAP 9,5 o una version anterior, los nodos del sitio
de recuperacion ante desastres no arrancan automaticamente en ONTAP y los complejos permanecen sin
conexion.

Mueva todos los voliumenes y LUN que pertenecen a los agregados no reflejados sin conexion.

a. Mueva los voliumenes sin conexion.


https://mysupport.netapp.com/site/tools/tool-eula/activeiq-configadvisor

cluster A::* volume offline <volume name>

b. Desconecte las LUN.

cluster A::* lun offline lun path <lun path>
7. Mover agregados no reflejados sin conexién: storage aggregate offline
cluster A*::> storage aggregate offline -aggregate <aggregate-name>
8. En funcion de su configuracion y version de ONTAP, identifique y mueva los complejos afectados sin
conexion que se encuentren en la ubicacion ante desastres (Cluster_B).
Debe mover los siguientes complejos sin conexion:
o Complejos no reflejados que residen en discos ubicados en el sitio de recuperacion ante desastres.
Si no mueve los complejos no reflejados en el sitio de recuperacion ante desastres sin conexion, se
puede producir una interrupcion del servicio cuando el sitio de recuperacion ante desastres se apague
mas tarde.
> Plexes reflejados que residen en discos ubicados en el centro de recuperacion ante desastres para el
mirroring de agregados. Una vez que se han movido fuera de linea, no se puede acceder a los
complejos.
a. Identifique los complejos afectados.
Los complejos que son propiedad de nodos en el sitio superviviente consisten en discos de la piscina

1. Los complejos que son propiedad de nodos en el sitio de desastre consisten en discos de la piscina
0.
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Cluster A::> storage aggregate plex show -fields aggregate,status,is-

online,Plex,pool

aggregate plex

Node B 1 aggr0
Node B 1 aggr0

Node B 2 aggr0
Node B 2 aggr0

Node B 1 aggrl
Node B 1 aggrl

Node B 2 aggrl
Node B 2 aggrl

Node A 1 aggr0
Node A 1 aggr0

Node A 1 aggrl
Node A 1 aggrl

Node A 2 aggr0
Node A 2 aggr0

Node A 2 aggrl
Node A 2 aggrl

plex0
plexl

plex0
plexb

plex0
plex3

plex0
plexl

plex0
plex4

plex0
plexl

plex0
plex4

plex0
plexl

status

normal,active

normal,active

normal,active

normal, active

normal,active

normal,active

normal,active

normal, active

normal, active

normal,active

normal, active

normal,active

normal,active

normal,active

normal,active

normal,active

14 entries were displayed.

Cluster A::>

Nodo Discos en el pool

Nodo _A 1y nodo Discos en el pool 0

A2

is-online pool

true

true

true

true

true

true

true

true

true

true

true

true

true

true

true

true

¢ Los discos se deben
establecer sin conexion?

No Los discos son locales
para el cluster A.

Los plex afectados son los que son remotos al cluster A. La siguiente tabla muestra si los discos son
locales o remotos en relacion con el cluster A:

Ejemplo de complejos
que se van a mover
fuera de linea



Discos en el pool 1 Si. Los discos son Node A 1 aggrO/plex4 Nodo B 1y nodo
remotos para el cluster B2
A. Node A 1 aggri/plex1
Node A 2 aggrO/plex4

Node_A_2 aggri/plex1

Discos en el pool 0 Si. Los discos son Node B 1 aggri/plex0 Discos en el pool 1
remotos para el cluster
A. Node B 1 aggrO/plex0

Node B 2 aggrO/plex0

Node B 2 aggri/plex0

b. Mueva los complejos afectados sin conexion:

storage aggregate plex offline

storage aggregate plex offline -aggregate Node B 1 aggr0 -plex plexO

@ Realice este paso para todos los plexes que tengan discos remotos para Cluster_A.

9. Desconecta de forma persistente los puertos del switch ISL segun el tipo de switch.

10. Detenga los nodos ejecutando el siguiente comando en cada nodo:

node halt -inhibit-takeover true -skip-lif-migration true -node <node-name>
11. Apague el equipo en el sitio de desastre.

Debe apagar el siguiente equipo en el orden indicado:

o Controladoras de almacenamiento: Las controladoras de almacenamiento actualmente deben estar en
LOADER aviso, debe apagarlos por completo.
o Switches IP de MetroCluster

o Bandejas de almacenamiento

Reubicacion del sitio de alimentacion fuera del MetroCluster

Una vez apagado el sitio, puede comenzar a realizar tareas de mantenimiento. Este procedimiento es el
mismo, tanto si se reubican los componentes de MetroCluster dentro del mismo centro de datos como si se
reubican a otro centro de datos.

» El hardware debe cablearse del mismo modo que el sitio anterior.

« Si la velocidad, longitud o numero del enlace entre switches (ISL) ha cambiado, todos ellos deben volver a
configurarse.
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Pasos

1. Verifique que el cableado de todos los componentes se registre con cuidado para poder volver a
conectarlo correctamente en la nueva ubicacion.

2. Reubicar fisicamente todo el hardware, controladores de almacenamiento, conmutadores IP y estantes de
almacenamiento.

3. Configure los puertos ISL y compruebe la conectividad entre sitios.

a. Encienda los interruptores IP.
@ No encienda ningun otro equipo.
4. Utilice herramientas en los switches (segun estén disponibles) para verificar la conectividad entre sitios.
@ Solo debe continuar si los enlaces estan correctamente configurados y estables.
5. Vuelva a desactivar los vinculos si se encuentran estables.

Encienda la configuracion de MetroCluster y vuelva al funcionamiento normal

Tras completar el mantenimiento o mover el sitio, debe encender el sitio y restablecer la configuracion de
MetroCluster.

Acerca de esta tarea
Todos los comandos de los pasos siguientes se emiten en el sitio que se enciende.

Pasos

1. Encienda los switches.

Primero debe encender los interruptores. Es posible que se hayan encendido durante el paso anterior si
se reubic el sitio.

a. Vuelva a configurar el enlace entre switches (ISL) si es necesario o si no se ha completado como parte
de la reubicacion.
b. Habilite el ISL si se ha completado la delimitacion.
c. Verifique el ISL.
2. Encienda las controladoras de almacenamiento y espere hasta que vea el LOADER prompt. Las
controladoras no deben arrancarse por completo.

Si el inicio automatico esta activado, pulse Ctr1+C para detener el arranque automatico de las
controladoras.

@ No encienda las bandejas antes de encender las controladoras. De este modo se evita que
las controladoras realicen un arranque no intencionado en ONTAP.

3. Encienda las bandejas teniendo tiempo suficiente para que se enciendan por completo.
4. Verifique que el almacenamiento sea visible desde el modo de mantenimiento.

a. Arrancar en modo de mantenimiento:

boot ontap maint
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b. Compruebe que el almacenamiento esta visible en el sitio superviviente.

c. Verifica que el almacenamiento local y remoto sea visible desde el nodo en modo de mantenimiento:
disk show -v
5. Detenga los nodos:
halt
6. Restablezca la configuracion de MetroCluster.

Siga las instrucciones de "Verificacion de que su sistema esta listo para una conmutacion de estado" Para
llevar a cabo operaciones de reparacion y conmutacion de estado de acuerdo con su configuracién de
MetroCluster.

Apagado de una configuracion de IP de MetroCluster completa

Debe apagar toda la configuracion de IP de MetroCluster y todo el equipo antes de que
pueda iniciarse el mantenimiento o la reubicacion.

A partir de ONTAP 9.8, el storage switch el comando se sustituye por system switch.
Los siguientes pasos muestran el storage switch Pero si ejecuta ONTAP 9.8 o una version
posterior, el system switch el comando es preferido.

1. Compruebe la configuracion de MetroCluster en ambos sitios de la configuracion de MetroCluster.

a. Confirmar que la configuracién de MetroCluster y el modo operativo son normales.
metrocluster show

b. Ejecute el siguiente comando:
metrocluster interconnect show

c. Confirme la conectividad con los discos introduciendo el siguiente comando en uno de los nodos
MetroCluster:
run local sysconfig -v

d. Ejecute el siguiente comando:
storage port show

€. Ejecute el siguiente comando:
storage switch show

f. Ejecute el siguiente comando:
network interface show

d. Ejecute el siguiente comando:
network port show

h. Ejecute el siguiente comando:
network device-discovery show

i. Realice una comprobacion de MetroCluster:
metrocluster check run

j- Mostrar los resultados del control MetroCluster:
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3.
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metrocluster check show

k. Ejecute el siguiente comando:
metrocluster configuration-settings interface show

Si es necesario, deshabilite AUSO modificando EL dominio de fallo DE AUSO a.
auso-disabled
cluster A site A::*>metrocluster modify -auto-switchover-failure-domain
auso-disabled
En una configuracién de IP de MetroCluster, el dominio de fallo DE AUSO ya esta
(D establecido en 'auso-disabled’' a menos que la configuracién esté configurada con Mediator
de ONTAP.
Compruebe el cambio con el comando
metrocluster operation show
cluster A site A::*> metrocluster operation show
Operation: modify
State: successful
Start Time: 4/25/2020 20:20:36
End Time: 4/25/2020 20:20:36
Errors: -
. Detenga los nodos:
halt
system node halt -node nodel SiteA -inhibit-takeover true -ignore-quorum
-warnings true
Apague el siguiente equipo en el sitio:

o Controladoras de almacenamiento
o Switches IP de MetroCluster
o Bandejas de almacenamiento

Espere treinta minutos y, a continuacion, encienda todas las bandejas de almacenamiento, los switches IP
de MetroCluster y las controladoras de almacenamiento.

Después de encender las controladoras, compruebe la configuracion de MetroCluster en ambos sitios.
Para verificar la configuracion, repita el paso 1.

Realice comprobaciones de ciclo de encendido y apagado.



a. Compruebe que todas las SVM sincronizada en origen estén en linea:
vserver show

b. Inicie cualquier SVM sincronizada en origen que no estén en linea:
vserver start

Procedimientos de mantenimiento para todas las
configuraciones MetroCluster

Reemplazar una bandeja de forma no disruptiva en una configuracién MetroCluster
con ampliacién

Puede sustituir bandejas de discos sin interrupciones en una configuracién de
MetroCluster con ampliacion por una bandeja de discos completamente llena o un chasis
de bandeja de discos y transferir componentes de la bandeja que va a quitar.

El modelo de bandeja de discos que esta instalando debe cumplir con los requisitos del sistema de
almacenamiento especificados en "Hardware Universe", Que incluye los modelos de bandeja admitidos, los
tipos de unidad de disco admitidos, el nuUmero maximo de bandejas de discos en una pila y las versiones de
ONTAP compatibles.

Pasos
1. Puesta a tierra apropiadamente usted mismo.
2. Identifique todos los agregados y volumenes que tienen discos del bucle que contiene la bandeja que
desea reemplazar y anote el nombre del plex afectado.

Puede que cualquiera de los nodos contenga discos del bucle de la bandeja afectada y de los agregados
de host o los volumenes de host.
3. Elija una de las dos opciones siguientes en funcion del escenario de reemplazo que esté planificando.

> Si va a sustituir una bandeja de discos completa, incluido el chasis de la bandeja, los discos y los
maodulos de I/o (IOM), realice las acciones correspondientes tal como se describe en la tabla siguiente:

Situacion Accion
El plex afectado contiene menos discos de la Sustituya los discos uno por uno de la bandeja
bandeja afectada. afectada por repuestos de otra bandeja.

Puede desconectar el complejo
@ después de realizar la sustitucion
del disco.

El plex afectado contiene mas discos de los que  Desconectar el complejo y después borrar el
estan en la bandeja afectada. complejo.

El plex afectado tiene cualquier disco de la Desconectar el complejo, pero no borrarlo.
bandeja afectada.

o Si solo va a sustituir el chasis de la bandeja de discos y ningun otro componente, realice los siguientes
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pasos:

i. Sin conexion los plex afectados de la controladora en el que estan alojados:
aggregate offline
i. Compruebe que los complejos estan sin conexion:

aggregate status -r

. Identifique los puertos SAS de la controladora a los que esta conectado el bucle de bandeja afectado y

deshabilite los puertos SAS de ambas controladoras del sitio:
storage port disable -node node name -port SAS port

El bucle de bandeja afectado esta conectado a ambas ubicaciones.

. Espere a que ONTAP reconozca que falta el disco.

a. Compruebe que falta el disco:

sysconfig -ao0.sysconfig -r

. Apague el interruptor de alimentacién de la bandeja de discos.

7. Desconecte todos los cables de alimentacion de la bandeja de discos.

10.

1.
12.
13.

14.
15.
16.

17.

226

. Realice un registro de los puertos desde los que se desenchufan los cables para que pueda cablear la

nueva bandeja de discos del mismo modo.

. Desconecte y quite los cables que conectan la bandeja de discos a las otras bandejas de discos o al

sistema de almacenamiento.

Quite la bandeja de discos del rack.

Para que la bandeja de discos sea mas ligera y facil de maniobrar, retire las fuentes de alimentacion y la
IOM. Si va a instalar un chasis de bandeja de discos, retire también las unidades de disco o los soportes.
De lo contrario, evite extraer unidades de disco o soportes si es posible, ya que un manejo excesivo puede
causar dafios internos en la unidad.

Instale y fije la bandeja de discos de repuesto en los soportes de soporte y el rack.

Si instald un chasis de bandeja de discos, reinstale los suministros de alimentacion y el IOM.

Vuelva a configurar la pila de bandejas de discos conectando todos los cables a los puertos de la bandeja
de discos de reemplazo exactamente como se configuraron en la bandeja de discos que se quito.

Encienda la bandeja de discos de reemplazo y espere a que las unidades de disco se acelere.
Cambie el ID de bandeja de discos a un ID unico de 0 a 98.
Habilite cualquier puerto SAS que haya deshabilitado anteriormente .

a. Espere a que ONTAP reconozca que los discos estan insertados.

b. Compruebe que estén insertados los discos:
sysconfig -a 0. sysconfig -r

Si va a sustituir la bandeja de discos completa (chasis de bandeja de discos, discos, IOM), realice los
siguientes pasos:



@ Si solo va a sustituir el chasis de la bandeja de discos y ningun otro componente, vaya al
paso 19.

a. Determine si la asignacion automatica de discos esta activada (activada).
storage disk option modify -autoassign
La asignacion de discos se realizara automaticamente.

a. Sila asignacion automatica de disco no esta habilitada, asigne la propiedad de disco manualmente.

18. Vuelva a mover los complejos en linea:
aggregate online plex name

19. Vuelva a crear todos los complejos que se hayan eliminado mediante mirroring del agregado.

20. Supervise los complejos cuando empiecen a sincronizar:
aggregate status -r <aggregate name>
21. Compruebe que el sistema de almacenamiento funciona del modo esperado:

system health alert show

Cuando migrar volumenes raiz a un nuevo destino

Es posible que deba mover volumenes raiz a otro agregado raiz dentro de una
configuracion MetroCluster de dos o cuatro nodos.

La migracion de volimenes raiz dentro de una configuracién MetroCluster de dos nodos

Para migrar volumenes raiz a un nuevo agregado raiz dentro de una configuracion MetroCluster de dos
nodos, deberia hacer referencia a "Como mover mroot a un nuevo agregado raiz en un Clustered
MetroCluster de 2 nodos con conmutacion de sitios". Este procedimiento muestra como migrar sin
interrupciones los volimenes raiz durante una operacion de conmutacion de MetroCluster. Este procedimiento
es ligeramente diferente al procedimiento utilizado en una configuracion de cuatro nodos.

Migrar volumenes raiz dentro de una configuracion MetroCluster de cuatro nodos

Para migrar volumenes raiz a un nuevo agregado raiz dentro de una configuracion MetroCluster de cuatro
nodos, puede usar la "migracion-raiz del nodo del sistema" command mientras cumple con los siguientes
requisitos.

» Puede utilizar la migracién-root del nodo del sistema para mover agregados raiz dentro de una
configuracion MetroCluster de cuatro nodos.

* Deben duplicarse todos los agregados raiz.

* Puede afadir nuevas bandejas en ambos sitios con unidades mas pequefias para alojar el agregado raiz.

» Debe comprobar los limites de unidades que admite la plataforma antes de conectar unidades nuevas.

"Hardware Universe de NetApp"
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« Si mueve el agregado raiz a unidades mas pequenas, debe tener en cuenta el tamafio minimo de volumen
raiz de la plataforma para garantizar que se guarden todos los archivos de nucleo.

@ El procedimiento de cuatro nodos también se puede aplicar a una configuracién de ocho nodos.

Mover un volumen de metadatos en configuraciones de MetroCluster

En una configuracién de MetroCluster, se puede mover un volumen de metadatos de un
agregado a otro. Puede ser conveniente mover un volumen de metadatos cuando el
agregado de origen se decomisione o no se refleja, o por otros motivos que hacen que el
agregado no sea elegible.

 Para realizar esta tarea, debe tener privilegios de administrador de cluster.
« El agregado objetivo debe tener mirroring y no debe estar en el estado degradado.

» El espacio disponible en el agregado de destino debe ser mas grande que el volumen de metadatos que
se mueve.

Pasos
1. Configure el nivel de privilegio en Advanced:

set -privilege advanced
2. ldentifique el volumen de metadatos que se debe mover:

volume show MDV_CRS*
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Cluster A::*> volume show MDV_CRS*
Vserver Volume Aggregate State Type Size
Available Used%

Cluster A
MDV_CRS 14c00d4ac9f311e7922800a0984395f1 A
Node A 1 aggrl

online RW 10GB
9.50GB 5%
Cluster A
MDV CRS 14c00d4ac9f311e7922800a0984395f1 B
Node A 2 aggrl
online RW 10GB
9.50GB 5%
Cluster A
MDV_CRS 15035e66c9£311e7902700a098439625 A
Node B 1 aggrl
- RW -
Cluster A

MDV_CRS 15035e66c9f311e7902700a098439625 B
Node B 2 aggrl
— RW —

4 entries were displayed.

Cluster A::>

3. ldentifique un agregado objetivo apto:
metrocluster check config-replication show-aggregate-eligibility

El siguiente comando identifica los agregados en cluster A que pueden optar a los volumenes de
metadatos del host:
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4,
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Cluster A::*> metrocluster check config-replication show-aggregate-

eligibility

Aggregate Hosted Config Replication Vols Host Addl Vols Comments

Node A 1 aggr0O - false Root Aggregate

Node A 2 aggrO - false Root Aggregate

Node A 1 aggrl MDV CRS 1bc7134a5ddflle3b63£123478563412 A true -
Node A 2 aggrl MDV _CRS 1bc7134a5ddflle3b63£f123478563412 B true -
Node A 1 aggr2 - true

Node A 2 aggr2 - true

Node A 1 Aggr3 - false Unable to determine available space of aggregate
Node A 1 aggr5 - false Unable to determine mirror configuration
Node A 2 aggr6 - false Mirror configuration does not match requirement
Node B 1 aggr4 - false NonLocal Aggregate

@ En el ejemplo anterior, Node_A_1_aggr2 y Node_A_2_aggr2 son elegibles.

Inicie la operacion de movimiento de volumenes:

volume move start -vserver svm_name -volume metadata volume name -destination
-aggregate destination_aggregate name

El siguiente comando mueve el volumen de metadatos
MDV_CRS 14c00d4ac9£311e7922800a0984395f1 de aggregate Node A 1 aggrl para
aggregate Node A 1 aggrZ:

Cluster A::*> volume move start -vserver svm cluster A -volume
MDV CRS 14c00d4ac9£311e7922800a0984395f£1
-destination-aggregate aggr cluster A 02 01

Warning: You are about to modify the system volume

"MDV_CRS 9da04864ca6011e7b82e0050568beSfe A". This may cause
severe

performance or stability problems. Do not proceed unless
directed to

do so by support. Do you want to proceed? {y|n}: y
[Job 109] Job is gqueued: Move
"MDV_CRS 9da04864ca6011e7b82e0050568be9fe A" in Vserver
"svin cluster A" to aggregate "aggr cluster A 02 01".
Use the "volume move show -vserver svm cluster A -volume
MDV_CRS 9da04864ca6011e7b82e0050568be9fe A" command to view the status
of this operation.



5. Compruebe el estado de la operacion de movimiento de volumenes:
volume move show -volume vol constituent_ name
6. Vuelva al nivel de privilegio de administrador:

set -privilege admin

Cambiar el nombre de un cluster en configuraciones de MetroCluster

Cambiar el nombre de un cluster en una configuracién de MetroCluster implica realizar
los cambios y, a continuacion, verificar en los clusteres local y remoto que el cambio
haya tenido efecto correctamente.

Pasos
1. Vea los nombres de los clusteres mediante

metrocluster node show

comando:

cluster 1::*> metrocluster node show

DR Configuration DR

Group Cluster Node State Mirroring Mode

1 cluster 1
node A 1 configured enabled normal
node A 2 configured enabled normal

cluster 2
node B 1 configured enabled normal
node B 2 configured enabled normal
4 entries were displayed.
2. Cambie el nombre del cluster:

cluster identity modify -name new_name

En el siguiente ejemplo, la cluster 1 el nombre del cluster se ha cambiado cluster A:

cluster 1::*> cluster identity modify -name cluster A

3. Compruebe en el cluster local que el cluster cuyo nombre ha cambiado se esta ejecutando con
normalidad:

metrocluster node show
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En el ejemplo siguiente, el nuevo nombre cluster A se esta ejecutando normalmente:

cluster A::*> metrocluster node

DR

Group Cluster Node

1 cluster A

node A 1
node A 2

cluster 2

4 entries were displayed.

4. Cambie el nombre del cliister remoto:

node B 1
node B 2

show

Configuration

State

configured

configured

configured
configured

DR

Mirroring Mode

enabled
enabled

enabled
enabled

normal

normal

normal

normal

cluster peer modify-local-name -name cluster 2 -new-name cluster B

En el siguiente ejemplo: cluster 2 se cambia el nombre cluster B:

cluster A::> cluster peer modify-local-name -name cluster 2 -new-name

cluster B

5. Compruebe en el cluster remoto que se ha cambiado el nombre del cluster local y que se esta ejecutando

con normalidad:

metrocluster node show

En el ejemplo siguiente, el nuevo nombre cluster B se esta ejecutando normalmente:

cluster B::*> metrocluster node show

DR
Group Cluster

Node

1 cluster B

node B 1
node B 2

cluster A

4 entries were displayed.
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node A 1
node A 2

Configuration

State

configured
configured

configured
configured

DR

Mirroring Mode

enabled
enabled

enabled
enabled

normal

normal

normal

normal



6. Repita estos pasos para cada cluster cuyo nombre desee cambiar.

Compruebe el estado de una configuracion de MetroCluster
Aprenda a verificar que los componentes de MetroCluster estén en buen estado.

Acerca de esta tarea
* En las configuraciones de IP y FC de MetroCluster, puede utilizar la CLI para ejecutar comandos de
comprobacion del estado y verificar el estado de los componentes de MetroCluster.

* En las configuraciones IP de MetroCluster que ejecutan ONTAP 9.8 o posterior, también puede usar el
administrador del sistema de ONTAP para supervisar y solucionar problemas en las alertas de
comprobacion del estado.

Pasos

Compruebe el estado de la configuracion de MetroCluster en funcién de si esta utilizando la CLI o System
Manager.
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CLI
Utilice los siguientes pasos para comprobar el estado de una configuracion de MetroCluster con la CLI.

Pasos

1. Compruebe que los componentes de MetroCluster estan en buen estado:

metrocluster check run

cluster A::*> metrocluster check run

La operacion se ejecuta en segundo plano.

2. Cuando metrocluster check run finalice la operacion, muestre los resultados:

metrocluster check show

Después de unos cinco minutos, se muestran los siguientes resultados:

cluster A:::*> metrocluster check show

Component Result
nodes ok
lifs ok
config-replication ok
aggregates ok
clusters ok
connections ok
volumes ok

7 entries were displayed.

3. Comprobar el estado de la operacion de comprobacion de MetroCluster en ejecucion:

metrocluster operation history show -job-id <id>

4. Compruebe que no hay alertas de estado:

system health alert show

System Manager de ONTAP (solo IP de MetroCluster)
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A partir de ONTAP 9.8, System Manager supervisa el estado de las configuraciones de IP de
MetroCluster y ayuda a identificar y corregir los problemas que puedan presentarse.

System Manager comprueba periédicamente el estado de la configuracion de IP de MetroCluster.
Cuando ve la seccion MetroCluster en la Consola, normalmente el mensaje es "los sistemas
MetroCluster estan en buen estado".

Sin embargo, cuando se produce un problema, el mensaje mostrara el nimero de eventos. Puede hacer
clic en este mensaje y ver los resultados de la comprobacion del estado de los siguientes componentes:

* Nodo

* Interfaz de red

* Nivel (almacenamiento)

 Cluster

» Conexion

* Volumen

* Replicacion de la configuracion

La columna Estado identifica qué componentes tienen problemas, y la columna Detalles sugiere como
corregir el problema.

Pasos
1. En System Manager, seleccione Panel.

2. Vea el mensaje en la seccion MetroCluster:

a. Si el mensaje indica que la configuracion de MetroCluster es correcta y que las conexiones entre
los clusteres y el Mediador ONTAP estan en buen estado (se muestra con marcas de
comprobacion), no tiene problemas para corregir.

b. Si el mensaje enumera el nUmero de eventos o las conexiones han caido (se muestra con una
"X"), contintie con el paso siguiente.

3. Haga clic en el mensaje que muestra el numero de eventos.
Aparecera el Informe de estado de MetroCluster.

4. Solucione los problemas que aparecen en el informe con las sugerencias de la columna Detalles.

5. Una vez corregidos todos los problemas, haga clic en comprobar estado de MetroCluster.

Debe realizar todas las tareas de solucion de problemas antes de ejecutar la
comprobacion, ya que la comprobacion de estado de MetroCluster utiliza una cantidad
intensiva de recursos.

La comprobacion del estado de MetroCluster se ejecuta en segundo plano. Puede trabajar en otras
tareas mientras espera a que finalice.

Donde encontrar informacion adicional

Puede obtener mas informacién sobre la configuracion, el funcionamiento y el control de
una configuracién de MetroCluster en la amplia documentacion de NetApp.
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Informacion Asunto

"Documentacion de MetroCluster" * Toda la informacion sobre MetroCluster
"Arquitectura y disefio de la solucion NetApp » Una descripcion técnica general de la
MetroCluster" configuracion y el funcionamiento de

MetroCluster.

 Practicas recomendadas para la configuracion de
MetroCluster.

"Instalacion y configuracion de MetroCluster * Arquitectura MetroCluster FAS
estructural’ » Cableado de la configuracién

» Configurar los puentes de FC a SAS
» Configurar los switches FC

» Configurar MetroCluster en ONTAP

"Instalacion y configuracion de MetroCluster con » Ampliacion de la arquitectura de MetroCluster
ampliacion » Cableado de la configuracién
» Configurar los puentes de FC a SAS

» Configurar MetroCluster en ONTAP

"Instalacion y configuracion de IP de MetroCluster”  Arquitectura MetroCluster IP

» Cableado de la configuracién de IP de
MetroCluster

» Configurar MetroCluster en ONTAP

"Documentacion de NetApp: Guias de productos y » Supervisar la configuracion y el rendimiento de
recursos" MetroCluster

"Instalacion y configuracion del software MetroCluster  « Supervision de la configuracion de MetroCluster
Tiebreaker" con el software MetroCluster Tiebreaker

"Transicion basada en copias"  Transicion de datos de sistemas de
almacenamiento 7-Mode a sistemas de
almacenamiento en cluster
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electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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