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En profundidad
Reducida

Almacenamiento: Conceptos y caracteristicas generales

Descubrir conceptos generales de almacenamiento que se aplican al entorno de ONTAP
Select antes de analizar los componentes de almacenamiento especificos.

Fases de la configuracion del almacenamiento

Entre las principales fases de configuracion del almacenamiento host de ONTAP Select se incluyen las
siguientes:
* Requisitos previos a la puesta en marcha

> Asegurese de que cada host del hipervisor esté configurado y listo para una puesta en marcha de
ONTAP Select.

o La configuracion implica las unidades fisicas, los grupos y controladoras RAID, los LUN, asi como la
preparacién de la red relacionada.

o Esta configuracion se realiza fuera de ONTAP Select.
» Configuracion mediante la utilidad de administrador del hipervisor

> Es posible configurar ciertos aspectos del almacenamiento mediante la utilidad de administracion del
hipervisor (por ejemplo, vSphere en un entorno VMware).

o Esta configuracion se realiza fuera de ONTAP Select.
» Configuracion mediante la utilidad de administracion de implementacion de ONTAP Select

o Puede utilizar la utilidad de administracion Deploy para configurar las construcciones centrales de
almacenamiento logico.

o Esto se realiza de forma explicita a través de comandos de la CLI o de forma automatica mediante la
utilidad como parte de una implementacion.

» Configuracion posterior a la puesta en marcha

o Después de que finalice la implementacion de ONTAP Select, puede configurar el cluster con la
interfaz de linea de comandos de ONTAP o System Manager.

o Esta configuracion se realiza fuera de la puesta en marcha de ONTAP Select.

Almacenamiento gestionado frente a no gestionado

El almacenamiento al que accede y que controla directamente ONTAP Select es un almacenamiento
gestionado. Cualquier otro sistema de almacenamiento del mismo host del hipervisor es almacenamiento no
administrado.

Almacenamiento fisico homogéneo

Todas las unidades fisicas que conforman el almacenamiento gestionado de ONTAP Select deben ser
homogéneas. Es decir, todo el hardware debe ser el mismo con respecto a las siguientes caracteristicas:

» TIPO (SAS, NL-SAS, SATA, SSD)



* Velocidad (RPM)

llustracion del entorno de almacenamiento local

Cada host del hipervisor contiene discos locales y otros componentes de almacenamiento l6gicos que ONTAP
Select puede utilizar. Estos componentes de almacenamiento se organizan en una estructura por capas, a
partir del disco fisico.

Virtual Disk (VMDK) ONTAP Select
Stcrage Pool (VMFS) Hypervisor
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Locally attached
drives

Caracteristicas de los componentes de almacenamiento local

Existen varios conceptos que se aplican a los componentes de almacenamiento local que se utilizan en un
entorno de ONTAP Select. Debe conocer estos conceptos antes de preparar una implementacion de ONTAP
Select. Estos conceptos se organizan de acuerdo con la categoria: Grupos RAID y LUN, pools de
almacenamiento y discos virtuales.

Agrupacion de unidades fisicas en grupos RAID y LUN

Uno o mas discos fisicos pueden conectarse de forma local al servidor host y estar disponibles para ONTAP
Select. Los discos fisicos se asignan a grupos RAID, que luego se presentan al sistema operativo del host del
hipervisor como uno o mas LUN. Cada LUN se presenta al sistema operativo host del hipervisor como una



unidad de disco duro fisica.
Al configurar un host ONTAP Select, debe tener en cuenta lo siguiente:

« Todos los almacenamientos gestionados deben ser accesibles a través de una unica controladora RAID

» En funcién del proveedor, cada controladora RAID admite un nimero maximo de unidades por grupo RAID

Uno o mas grupos RAID

Cada host ONTAP Select debe tener una sola controladora RAID. Debe crear un solo grupo RAID para
ONTAP Select. Sin embargo, en determinadas situaciones puede considerar la creacion de mas de un grupo
RAID. Consulte "Resumen de las mejores practicas".

Consideraciones sobre el pool de almacenamiento

Existen varios problemas relacionados con los pools de almacenamiento que se deben conocer como parte de
la preparacion para la implementacion de ONTAP Select.

@ En un entorno VMware, un pool de almacenamiento es sinébnimo de un almacén de datos
VMware.

Pools de almacenamiento y LUN

Cada LUN se considera un disco local en el host del hipervisor y puede formar parte de un pool de
almacenamiento. Cada pool de almacenamiento se formatea con un sistema de archivos que puede utilizar el
sistema operativo del host del hipervisor.

Debe asegurarse de que los pools de almacenamiento se creen correctamente como parte de una
implementacion de ONTAP Select. Se puede crear un pool de almacenamiento con la herramienta de
administracion del hipervisor. Por ejemplo, con VMware puede usar el cliente vSphere para crear un pool de
almacenamiento. El pool de almacenamiento pasa luego a la utilidad de administracion de ONTAP Select
Deploy.

Gestionar los discos virtuales

Existen varios problemas relacionados con los discos virtuales que se deben conocer como parte de la
preparacion para la implementacion de ONTAP Select.

Discos virtuales y sistemas de archivos

La maquina virtual ONTAP Select tiene asignadas varias unidades de disco virtual. Cada disco virtual es
realmente un archivo contenido en un pool de almacenamiento y se mantiene mediante el hipervisor. ONTAP
Select usa varios tipos de discos, principalmente discos de sistema y discos de datos.

También debe tener en cuenta lo siguiente sobre los discos virtuales:

* El pool de almacenamiento debe estar disponible para poder crear los discos virtuales.
* No se pueden crear los discos virtuales antes de crear la maquina virtual.

» Debe confiar en la utilidad de administracion ONTAP Select Deploy para crear todos los discos virtuales
(es decir, un administrador nunca debe crear un disco virtual fuera de la utilidad de implementacion).


https://docs.netapp.com/es-es/ontap-select-9111/reference_plan_best_practices.html

Configuracion de los discos virtuales

ONTAP Select gestiona los discos virtuales. Se crean automaticamente cuando se crea un cluster con la
utilidad de administracion Deploy.

llustracion del entorno de almacenamiento externo

La solucion vNAS de ONTAP Select permite a ONTAP Select utilizar almacenes de datos que residen en un
almacenamiento externo al host del hipervisor. Se puede acceder a los almacenes de datos a través de la red
mediante VMware VSAN o directamente en una cabina de almacenamiento externa.

ONTAP Select puede configurarse para utilizar los siguientes tipos de almacenes de datos de red VMware
ESXi externos al host del hipervisor:

* VSAN (SAN virtual)

* VMFS

* NFS

Almacenes de datos VSAN

Cada host ESXi puede tener uno o mas almacenes de datos VMFS locales. Por lo general, estos almacenes
de datos solo son accesibles para el host local. Sin embargo, VMware VSAN permite que cada uno de los
hosts de un cluster ESXi comparta todos los almacenes de datos del cluster como si fueran locales. En la
siguiente figura, se ilustra como VSAN crea un pool de almacenes de datos que estan compartidos entre los
hosts del cluster ESXi.

ESXi cluster

ONTAP Select

VIV VM VIV VM ; :
virtual machines

Shared datastores

VMware Virtual SAN (VSAN) accessed through VSAN

Almacén de datos VMFS en cabina de almacenamiento externa

Es posible crear un almacén de datos VMFS que reside en una cabina de almacenamiento externa. Se
accede al almacenamiento por medio de uno de los distintos protocolos de red. En la siguiente figura, se
muestra un almacén de datos VMFS en una cabina de almacenamiento externa a la que se accede mediante
el protocolo iISCSI.

ONTAP Select admite todas las cabinas de almacenamiento externas descritas en la
@ documentacion sobre almacenamiento/compatibilidad SAN de VMware, incluidos iSCSI, Fibre
Channel y Fibre Channel sobre Ethernet.
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Almacén de datos NFS en cabina de almacenamiento externa

Es posible crear un almacén de datos NFS que reside en una cabina de almacenamiento externa. Se accede
al almacenamiento por medio del protocolo de red NFS. La siguiente figura muestra un almacén de datos NFS
en un sistema de almacenamiento externo al que se accede mediante el dispositivo de servidor NFS.
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Servicios RAID de hardware para almacenamiento conectado local

Cuando hay una controladora RAID de hardware disponible, ONTAP Select puede
trasladar los servicios RAID al controlador de hardware para obtener un aumento de
rendimiento de escritura y proteccion contra fallos de unidades fisicas. Como resultado,
la controladora RAID de conexion local ofrece proteccion RAID para todos los nodos del
cluster ONTAP Select, no mediante RAID de ONTAP.

Los agregados de datos de ONTAP Select se configuran para utilizar RAID 0, ya que la
controladora RAID fisica proporciona segmentacion RAID en las unidades subyacentes. No se
admite ningun otro nivel de RAID.



Configuracion de la controladora RAID para el almacenamiento conectado local

Todos los discos de conexion local que proporcionan a ONTAP Select el almacenamiento de respaldo deben
estar situados detras de una controladora RAID. La mayoria de los servidores de consumo incluyen varias
opciones de controladora RAID en varios precios, cada uno con diversos niveles de funcionalidad. La
intencidon es admitir tantas de estas opciones como sea posible, siempre que cumplan con ciertos requisitos
minimos colocados en el controlador.

La controladora RAID que administra los discos ONTAP Select debe cumplir los siguientes requisitos:

 La controladora RAID de hardware debe tener una unidad de backup de bateria (BBU) o una caché de
escritura respaldada por flash (FBWC) y dar soporte a 12 Gbps de rendimiento.

* La controladora RAID debe ser compatible con un modo que pueda resistir al menos uno o dos fallos de
disco (RAID 5 y RAID 6).

» La caché de la unidad debe configurarse en Disabled.

 La politica de escritura debe configurarse para el modo de escritura diferida con una reserva para la
escritura tras un fallo de BBU o flash.

* Debe establecerse la politica de |/o para las lecturas en caché.

Todos los discos de conexion local que proporcionan a ONTAP Select el almacenamiento de respaldo deben
colocarse en grupos RAID que ejecuten RAID 5 o RAID 6. Para unidades SAS y unidades SSD, el uso de
grupos RAID de hasta 24 unidades permite a ONTAP aprovechar las ventajas de distribuir las solicitudes de
lectura entrantes entre un mayor niumero de discos. Al hacerlo, se obtiene una importante mejora en el
rendimiento. Con las configuraciones SAS/SSD, las pruebas de rendimiento se llevaron a cabo con un Unico
LUN frente a configuraciones de varios LUN. No se encontraron diferencias significativas; por lo tanto, en
simplicidad, NetApp recomienda crear el menor numero de LUN necesario para satisfacer sus necesidades de
configuracion.

Las unidades NL-SAS y SATA requieren un conjunto diferente de practicas recomendadas. Por razones de
rendimiento, el nUmero minimo de discos es aun ocho, pero el tamafo de los grupos de RAID no debe ser
mayor que 12 unidades. NetApp también recomienda usar un repuesto por grupo RAID; sin embargo, pueden
usarse repuestos globales para todos los grupos RAID. Por ejemplo, puede usar dos repuestos por cada tres
grupos RAID, donde cada grupo RAID consta de ocho a 12 unidades.

El tamafio maximo de la extensién y del almacén de datos para las versiones mas antiguas de
ESX es de 64 TB, lo que puede afectar al nimero de LUN necesarias para admitir la capacidad
bruta total proporcionada por estas unidades de gran capacidad.

Modo RAID

Muchos controladores RAID admiten hasta tres modos de funcionamiento, cada uno de los cuales representa
una diferencia significativa en la ruta de datos que toman las solicitudes de escritura. Estos tres modos son los
siguientes:

« WRITETHROUGH. Todas las solicitudes de /o entrantes se escriben en la caché de la controladora RAID
y se vacian inmediatamente en el disco antes de reconocer la solicitud nuevamente al host.

» Writearound Todas las solicitudes de I/o entrantes se escriben directamente en el disco, con lo que se
elude la caché de la controladora RAID.

» Escritura diferida. Todas las solicitudes de |/o entrantes se escriben directamente en la caché de la
controladora y se confirman inmediatamente en el host. Los bloques de datos se vacian en el disco de
manera asincrona mediante la controladora.



El modo de escritura ofrece la ruta de datos mas corta, con reconocimiento de |/o que se produce
inmediatamente después de que los bloques entran en la caché. Este modo proporciona la latencia mas baja
y el rendimiento mas elevado para cargas de trabajo de lectura/escritura mixtas. Sin embargo, sin presencia
de una tecnologia flash no volatil o BBU, los usuarios corren el riesgo de perder datos si el sistema incurre en
un fallo energético cuando trabajan en este modo.

ONTAP Select requiere la presencia de un backup de bateria o una unidad flash; por lo tanto, podemos estar
seguros de que los bloques almacenados en caché se vacian en el disco en caso de que se produzca este
tipo de fallo. Por este motivo, es un requisito que la controladora RAID esté configurada en modo de escritura
diferida.

Discos locales compartidos entre ONTAP Select y OS

La configuracion de servidor mas comun es uno en el que todos los discos conectados localmente se
encuentran detras de una unica controladora RAID. Debe aprovisionar al menos dos LUN: Una para el
hipervisor y otra para la maquina virtual de ONTAP Select.

Por ejemplo, piense en un HP DL380 g8 con seis unidades internas y en un solo controlador Smart Array
P420i RAID. Esta controladora RAID gestiona todas las unidades internas y no hay ningun otro tipo de
almacenamiento en el sistema.

En la figura siguiente se muestra este estilo de configuracion. En este ejemplo, no hay ningun otro tipo de
almacenamiento en el sistema; por lo tanto, el hipervisor debe compartir almacenamiento con el nodo ONTAP
Select.

Configuracion de LUN de servidor sélo con discos administrados por RAID

Server w/ RAID storage
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Aprovisionar las LUN de SO desde el mismo grupo RAID que ONTAP Select permite que el sistema operativo
del hipervisor (y cualquier equipo virtual del cliente que también se aprovisiona a partir de ese
almacenamiento) se beneficie de la proteccion RAID. Esta configuracion evita que un fallo de una unidad falle
el sistema completo.

Los discos locales se dividen entre ONTAP Selecty OS

La otra configuracion posible proporcionada por los proveedores de servidores implica configurar el sistema
con multiples controladoras RAID o de disco. En esta configuracién, un conjunto de discos se gestiona
mediante una controladora de disco, que puede ofrecer o no servicios RAID. Un segundo conjunto de discos
se gestiona mediante un controlador RAID de hardware que puede ofrecer servicios de RAID 5/6.

Con este estilo de configuracion, el conjunto de husos que se encuentran detras del controlador RAID que



pueden proporcionar servicios de RAID 5/6 debe ser utilizado exclusivamente por el equipo virtual de ONTAP
Select. En funcién de la capacidad de almacenamiento total que se esté gestionando, deberia configurar los
discos fisicos en uno o mas grupos RAID y en una o mas LUN. Estos LUN se utilizaran para crear uno o mas
almacenes de datos, con todos los almacenes de datos protegidos por la controladora RAID.

El primer conjunto de discos se reserva para el sistema operativo del hipervisor y cualquier maquina virtual
cliente que no utilice almacenamiento ONTAP, como se muestra en la siguiente figura.

Configuracion de LUN de servidor en sistemas mixtos RAID/no RAID

Server w/ additional storage

Non-RAID 5 ! i |
= Qa0 v
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RAID 5 RAID Group
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Installation VM ONTAP Select LUN
LUN

Varias LUN

Hay dos casos en los que debe cambiar la configuracién de un solo grupo RAID/LUN. Cuando se utilizan
unidades NL-SAS o SATA, el tamafio del grupo RAID no debe ser superior a 12 unidades. Ademas, una Unica
LUN puede ser mayor que los limites de almacenamiento del hipervisor subyacente, ya sea el tamafio maximo
de extension del sistema de archivos individual o el tamafio maximo del pool de almacenamiento total. A
continuacion, el almacenamiento fisico subyacente debe dividirse en varias LUN para permitir la creaciéon
correcta del sistema de archivos.

Limites del sistema de archivos de maquina virtual vSphere de VMware

El tamafio maximo de un almacén de datos en algunas versiones de ESX es de 64 TB.

Si un servidor ha conectado mas de 64 TB de almacenamiento, se podrian necesitar aprovisionar varios LUN,
cada uno de ellos menor de 64 TB. Crear varios grupos RAID para mejorar el tiempo de recompilacion de
RAID para unidades SATA/NL-SAS también hace que se aprovisionen varias LUN.



Cuando se requieren varias LUN, un punto importante de consideracion es asegurarse de que estas LUN
tienen un rendimiento similar y consistente. Esto resulta especialmente importante si se van a utilizar todas las
LUN en un unico agregado de ONTAP. Como alternativa, si un subconjunto de una o mas LUN tiene un perfil
de rendimiento claramente diferente, recomendamos encarecidamente aislar estas LUN en un agregado de
ONTAP independiente.

Se pueden utilizar varias extensiones del sistema de archivos para crear un unico almacén de datos hasta el
tamafio maximo del almacén de datos. Para restringir la cantidad de capacidad que requiere una licencia de
ONTAP Select, asegurese de especificar un limite de capacidad durante la instalacion del cluster. Esta
funcionalidad permite a ONTAP Select utilizar (y, por lo tanto, requiere una licencia para) solo un subconjunto
del espacio de un almacén de datos.

Como alternativa, es posible empezar por crear un unico almacén de datos en una unica LUN. Cuando se
necesita espacio adicional y necesita una licencia con mayor capacidad ONTAP Select, ese espacio puede
afiadirse al mismo almacén de datos que una extensién, hasta el tamafio maximo del almacén de datos.
Después de alcanzar el tamafio maximo, es posible crear nuevos almacenes de datos y afiadirla a ONTAP
Select. Los dos tipos de operaciones de extension de la capacidad son compatibles y se pueden lograr
mediante la funcionalidad ONTAP Deploy Storage-add. Cada nodo ONTAP Select se puede configurar para
admitir hasta 400 TB de almacenamiento. La capacidad de aprovisionamiento desde varios almacenes de
datos requiere un proceso de dos pasos.

La creacion inicial de cluster se puede utilizar para crear un cluster de ONTAP Select que consume parte de o
todo el espacio del almacén de datos inicial. Un segundo paso consiste en ejecutar una o mas operaciones de
adicion de capacidad usando almacenes de datos adicionales hasta alcanzar la capacidad total deseada. Esta
funcionalidad se detalla en la seccion "Aumente la capacidad de almacenamiento”.

La sobrecarga de VMFS no es cero (consulte "VMware KB 1001618"), y al intentar utilizar todo
@ el espacio informado como libre por un almacén de datos, se han producido errores espurios
durante las operaciones de creacion de cluster.

Un bufer del 2% queda sin utilizar en cada almacén de datos. Este espacio no requiere una licencia de
capacidad porque ONTAP Select no lo utiliza. La implementacion de ONTAP calcula automaticamente el
numero exacto de gigabytes para el bufer, siempre que no se especifique un limite de capacidad. Si se
especifica un limite de capacidad, se aplica primero ese tamafio. Si el tamaio del tapon de capacidad se
encuentra dentro del tamafo del bufer, la creacién del cluster genera un mensaje de error que especifica el
parametro de tamafio maximo correcto que se puede usar como tope de capacidad:

“InvalidPoolCapacitySize: Invalid capacity specified for storage pool
“ontap-select-storage-pool”, Specified value: 34334204 GB. Available
(after leaving 2% overhead space): 30948”

VMFS 6 es compatible para instalaciones nuevas y como destino de una operacion Storage vMotion de una
magquina virtual de ONTAP o ONTAP Select existente.

VMware no es compatible con las actualizaciones in situ de VMFS 5 a VMFS 6. Por lo tanto, Storage vMotion
es el unico mecanismo que permite a cualquier maquina virtual realizar la transicion de un almacén de datos
VMFS 5 a un almacén de datos VMFS 6. Sin embargo, la compatibilidad con Storage vMotion con la
implementacion de ONTAP Select y ONTAP se amplié para abarcar otros escenarios ademas del propdsito
especifico de pasar de VMFS 5 a VMFS 6.
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Discos virtuales ONTAP Select

En su nucleo, ONTAP Select presenta ONTAP con un conjunto de discos virtuales aprovisionados desde uno
0 mas pools de almacenamiento. ONTAP se presenta con un conjunto de discos virtuales que trata como
fisicos y la parte restante de la pila de almacenamiento se abstrae mediante el hipervisor. En la siguiente
figura, se muestra con mas detalle esta relacion, destacando la relacion entre la controladora RAID fisica, el
hipervisor y ONTAP Select VM.

* La configuracion de grupo RAID y LUN se produce desde el software de la controladora RAID del servidor.
Esta configuracion no es necesaria cuando se usan VSAN o cabinas externas.

« La configuracién del pool de almacenamiento se produce desde dentro del hipervisor.

* Los discos virtuales se crean y son propiedad de equipos virtuales individuales; en este ejemplo, ONTAP

Select.

Asignacion de disco virtual a disco fisico
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Virtual Disk (VMDK)

R

I~
)
18
™
O

Storage Pool (VMFS)
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Locally attached drives Hypervisor
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> RAID Controller

------ RAID Group

Aprovisionamiento de disco virtual

Para ofrecer una experiencia de usuario mas optimizada, la herramienta de gestion ONTAP Select, puesta en
marcha de ONTAP, aprovisiona automaticamente discos virtuales desde el pool de almacenamiento asociado
y los une a la maquina virtual de ONTAP Select. Esta operacion ocurre automaticamente tanto durante la
configuracion inicial como durante las operaciones de almacenamiento afiadido. Si el nodo ONTAP Select
forma parte de una pareja de alta disponibilidad, los discos virtuales se asignan automaticamente a un pool de
almacenamiento local y de mirroring.

ONTAP Select divide el almacenamiento conectado subyacente en discos virtuales de igual tamafio, cada uno
sin superar los 16 TB. Si el nodo ONTAP Select forma parte de una pareja de alta disponibilidad, se crean un
minimo de dos discos virtuales en cada nodo de cluster y se asignan al complejo de reflejos y local que se usa
en un agregado reflejado.

Por ejemplo, un ONTAP Select puede asignar un almacén de datos o LUN con una cantidad de 31 TB (el
espacio restante después de que se ponga en marcha el equipo virtual y se aprovisionan el sistema y los
discos raiz). A continuacion, se crean y asignan cuatro discos virtuales de ~7,75 TB al complejo de reflejos y
local de ONTAP adecuado.

11



Afadir capacidad a una maquina virtual de ONTAP Select es probable que tenga como
resultado VMDK de diferentes tamafios. Para obtener mas informacion, consulte la seccion

@ "Aumente la capacidad de almacenamiento". A diferencia de los sistemas FAS, pueden existir
VMDK de distinto tamafo en el mismo agregado. ONTAP Select utiliza una franja RAID 0 en
estos VMDK, lo que provoca que se pueda utilizar todo el espacio de cada VMDK con
independencia de su tamafo.

NVRAM virtualizada

Los sistemas FAS de NetApp vienen equipados tradicionalmente con una tarjeta PClI NVRAM fisica, una
tarjeta de alto rendimiento que contiene memoria flash no volatil. Esta tarjeta proporciona un impulso
significativo en el rendimiento de escritura al otorgar a ONTAP la capacidad de reconocer de forma inmediata
las escrituras entrantes al cliente. También puede programar la transferencia de los bloques de datos
modificados nuevamente al medio de almacenamiento mas lento en un proceso conocido como separacion.

Los sistemas de consumo no suelen estar equipados con este tipo de equipos. Por lo tanto, la funcionalidad
de esta tarjeta NVRAM se ha virtualizado y se ha colocado en una particion en el disco de arranque del
sistema ONTAP Select. Es por esta razon por la cual la colocacion del disco virtual del sistema de la instancia
es extremadamente importante. Este es también el motivo por el que el producto requiere la presencia de un
controlador RAID fisico con una caché flexible para las configuraciones de almacenamiento local conectado.

NVRAM se coloca en su propio VMDK. La division de la NVRAM en su propio VMDK permite que la maquina
virtual de ONTAP Select utilice el controlador vNVMe para comunicarse con su VMDK de NVRAM. También
requiere que ONTAP Select VM utilice la version de hardware 13, que es compatible con ESX 6.5 y posterior.

Explicacion de la ruta de datos: Controlador NVRAM y RAID

La interaccion entre la particion del sistema NVRAM virtualizado y la controladora RAID se puede destacar
mejor si recorre la ruta de datos tomada por una solicitud de escritura a medida que entra en el sistema.

Las solicitudes de escritura entrantes en el equipo virtual de ONTAP Select se dirigen a la particion NVRAM
del equipo virtual. En la capa de virtualizacion, esta particion existe dentro de un disco de sistema ONTAP
Select, un VMDK conectado a la maquina virtual ONTAP Select. En la capa fisica, estas solicitudes se
almacenan en caché en la controladora RAID local, como todos los cambios de bloque dirigidos a los ejes
subyacentes. Desde aqui, la escritura se reconoce de nuevo en el host.

En este momento, fisicamente, el bloque reside en la caché de la controladora RAID, esperando a que el
disco se vacie. Logicamente, el bloque reside en NVRAM a la espera de separacion entre los discos de datos
de usuario adecuados.

Dado que los bloques modificados se almacenan automaticamente en la caché local de la controladora RAID,
las escrituras entrantes en la particion NVRAM se almacenan automaticamente en caché y se vacian
periodicamente en el medio de almacenamiento fisico. Esto no debe confundirse con el vaciado periédico de
los contenidos de la NVRAM a los discos de datos ONTAP. Estos dos eventos no estan relacionados y ocurren
en diferentes momentos y frecuencias.

En la siguiente figura, se muestra la ruta de I/o que tarda una escritura entrante. Destaca la diferencia entre la

capa Physical (representada por la caché y los discos del controlador RAID) y la capa virtual (representada
por la NVRAM vy los discos virtuales de datos del equipo virtual).

12



Aunque los bloques modificados en el VMDK de NVRAM se almacenan en caché en la caché
de la controladora RAID local, la caché no conoce la estructura de la maquina virtual o sus

@ discos virtuales. AlImacena todos los bloques modificados en el sistema, del cual NVRAM es
solo una parte. Esto incluye solicitudes de escritura vinculadas para el hipervisor, si se
aprovisionan desde los mismos discos de respaldo.

Escrituras entrantes en ONTAP Select VM

Physical Server

L

RAID Controller Cache

r—_

v

Physical Disk

o, M ONTAP Select

A Write commitment ——— NVRAM Destaging

E
|
|
|

NVRAM Virtual Disk Data Virlual Disk

La particion de NVRAM esta separada en su propio VMDK. Ese VMDK se asocia con el

@ controlador vVNVME disponible en las versiones ESX de 6.5 o posteriores. Este cambio es mas
significativo en las instalaciones ONTAP Select con el software RAID, que no se benefician de
la caché de la controladora RAID.

Servicios RAID de software para almacenamiento conectado local

El RAID de software es una capa de abstraccion RAID implementada en la pila de
software ONTAP. Proporciona la misma funcionalidad que la capa RAID en una
plataforma ONTAP tradicional como FAS. La capa RAID realiza célculos de paridad de
unidades y proporciona proteccion frente a fallos individuales de unidades dentro de un
nodo ONTAP Select.

Independientemente de las configuraciones RAID de hardware, ONTAP Select también proporciona una
opcidon RAID de software. Es posible que una controladora RAID de hardware no esté disponible o que no sea
deseable en ciertos entornos, como cuando ONTAP Select se implementa en un hardware genérico de factor
de forma pequefio. El software RAID amplia las opciones de implementacion disponibles para incluir tales
entornos. Para activar el RAID de software en su entorno, aqui tiene que recordar algunos puntos:

 Esta disponible con licencia Premium o Premium XL.

* Solo admite unidades SSD o NVMe (requiere licencia Premium XL) para discos raiz y de datos ONTAP.

* Requiere un disco de sistema independiente para la particion de arranque de la maquina virtual de ONTAP
Select.

o Seleccione un disco independiente, un SSD o una unidad NVMe, para crear un almacén de datos para
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los discos del sistema (NVRAM, una tarjeta Boot/CF, coredump y Mediator en una configuracion de
varios nodos).

Notas

* Los términos disco de servicio y disco del sistema se utilizan indistintamente.

> Los discos de servicio son los VMDK que se utilizan en la maquina virtual de ONTAP Select para
realizar el servicio de varios elementos, como la agrupacion en clusteres, el arranque, etc.

> Los discos de servicio se encuentran fisicamente en un solo disco fisico (denominado colectivamente
el disco fisico de servicio/sistema) como se ve desde el host. Ese disco fisico debe contener un
almacén de datos DAS. La implementacion de ONTAP crea estos discos de servicio para la maquina
virtual de ONTAP Select durante la puesta en marcha del cluster.

* No es posible separar los discos del sistema ONTAP Select en varios almacenes de datos o en varias
unidades fisicas.

» Hardware RAID no quedo obsoleto.

Configuracion RAID de software para almacenamiento conectado local

Al utilizar el software RAID, la ausencia de un controlador RAID de hardware es ideal, pero, si un sistema
tiene una controladora RAID existente, debe cumplir con los siguientes requisitos:

* El controlador RAID de hardware debe estar desactivado de modo que los discos puedan presentarse
directamente al sistema (un JBOD). Este cambio se puede realizar normalmente en el BIOS de la
controladora RAID

* O la controladora RAID de hardware debe estar en modo HBA SAS. Por ejemplo, algunas configuraciones
de BIOS permiten un modo “AHCI” ademas de RAID, que se puede elegir para activar el modo JBOD.
Esto permite un paso a través para que las unidades fisicas puedan verse como en el host.

Segun el niumero maximo de unidades que admite la controladora, puede que se requiera una controladora
adicional. Con el modo SAS HBA, asegurese de que la controladora I/o (SAS HBA) sea compatible con una
velocidad minima de 6 GB/s. Sin embargo, NetApp recomienda una velocidad de 12 Gbps.

No se admiten otros modos ni configuraciones de controladora RAID de hardware. Por ejemplo, algunos
controladores permiten una compatibilidad RAID 0 que puede permitir que discos pasen a través
artificialmente, pero las implicaciones pueden ser indeseables. El tamafio admitido de discos fisicos (solo
SSD) esta entre 200 GB y 16 TB.

@ Los administradores deben realizar un seguimiento de las unidades que utiliza la maquina
virtual de ONTAP Select y evitar un uso accidental de esas unidades en el host.

Discos fisicos y virtuales de ONTAP Select

Para configuraciones con controladores RAID de hardware, la redundancia del disco fisico es proporcionada
por la controladora RAID. ONTAP Select se presenta con uno o mas VMDK desde los que el administrador de
ONTAP puede configurar agregados de datos. Estos VMDK se dividen en un formato RAID 0 porque con el
software ONTAP RAID es redundante, ineficiente e ineficaz debido a la resiliencia que se proporciona a nivel
de hardware. Ademas, los VMDK que se utilizan para los discos del sistema estan en el mismo almacén de
datos que los VMDK que se utilizan para almacenar datos de usuario.

Al utilizar RAID de software, la implementacion de ONTAP presenta ONTAP Select con un conjunto de discos

virtuales (VMDK) y discos fisicos asignaciones de dispositivos sin formato [RDM] para SSD y dispositivos de
paso a través o DirectPath IO para NVMes.

14



Las siguientes figuras muestran esta relacion con mas detalle, y destacan la diferencia entre los discos
virtualizados utilizados para los entornos internos de ONTAP Select VM y los discos fisicos utilizados para

almacenar datos de usuario.

ONTAP Select software RAID: Uso de discos virtualizados y RDM

ONTAP Select with Software RAID

VM System Disks =~ ONTAP Select Managed
. 3 =
ONTAP Select o5

Software

—
Hypervisor

—
Host Bus

Adapter

Los discos de sistema (VMDK) residen en el mismo almacén de datos y en el mismo disco fisico. El disco

NVRAM virtual requiere un medio rapido y duradero. Por lo tanto, solo se admiten almacenes de datos NVMe

y de tipo SSD.
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Los discos de sistema (VMDK) residen en el mismo almacén de datos y en el mismo disco fisico. El disco
NVRAM virtual requiere un medio rapido y duradero. Por lo tanto, solo se admiten almacenes de datos NVMe
y de tipo SSD. Cuando se utilizan unidades NVMe para datos, el disco del sistema también debe ser un
dispositivo NVMe por motivos de rendimiento. Un buen candidato para el disco del sistema en una
configuracion todo NVMe es una tarjeta INTEL Optane.

CD Con la version actual, no es posible separar mas los discos del sistema ONTAP Select en
varios almacenes de datos o en varias unidades fisicas.

Cada disco de datos se divide en tres partes: Una pequeia particion raiz (franja) y dos particiones de tamano
igual para crear dos discos de datos vistos en el equipo virtual de ONTAP Select. Las particiones utilizan el
esquema de datos raiz (RD2) como se muestra en las figuras siguientes para un cluster de un solo nodo y
para un nodo de un par de alta disponibilidad.

P indica una unidad de paridad. DP indica una unidad de paridad doble y. S indica una unidad de repuesto.

Particion de disco RDD para clusteres de un solo nodo
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El software ONTAP RAID es compatible con los siguientes tipos de RAID: RAID 4, RAID-DP y RAID-TEC.
Estas son las mismas construcciones RAID que utilizan las plataformas FAS y AFF. Para el aprovisionamiento
raiz, ONTAP Select solo admite RAID 4 y RAID-DP. Cuando se utiliza RAID-TEC para el agregado de datos, la
proteccién general es RAID-DP. ONTAP Select ha utiliza una arquitectura sin elementos compartidos que
replica la configuracién de cada nodo en el otro nodo. Esto significa que cada nodo debe almacenar su
particion raiz y una copia de la particion raiz del interlocutor. Dado que un disco de datos tiene una unica
particion raiz, el nimero minimo de discos de datos variara en funcién de si el nodo ONTAP Select forma
parte de un par de alta disponibilidad o no.

En el caso de clusteres de un solo nodo, todas las particiones de datos se usan para almacenar datos locales
(activos). En el caso de los nodos que forman parte de un par de alta disponibilidad, una particion de datos se
usa para almacenar datos locales (activos) en ese nodo, y la segunda particion de datos se usa para reflejar
datos activos del mismo nivel de alta disponibilidad.

Dispositivos de paso a través (DirectPath 10) frente a Mapas de dispositivos sin formato (RDM)

VMware ESX no admite actualmente discos NVMe como mapas de dispositivos sin formato. Para que ONTAP
Select pueda tomar el control directo de los discos NVMe, las unidades NVMe deben configurarse en ESX
como dispositivos de paso a través. Tenga en cuenta que para configurar un dispositivo NVMe como
dispositivos de paso a través, es necesario contar con soporte de la BIOS del servidor y un proceso disruptivo
que requiere el reinicio del host ESX. Ademas, el nimero maximo de dispositivos de paso a través por host
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ESX es 16. Sin embargo, la implementaciéon de ONTAP limita esta cifra a 14. Este limite de 14 dispositivos
NVMe por nodo ONTAP Select significa que una configuracion todo NVMe proporcionara una densidad de
IOPS muy alta (IOPS/TB) a costa de la capacidad total. También, si se desea una configuracion de alto
rendimiento con una mayor capacidad de almacenamiento, la configuraciéon recomendada es un tamafo de
magquina virtual ONTAP Select grande, una tarjeta INTEL Optane para el disco del sistema y un nimero
nominal de unidades SSD para el almacenamiento de datos.

@ Para aprovechar al maximo el rendimiento de NVMe, tenga en cuenta el gran tamaro de
magquina virtual de ONTAP Select.

Hay una diferencia adicional entre los dispositivos de paso a través y RDM. Los RDM se pueden asignar a
una maquina virtual en ejecucién. Los dispositivos de paso a través requieren un reinicio de la maquina virtual.
Esto significa que cualquier procedimiento de reemplazo de una unidad NVMe o expansién de capacidad
(adicidn de unidades) requerira un reinicio de maquina virtual ONTAP Select. La operacion de reemplazo de
unidades y expansion de capacidad (adicion de unidades) esta condicionada por un flujo de trabajo de puesta
en marcha de ONTAP. La implementacion de ONTAP gestiona el reinicio de ONTAP Select para clusteres de
un solo nodo y la conmutacién por error/conmutacion tras recuperacion para parejas de alta disponibilidad. Sin
embargo, es importante destacar la diferencia entre trabajar con unidades de datos SSD (no se requieren
reinicios/conmutaciones por error de ONTAP Select) y trabajar con unidades de datos NVMe (se requiere
reinicio/conmutacion por error de ONTAP Select).

Aprovisionamiento de discos fisicos y virtuales

Para proporcionar una experiencia de usuario mas optimizada, ONTAP Deploy aprovisiona automaticamente
los discos del sistema (virtual) desde el almacén de datos (disco de sistema fisico) especificado y los conecta
a la maquina virtual de ONTAP Select. Esta operacion se produce automaticamente durante la configuracion
inicial para que la maquina virtual de ONTAP Select pueda arrancar. Los RDM se crean particiones y el
agregado raiz se crea automaticamente. Si el nodo ONTAP Select forma parte de una pareja de alta
disponibilidad, las particiones de datos se asignan automaticamente a un pool de almacenamiento local y a un
pool de almacenamiento de reflejos. Esta asignacion se produce automaticamente tanto durante las
operaciones de creacion de cluster como durante las operaciones de almacenamiento-afadido.

Debido a que los discos de datos del equipo virtual de ONTAP Select estan asociados con los discos fisicos
subyacentes, tiene implicaciones de rendimiento para la creacion de configuraciones con un mayor numero de
discos fisicos.

El tipo de grupo RAID del agregado raiz depende del numero de discos disponibles. La
implementacion de ONTAP selecciona el tipo de grupo de RAID adecuado. Si tiene suficientes
discos asignados al nodo, utiliza RAID-DP; de lo contrario, crea un agregado raiz de RAID-4.

Al anadir capacidad a una maquina virtual ONTAP Select mediante RAID de software, el administrador debe
tener en cuenta el tamano de la unidad fisica y el nimero de unidades necesarias. Para obtener mas
informacion, consulte la seccion "Aumente la capacidad de almacenamiento".

Al igual que sucede con los sistemas FAS y AFF, solo es posible afiadir unidades con una capacidad igual o
superior a un grupo RAID existente. Las unidades de mayor capacidad tienen el tamafio adecuado. Si va a
crear nuevos grupos RAID, el nuevo tamaio del grupo RAID debe coincidir con el tamafio del grupo RAID
existente para garantizar que el rendimiento general del agregado no se deteriore.

Haga coincidir un disco ONTAP Select con el disco ESX correspondiente

Los discos ONTAP Select suelen denominarse NET x.y. Puede utilizar el siguiente comando de ONTAP para
obtener el UUID de disco:
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<system name>::> disk show NET-1.1

Disk: NET-1.1

Model: Micron 5100 MTFD

Serial Number: 1723175COBSE

UID:
*500A0751:175C0B5E*:00000000:00000000:00000000:00000000:00000000:00000000:
00000000:00000000

BPS: 512

Physical Size: 894.3GB

Position: shared

Checksum Compatibility: advanced zoned

Aggregate: -

Plex: -This UID can be matched with the device UID displayed in the
‘storage devices’ tab for the ESX host

SEloies  Nitwarms  Upasss MEASge
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En el shell ESXi, puede introducir el comando siguiente para parpadear el LED de un disco fisico determinado
(identificado por su naa.Unique-id).

esxcli storage core device set -d <naa id> -l=locator -L=<seconds>

Fallos de varias unidades cuando se utiliza RAID de software

Puede que un sistema encuentre una situacion en la que varias unidades se encuentren en estado de error al
mismo tiempo. El comportamiento del sistema depende de la proteccion RAID del agregado y de la cantidad
de unidades con errores.

Un agregado RAID4 puede sobrevivir a un fallo de disco, un agregado RAID-DP puede sobrevivir a dos fallos
de disco y un agregado de RAID-TEC puede sobrevivir a tres fallos de discos.

Si el numero de discos con errores es inferior al nUmero maximo de errores compatibles con el tipo de RAID vy,
si hay un disco de repuesto disponible, el proceso de reconstruccion se inicia automaticamente. Si no hay
discos de repuesto disponibles, el agregado proporciona datos en estado degradado hasta que se afiadan los
discos de repuesto.

Si el numero de discos con fallos es superior al nUmero maximo de errores compatibles con el tipo de RAID, el
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complejo local se Marca como erréneo y el estado del agregado es degradado. Los datos se sirven desde el
segundo complejo que reside en el partner de alta disponibilidad. Esto significa que cualquier solicitud de I/o
del nodo 1 se envia a través del puerto de interconexion de cluster eOe (iISCSI) a los discos ubicados
fisicamente en el nodo 2. Si el segundo complejo también falla, el agregado se Marca como defectuoso y los
datos no estan disponibles.

Se debe eliminar un complejo fallido y volver a crear para que se reanude la duplicacion correcta de los datos.
Tenga en cuenta que un error de varios discos que provoque que un agregado de datos se degrade también
hace que se degrade un agregado raiz. ONTAP Select utiliza el esquema de particion de datos-raiz (RDD)
para dividir cada unidad fisica en una particion raiz y dos particiones de datos. Por tanto, la pérdida de uno o
mas discos puede afectar a varios agregados, incluida la raiz local o la copia del agregado raiz remoto, asi
como al agregado de datos local y la copia del agregado de datos remoto.

C3111E67::> storage aggregate plex delete -aggregate aggrl -plex plexl
Warning: Deleting plex "plexl1l" of mirrored aggregate "aggrl" in a non-
shared HA configuration will disable its synchronous mirror protection and
disable

negotiated takeover of node "sti-rx2540-335a" when aggregate
"aggrl" is online.
Do you want to continue? {yln}: vy
[Job 78] Job succeeded: DONE

C3111E67::> storage aggregate mirror -aggregate aggrl
Info: Disks would be added to aggregate "aggrl" on node "sti-rx2540-335a"
in the following manner:
Second Plex
RAID Group rg0O, 5 disks (advanced zoned checksum, raid dp)

Usable
Physical
Position Disk Type Size
Size
shared NET-3.2 SSD =
shared NET-3.3 SSD =
shared NET-3.4 SSD 208.4GB
208.4GB
shared NET-3.5 SSD 208.4GB
208.4GB
shared NET-3.12 SSD 208.4GB
208.4GB

Aggregate capacity available for volume use would be 526.1GB.
625.2GB would be used from capacity license.

Do you want to continue? {y|n}: vy
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C3111E67::> storage aggregate show-status -aggregate aggrl
Owner Node: sti-rx2540-335a

Aggregate: aggrl (online, raid dp, mirrored) (advanced zoned checksums)

Plex: /aggrl/plex0 (online, normal, active, pool0)
RAID Group /aggrl/plex0/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-1.1 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.2 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.3 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.10 0 SSD - 205.1GB
447 .1GB (normal)

shared NET-1.11 0 SSD - 205.1GB

447 .1GB (normal)
Plex: /aggrl/plex3 (online, normal, active, pooll)
RAID Group /aggrl/plex3/rg0 (normal, advanced zoned checksums)

Usable

Physical

Position Disk Pool Type RPM Size
Size Status

shared NET-3.2 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.3 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.4 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.5 1 SSD - 205.1GB
447 .1GB (normal)

shared NET-3.12 1 SSD - 205.1GB

447.1GB (normal)
10 entries were displayed..
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Para probar o simular uno o varios fallos de la unidad, utilice el storage disk fail -disk
NET-x.y -immediate comando. Sihay un repuesto en el sistema, el agregado comenzara a
reconstruirse. Puede comprobar el estado de la reconstruccion con el comando storage

@ aggregate show. Puede quitar la unidad con error simulada a través de la implementacion de
ONTAP. Tenga en cuenta que ONTAP ha marcado la unidad como Broken. La unidad no esta
rota y se puede volver a afiadir con la puesta en marcha de ONTAP. Para borrar la etiqueta rota,
introduzca los siguientes comandos en la CLI de ONTAP Select:

set advanced
disk unfail -disk NET-x.y —-spare true
disk show -broken

El resultado del ultimo comando debe estar vacio.

NVRAM virtualizada

Los sistemas FAS de NetApp vienen equipados tradicionalmente con una tarjeta PClI NVRAM fisica. Esta
tarjeta es una tarjeta de alto rendimiento que contiene memoria flash no volatil que proporciona un impulso
significativo del rendimiento de escritura. Para ello, otorga a ONTAP la capacidad de reconocer de inmediato
las escrituras entrantes al cliente. También puede programar la transferencia de los bloques de datos
modificados a medios de almacenamiento mas lentos en un proceso conocido como separacion.

Los sistemas de consumo no suelen estar equipados con este tipo de equipos. Por lo tanto, la funcionalidad
de la tarjeta NVRAM se ha virtualizado y se ha colocado en una particion en el disco de arranque del sistema
ONTAP Select. Es por esta razoén por la cual la colocacion del disco virtual del sistema de la instancia es
extremadamente importante.

Configuraciones de VSAN y cabina externa

Las instalaciones de NAS virtual (vNAS) admiten clusteres de ONTAP Select en SAN
virtual (VSAN), algunos productos HCI y tipos de almacenes de datos de cabinas
externas. La infraestructura subyacente de estas configuraciones proporciona resiliencia
al almaceén de datos.

El requisito minimo es que la configuracion subyacente sea compatible con VMware y deba aparecer en los
HCL de VMware correspondientes.

Arquitectura vNAS

La nomenclatura vNAS se utiliza para todas las configuraciones que no utilizan DAS. En el caso de clusteres
ONTAP Select de varios nodos, estas arquitecturas incluyen las cuales los dos nodos de ONTAP Select del
mismo par de alta disponibilidad comparten un unico almacén de datos (incluidos los almacenes de datos de
VSAN). Los nodos también pueden instalarse en almacenes de datos separados de la misma cabina externa
compartida. Esto permite eficiencias en el almacenamiento en la cabina para reducir la huella general de todo
el par de alta disponibilidad de ONTAP Select. La arquitectura de las soluciones vVNAS de ONTAP Select es
muy similar a la de ONTAP Select en DAS con una controladora RAID local. Es decir, cada nodo ONTAP
Select continda teniendo una copia de los datos de su partner ha. Las politicas de eficiencia del
almacenamiento de ONTAP estan delimitadas por nodos. Por lo tanto, es preferible recurrir a las eficiencias de
almacenamiento en cabina, ya que pueden aplicarse potencialmente en todos los conjuntos de datos de
ambos nodos ONTAP Select.

22



También es posible que cada nodo de ONTAP Select de un par de alta disponibilidad utilice una cabina
externa independiente. Esta es una opcién comun al usar SDS de ONTAP Select MetroCluster con
almacenamiento externo.

Cuando se utilizan cabinas externas independientes para cada nodo de ONTAP Select, es muy importante
que las dos cabinas proporcionen caracteristicas de rendimiento similares a las de la maquina virtual de
ONTAP Select.

Arquitecturas VNAS frente a DAS local con controladores RAID de hardware

La arquitectura vNAS es logicamente mas similar a la arquitectura de un servidor con DAS y una controladora
RAID. En ambos casos, ONTAP Select consume espacio en el almacén de datos. Ese espacio de almacén de
datos se esculpen y estos VMDK forman los agregados tradicionales de datos de ONTAP. La puesta en
marcha de ONTAP garantiza que los VMDK tengan el tamafo correcto y se asignen al plex correcto (en el
caso de parejas de alta disponibilidad) durante las operaciones de cluster -create y Storage-add.

Existen dos diferencias principales entre vNAS y DAS con una controladora RAID. La diferencia mas
inmediata es que VNAS no requiere una controladora RAID. VNAS da por sentado que la cabina externa
subyacente proporciona la persistencia de datos y la resiliencia que proporciona un DAS con una
configuracion de controladora RAID. La segunda y mas sutil diferencia tiene que ver con el rendimiento de la
NVRAM.

VNAS, NVRAM

La NVRAM de ONTAP Select es un VMDK. En otras palabras, ONTAP Select emula un espacio direccionable
en bytes (NVRAM tradicional) en un dispositivo direccionable en bloque (VMDK). Sin embargo, el rendimiento
de NVRAM es absolutamente crucial para el rendimiento general del nodo ONTAP Select.

En las configuraciones DAS con una controladora RAID de hardware, la caché de la controladora RAID de
hardware actia como la caché de NVRAM de facto, ya que todas las escrituras en el VMDK de NVRAM se
alojan por primera vez en la caché de la controladora RAID.

En arquitecturas VNAS, la implementacion de ONTAP configura automaticamente los nodos ONTAP Select
con un argumento de arranque denominado Registro de datos de instancia unica (IDL). Cuando este
argumento de arranque esta presente, ONTAP Select omite la NVRAM y escribe la carga util de los datos
directamente en el agregado de datos. La NVRAM solo se utiliza para registrar la direcciéon de los bloques
cambiados mediante la operacién de ESCRITURA. El beneficio de esta funcion es que evita una doble
escritura: Una escritura en NVRAM y una segunda escritura cuando el NVRAM se separa. Esta funcién solo
esta habilitada para vNAS, ya que las escrituras locales en la caché de la controladora RAID tienen una
latencia adicional minima.

La caracteristica IDL no es compatible con todas las funciones de eficiencia del almacenamiento de ONTAP

Select. La operacion SIDL se puede deshabilitar a nivel de agregado con el siguiente comando:

storage aggregate modify -—-aggregate aggr-name -single-instance-data
-logging off

Tenga en cuenta que el rendimiento de escritura se ve afectado si la caracteristica IDL esta desactivada. Es
posible volver a habilitar la caracteristica IDL después de que se deshabiliten todas las politicas de eficiencia
de almacenamiento de todos los volumenes de ese agregado:
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volume efficiency stop -all true -vserver * -volume * (all volumes in the
affected aggregate)

Coloque los nodos de ONTAP Select cuando use VNAS

ONTAP Select incluye compatibilidad con clusteres de varios nodos de ONTAP Select en un almacenamiento
compartido. La implementacion de ONTAP permite la configuracion de varios nodos ONTAP Select en el
mismo host ESX, siempre y cuando estos nodos no formen parte del mismo cluster. Tenga en cuenta que esta
configuracion solo es valida para entornos VNAS (almacenes de datos compartidos). No se admiten varias
instancias de ONTAP Select por host cuando se utiliza el almacenamiento DAS, porque estas instancias
compiten por el mismo controlador de RAID de hardware.

La implementacion de ONTAP garantiza que la implementacion inicial del clister de varios nodos de VNAS no
coloque varias instancias de ONTAP Select del mismo cluster en el mismo host. En la siguiente figura, se
muestra un ejemplo de una implementacion correcta de dos clisteres de cuatro nodos que se intersectan en
dos hosts.

Implementacion inicial de clusteres VNAS multinodo

Multi-node vNAS clusters:

RED and Blue
intersect on two ESX hosts SHARED DATASTORE

Después de la implementacion, los nodos ONTAP Select se pueden migrar entre hosts. Esto podria dar como
resultado configuraciones no optimas y no compatibles para las cuales dos o mas nodos ONTAP Select del
mismo cluster compartan el mismo host subyacente. NetApp recomienda la creacion manual de reglas de anti-
afinidad de maquinas virtuales, de modo que VMware mantiene automaticamente la separacion fisica entre
los nodos del mismo cluster, no solo los nodos del mismo par de alta disponibilidad.

@ Las reglas de anti-afinidad requieren que DRS esté habilitado en el cluster ESX.

Consulte el siguiente ejemplo sobre cdmo crear una regla de anti-afinidad para los equipos virtuales de
ONTAP Select. Si el cluster de ONTAP Select contiene mas de un par de alta disponibilidad, todos los nodos
del cluster deben incluirse en esta regla.
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Se pueden encontrar dos 0 mas nodos ONTAP Select del mismo cluster ONTAP Select en el mismo host ESX
por uno de los siguientes motivos:

* DRS no aparece debido a las limitaciones de la licencia de VMware vSphere o si no esta habilitado DRS.

» Laregla de antiafinidad de DRS se omite porque tiene prioridad una operacion de alta disponibilidad de
VMware o una migracion de maquinas virtuales iniciada por el administrador.

Tenga en cuenta que la implementacion de ONTAP no supervisa de forma proactiva las ubicaciones de las

magquinas virtuales de ONTAP Select. No obstante, una operacion de actualizacién de cluster refleja esta
configuracion no compatible en los registros de implementacién de ONTAP:

UnsupportedClusterConfiguration cluster 20180516 11:41:100400 (ONTAP Sefect Deeploy does not support multipte nodes within the same cluster sharing the same host

Aumente la capacidad de almacenamiento

La implementacion de ONTAP se puede usar para afiadir almacenamiento adicional y
obtener licencias para cada nodo de un cluster de ONTAP Select.

La funcionalidad para afiadir almacenamiento en ONTAP Deploy es la Unica forma de aumentar el

almacenamiento bajo gestion y no se admite la modificacion directa de la maquina virtual de ONTAP Select.
La siguiente figura muestra el icono “+” que inicia el asistente de adicion de almacenamiento.
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@ Cluster Details

Name onenodadSiP1s Cluster Size  Single nade cluster
ONTAP Image Version  9.5RCH Licensing licersed
1Pv4 Address  10.193.83.15 Domain Names -
Netmask 255.255.255.128 Server IP Addresses -
Gateway 10.192.83.1 NTP Server 216.239.35.0

Last Refresh

) MNode Details

Node o©enodedSIP1S-01 — 1.3TB + # Host  10.193.39.54 — (Small (4 CPL, 16 GB Memary])

Las siguientes consideraciones son importantes para que el éxito de la operacion de ampliacion de capacidad.
Anadir capacidad requiere la licencia existente para cubrir la cantidad total de espacio (existente mas nuevo).
Se produce un error en una operacion de almacenamiento afiadido que provoca que el nodo supere su
capacidad con licencia. Primero debe instalarse una nueva licencia con capacidad suficiente.

Si se anade capacidad adicional a un agregado de ONTAP Select existente, el nuevo pool de almacenamiento
(almacén de datos) debe tener un perfil de rendimiento similar al del pool de almacenamiento (almacén de
datos) existente. Tenga en cuenta que no es posible afiadir almacenamiento que no sea SSD a un nodo
ONTAP Select instalado con una personalidad similar a la de AFF (Flash habilitado). Tampoco se admite la
mezcla de DAS y almacenamiento externo.

Si se aflade almacenamiento de conexion local a un sistema para proporcionar pools de almacenamiento
locales (DAS) adicionales, debe crear un grupo RAID y LUN (o LUN) adicionales. Del mismo modo que con
los sistemas FAS, se debe tener cuidado para asegurarse de que el rendimiento del nuevo grupo RAID sea
similar al del grupo RAID original, si se agrega nuevo espacio al mismo agregado. Si va a crear un nuevo
agregado, la distribucion de los nuevos grupos RAID puede ser diferente si las implicaciones de rendimiento
del nuevo agregado estan bien comprendidas.

El nuevo espacio puede afiadirse a ese mismo almacén de datos como una extension si el tamario total del
almacén de datos no supera el tamafo maximo de almacén de datos compatible con ESX. Afadir una
extension de almacén de datos en el almacén de datos en el que ONTAP Select ya esta instalado puede
realizarse de forma dinamica y no afecta a las operaciones del nodo ONTAP Select.

Si el nodo ONTAP Select forma parte de un par de alta disponibilidad, se deben tener en cuenta algunos
problemas adicionales.

En un par de alta disponibilidad, cada nodo contiene una copia reflejada de los datos de su compafiero. Para
agregar espacio al nodo 1 se necesita agregar una cantidad idéntica de espacio a su companero, nodo 2, de
modo que todos los datos del nodo 1 se repliquen en el nodo 2. En otras palabras, el espacio afadido al nodo
2 como parte de la operacion de adicion de capacidad al nodo 1 no esta visible ni accesible en el nodo 2. El
espacio se agrega al nodo 2, de modo que los datos del nodo 1 estén completamente protegidos durante un
evento de alta disponibilidad.

Hay una consideracion adicional con respecto a la ejecucion. Los datos del nodo 1 se replican de forma
sincrona en el nodo 2. Por lo tanto, el rendimiento del nuevo espacio (almacén de datos) en el nodo 1 debe
coincidir con el rendimiento del nuevo espacio (almacén de datos) en el nodo 2. En otras palabras, afiadir
espacio en ambos nodos; sin embargo, el uso de diferentes tecnologias de unidad o de distintos tamafios de
grupos RAID puede provocar problemas de rendimiento. Esto se debe a la operacion RAID SyncMirror
utilizada para mantener una copia de los datos del nodo del compariero.

Para aumentar la capacidad accesible para el usuario en ambos nodos de una pareja de ha, se deben realizar
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dos operaciones con almacenamiento afiadido, una para cada nodo. Cada operacion de almacenamiento
afnadido requiere espacio adicional en ambos nodos. El espacio total necesario en cada nodo es igual al
espacio requerido en el nodo 1 mas el espacio requerido en el nodo 2.

La configuracion inicial incluye dos nodos, cada nodo tiene dos almacenes de datos con 30 TB de espacio en
cada almacén de datos. La implementacion de ONTAP crea un cluster de dos nodos, donde cada nodo
consume 10 TB de espacio desde el almacén de datos 1. La puesta en marcha de ONTAP configura cada
nodo con 5 TB de espacio activo por nodo.

En la siguiente figura, se muestran los resultados de una sola operacion de almacenamiento adicional para el
nodo 1. ONTAP Select sigue utilizando una misma cantidad de almacenamiento (15 TB) en cada nodo. Sin
embargo, el nodo 1 tiene mas almacenamiento activo (10 TB) que el nodo 2 (5 TB). Ambos nodos estan
completamente protegidos, ya que cada nodo aloja una copia de los datos del otro nodo. Queda espacio libre
adicional en el almacén de datos 1, mientras que el almacén de datos 2 sigue estando completamente libre.

Distribucion de la capacidad: Asignacion y espacio libre después de una sola operacién de
almacenamiento-agregar

ONTAP Select ONTAP Select
Node 1 S Node 2
HA Pair

/,.-"—____'--..._\ ,..-'-'_‘--\
Node 1/Aggregate 1 (L =
10TB [ S Node 2/Aggregate 1
5TE
Sync Mirror for Node 2 )
5TB Sync Mirror for Node 1
10TB
Free Space in Datastore 1
15TB Free Space In Datastore 1
S ! 1578
- -y
Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Dos operaciones adicionales de almacenamiento afiadido en el nodo 1 consumen el resto del almacén de
datos 1y una parte del almacén de datos 2 (con capacidad limite). La primera operacién de almacenamiento
anadido consume los 15 TB de espacio libre que queda en el almacén de datos 1. En la siguiente figura, se
muestra el resultado de la segunda operacién de almacenamiento-adicion. En este punto, el nodo 1 tiene 50
TB de datos activos a gestionar, mientras que el nodo 2 tiene el 5 TB original.

Distribucion de la capacidad: Asignacion y espacio libre después de dos operaciones adicionales de
almacenamiento-agregar para el nodo 1
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ONTAP Select 1 ; : ONTAP Select
Node 1 — Node 2
HA Pair

— =T Node 2/Aggregate 1
s 578
Sync Mirror for Node 1
25TB 25TB 50TB

Datastore 1 Datastore 2 Datastore 2 Datastore 1
Total Capacity 30TB Total Capacity 30TB Total Capacity 30TB  Total Capacity 30TB

Node 1/Aggregate 1
50TB

Sync Mirror for Node 2
5TB

El tamano maximo de VMDK utilizado durante las operaciones de adicion de capacidad es de 16 TB. El
tamafio maximo de VMDK utilizado durante las operaciones de creacién de cluster contintia siendo de 8 TB.
La implementacion de ONTAP crea VMDK con el tamafio adecuado, en funcion de su configuracion (un cluster
de un unico nodo o varios nodos) y la cantidad de capacidad que se afiada. Sin embargo, el tamafio maximo
de cada VMDK no debe superar los 8 TB durante las operaciones de creacion del cluster y los 16 TB durante
las operaciones de adicidon de almacenamiento.

Aumente la capacidad de ONTAP Select con software RAID

De forma similar, el asistente para afiadir almacenamiento se puede utilizar para aumentar la capacidad que
se gestiona en nodos ONTAP Select mediante RAID de software. El asistente solo presenta las unidades DAS
SDD disponibles y se pueden asignar como RDM a la maquina virtual ONTAP Select.

Aunque es posible aumentar la licencia de capacidad en un solo TB, cuando se trabaja con RAID de software,
no es posible aumentar fisicamente la capacidad en un solo TB. Al igual que cuando se afiaden discos a una
cabina FAS o AFF, ciertos factores determinan la cantidad minima de almacenamiento que se puede afadir en
una unica operacion.

Tenga en cuenta que, en una pareja de alta disponibilidad, afiadir almacenamiento al nodo 1 requiere que
también esté disponible un niumero idéntico de unidades en la pareja de alta disponibilidad del nodo (nodo 2).
Las unidades locales y los discos remotos son utilizados por una operacion Storage-add en el nodo 1. Es
decir, las unidades remotas se utilizan para asegurarse de que el nuevo almacenamiento del nodo 1 esta
replicado y protegido en el nodo 2. Para afiadir almacenamiento utilizable localmente en el nodo 2, debe haber
una operacion de almacenamiento adicional independiente y un niumero igual e independiente de unidades
disponible en ambos nodos.

ONTAP Select genera particiones en las unidades nuevas dentro de la misma raiz, los datos y las mismas
particiones de datos que las unidades existentes. La operacion de particion tiene lugar durante la creacion de
un nuevo agregado o durante la expansion en un agregado existente. El tamafo de la franja de particion raiz
de cada disco se establece de modo que coincida con el tamano de la particion raiz existente en los discos
existentes. Por lo tanto, cada una de las dos particiones de tamafo de datos iguales se puede calcular como
la capacidad total del disco menos el tamario de la particion raiz dividido por dos. El tamafio de la franja de
particion raiz es variable y se calcula durante la configuracion inicial del cluster de la siguiente manera. El
espacio total necesario (68 GB para un unico cluster de nodo y 136 GB para pares de alta disponibilidad) se
divide en el nimero inicial de discos menos cualquier unidad de repuesto y paridad. El tamafio de franja de
particion raiz se mantiene constante en todas las unidades que se agregan al sistema.

Si va a crear un nuevo agregado, el numero minimo de unidades necesario varia en funcion del tipo de RAID
y si el nodo ONTAP Select forma parte de un par de alta disponibilidad.
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Si se anade almacenamiento a un agregado existente, se precisan algunas consideraciones adicionales. Es
posible afadir unidades a un grupo RAID existente si se considera que el grupo RAID ya no esta en el limite
maximo. Las mejores practicas de FAS y AFF tradicionales para anadir discos a los grupos RAID existentes
también se aplican aqui, y crear un punto de sobrecarga en el nuevo disco fisico es una preocupacion
potencial. Ademas, solo se pueden afiadir unidades de tamafos de particion de datos iguales o mayores a un
grupo RAID existente. Como se ha explicado anteriormente, el tamafio de la particion de datos no es el mismo
que el tamafo de unidad bruta. Si las particiones de datos que se afiaden son mas grandes que las
particiones existentes, el tamafo de las unidades nuevas es adecuado. En otras palabras, una parte de la
capacidad de cada unidad nueva sigue sin utilizarse.

También es posible usar las nuevas unidades para crear un nuevo grupo RAID como parte de un agregado
existente. En este caso, el tamafio del grupo RAID debe coincidir con el tamafio del grupo RAID existente.

Soporte de eficiencia del almacenamiento

ONTAP Select ofrece opciones de eficiencia del almacenamiento similares a las
opciones de eficiencia del almacenamiento presentes en las cabinas FAS y AFF.

Las puestas en marcha de NAS virtual (vNAS) de ONTAP Select que utilizan VSAN all-flash o cabinas flash
genéricas deben seguir las practicas recomendadas para ONTAP Select con almacenamiento de conexion
directa (DAS) que no es de SSD.

Una personalidad similar a AFF se habilita automaticamente en instalaciones nuevas siempre que se
disponga de almacenamiento DAS con unidades SSD y una licencia premium.

Con una personalidad similar a AFF, se habilitan automaticamente las siguientes funciones en linea durante la
instalacion:

* Deteccidén de patrén cero en linea

* Deduplicacién en linea del volumen

* Deduplicacién en segundo plano de volumen

* Compresion en linea adaptativa

* Compactacion de datos inline

* Deduplicacion inline de agregados

* Deduplicacion en segundo plano de agregados

Para verificar que ONTAP Select ha habilitado todas las politicas de eficiencia de almacenamiento
predeterminadas, ejecute el siguiente comando en un volumen recién creado:
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<system name>::> set diag

Warning: These diagnostic commands are for use by NetApp personnel only.
Do you want to continue? {yln}: vy

twonode95IP15::*> sis config

Vserver: SVM1
Volume: _exportl NFS volume
Schedule =
Policy: auto
Compression: true
Inline Compression: true
Compression Type: adaptive
Application IO Si 8K
Compression Algorithm: lzopro
Inline Dedupe: true
Data Compaction: true
Cross Volume Inline Deduplication: true

Cross Volume Background Deduplication: true

Para actualizaciones de ONTAP Select desde 9.6 y posteriores, debe instalar ONTAP Select en
almacenamiento SSD DAS con una licencia premium. Ademas, debe marcar la casilla de
verificacion Habilitar eficiencias de almacenamiento durante la instalacion inicial del cluster

(D con ONTAP Deploy. Para habilitar una actualizacion posterior a ONTAP con personalidad
similar a AFF cuando no se cumplan las condiciones anteriores, se requiere la creacion manual
de un argumento de arranque y un reinicio de nodo. Péngase en contacto con el soporte
técnico para obtener mas detalles.

Configuraciones de eficiencia del almacenamiento de ONTAP Select

En la tabla siguiente se resumen las distintas opciones de eficiencia del almacenamiento disponibles,
habilitadas de forma predeterminada o no habilitadas pero recomendadas, en funcion del tipo de medio y de la
licencia de software.

Funciones de ONTAP DAS SSD (premium o HDD DAS (todas las VNAS (todas las

Select premium XL 1 de licencias) licencias)

Deteccion de cero en Si (predeterminado) Si habilitado por el Si habilitado por el

linea usuario en cada volumen usuario en cada volumen
Deduplicacion en linea del Si (predeterminado) No disponible No admitido

volumen

Compresion en lineade  Si habilitado por el Si habilitado por el No admitido

32 KB (compresion usuario por cada volumen. usuario en cada volumen

secundaria)

Compresion en lineade  Si (predeterminado) Si habilitado por el No admitido

8000 (compresion usuario por cada volumen

adaptativa)

Compresion en segundo  No admitido Si habilitado por el Si habilitado por el

plano usuario por cada volumen usuario en cada volumen
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Funciones de ONTAP
Select

Escaner de compresion

Compactacion de datos
inline
Lector de compactacion

Deduplicacién inline de
agregados

DAS SSD (premium o
premium XL 1 de

Si

Si (predeterminado)

Si

Si (predeterminado)

Deduplicacion en segundo Si (predeterminado)

plano de volumen

Deduplicacion en segundo Si (predeterminado)

plano de agregados

HDD DAS (todas las
licencias)

Si

Si habilitado por el
usuario por cada volumen

Si
N.A.

Si habilitado por el
usuario por cada volumen

N.A.

VNAS (todas las
licencias)

Si habilitado por el
usuario en cada volumen

No admitido

No admitido

No admitido

Si habilitado por el
usuario en cada volumen

No admitido

[Smalll# 1 ONTAP Select 9.6 es compatible con una nueva licencia (Premium XL) y un nuevo tamafo de
maquina virtual (grande). Sin embargo, el equipo virtual de gran tamafo solo es compatible con
configuraciones DAS con RAID de software. Las configuraciones VNAS y RAID de hardware no son
compatibles con el equipo virtual de ONTAP Select de gran tamafio en la version 9.6.0

Notas sobre el comportamiento de la actualizacion para configuraciones SSD DAS

Después de actualizar a ONTAP Select 9.6 o una versidn posterior, espere a que aparezca el system node
upgrade-revert show comando para indicar que la actualizacion se ha completado antes de verificar los
valores de eficiencia de almacenamiento de los volumenes existentes.

En un sistema que se actualiza a ONTAP Select 9.6 o una version posterior, un nuevo volumen creado en un
agregado existente o un agregado recién creado tiene el mismo comportamiento que un volumen creado en
una puesta en marcha nueva. Los volumenes existentes que se someten a la actualizacion de codigo ONTAP
Select tienen la mayor parte de las mismas politicas de eficiencia de almacenamiento que un volumen recién
creado, con algunas variaciones:

Situacion 1

Si no se habilitd ninguna normativa de eficiencia del almacenamiento en un volumen antes de la
actualizacion, realice lo siguiente:

* Volumenes con space guarantee = volume no tener habilitadas la compactacion de datos inline,
la deduplicacion inline de agregados y la deduplicacién en segundo plano de agregados. Estas
opciones se pueden habilitar después de la actualizacion.

* Volumenes con space guarantee = none no tiene activada la compresién en segundo plano. Esta
opcion se puede habilitar después de la actualizacion.

* La politica de eficiencia de almacenamiento en los volumenes existentes se establece como
automatica después de la actualizacion.

Situacion 2

Si ya se han activado algunas eficiencias del almacenamiento en un volumen antes de la actualizacion,

realice lo siguiente:

* Volumenes con space guarantee = volume Nno vea ninguna diferencia después de la

actualizacion.
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* Volumenes con space guarantee = none tener activada la deduplicacién en segundo plano del
agregado.

* Volumenes con storage policy inline-only tener su politica en auto.

* Los volumenes con politicas de eficiencia de almacenamiento definidas por el usuario no tienen ningin
cambio en la politica, excepto los volimenes con space guarantee = none. Estos volumenes
tienen activada la deduplicacién en segundo plano de agregado.

Redes

Creacion de redes: Conceptos y caracteristicas generales

En primer lugar, familiaricese con los conceptos generales de red que se aplican al
entorno ONTAP Select. A continuacion, analice las caracteristicas y opciones especificas
disponibles con los clusteres de un unico nodo y de varios nodos.

Redes fisicas

La red fisica admite la implementacion de un cluster ONTAP Select principalmente proporcionando la
infraestructura de conmutacion de capa dos subyacente. La configuracion relacionada con la red fisica incluye
tanto el host del hipervisor como el entorno de red conmutada mas amplio.

Opciones de NIC de host

Cada host del hipervisor de ONTAP Select debe configurarse con dos o cuatro puertos fisicos. La
configuracion exacta que elija depende de varios factores, entre los que se incluyen:

* Si el cluster contiene uno o varios hosts ONTAP Select

» Qué sistema operativo del hipervisor se utiliza

« Como se configura el switch virtual

» Si LACP se utiliza con los enlaces o no

Configuracion fisica del switch

Debe asegurarse de que la configuracion de los switches fisicos sea compatible con la puesta en marcha de
ONTAP Select. Los switches fisicos estan integrados con los switches virtuales basados en hipervisores. La
configuracion exacta que elija depende de varios factores. Entre las principales consideraciones se
encuentran las siguientes:

+ ¢ Como mantendra la separacion entre las redes internas y externas?

» ¢ Mantendra una separacion entre las redes de gestion y datos?

* ¢ Como se configuraran las VLAN de capa dos?

Redes légicas

ONTAP Select utiliza dos redes légicas diferentes, lo que separa el trafico segun el tipo. En concreto, el trafico
puede fluir entre los hosts dentro del cluster asi como a los clientes de almacenamiento y otras maquinas
fuera del cluster. Los switches virtuales gestionados por los hipervisores permiten dar soporte a la red légica.
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Red interna

Con una implementacioén de cluster de varios nodos, los nodos ONTAP Select individuales se comunican
mediante una red “interna” aislada. Esta red no se expone ni esta disponible fuera de los nodos en el cluster
de ONTAP Select.

@ La red interna solo se presenta con un cluster de varios nodos.

La red interna tiene las siguientes caracteristicas:

» Se utiliza para procesar el trafico dentro del cluster de ONTAP, incluidos:
o Cluster
o Interconexion de alta disponibilidad (ha-IC)
> Espejo de sincronizacion RAID (RSM)
* Una sola capa, dos redes basadas en una VLAN
* ONTAP Select asigna direcciones IP estaticas:
> Solo IPv4
o DHCP no se utiliza
o Direccidén de enlace local

» El tamano de MTU es de 9000 bytes de forma predeterminada y se puede ajustar dentro del intervalo de
7500-9000 (ambos inclusive).

Red externa

La red externa procesa el trafico entre los nodos de un clister de ONTAP Select y los clientes de
almacenamiento externo, asi como las otras maquinas. La red externa forma parte de cada implementacion
de cluster y tiene las siguientes caracteristicas:
» Se utiliza para procesar el trafico ONTAP, incluidos:
> Datos (NFS, CIFS, iSCSI)
o Gestion (cluster y nodo; opcionalmente, SVM)
o Interconexion de clusteres (opcional)
» Opcionalmente admite VLAN:
o Grupo de puertos de datos
o Grupo de puertos de gestidon
» Direcciones IP que se asignan en funcion de las opciones de configuracion del administrador:
o IPv4 o IPv6

» El tamafo de MTU es de 1500 bytes de forma predeterminada (se puede ajustar).

La red externa esta presente con clusteres de todos los tamarios.

Entorno de red de maquina virtual
El host del hipervisor proporciona varias funciones de red.

ONTAP Select se basa en las siguientes capacidades expuestas a través del equipo virtual:
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Puertos de la maquina virtual

Hay varios puertos disponibles para que los utilice ONTAP Select. Se asignan y se utilizan en funcién de
varios factores, incluido el tamafio del cluster.

Switch virtual

El software de conmutacion virtual dentro del entorno de hipervisor, ya sea vSwitch (VMware) o

Open vSwitch (KVM), une los puertos expuestos por la maquina virtual con el Ethernet fisico

Puertos NIC. Debe configurar un vSwitch para cada host de ONTAP Select, segun sea adecuado para el
entorno oracle.

Configuraciones de red de un solo nodo o de varios nodos

ONTAP Select es compatible con las configuraciones de redes de varios nodos y de un
solo nodo.
Configuracion de red de un solo nodo

Las configuraciones ONTAP Select de un solo nodo no requieren la red interna de ONTAP, ya que no hay
trafico de cluster, alta disponibilidad o mirroring.

A diferencia de la version multinodo del producto ONTAP Select, cada equipo virtual de ONTAP Select
contiene tres adaptadores de red virtuales, presentados a los puertos de red ONTAP e0a, e0b y e0c.

Estos puertos se utilizan para proporcionar los siguientes servicios: LIF de gestion, datos y interconexion de
clusteres.

La relacién entre estos puertos y los adaptadores fisicos subyacentes se puede ver en la siguiente figura, que

muestra un nodo de cluster ONTAP Select en el hipervisor ESX.

Configuracion de red del cluster ONTAP Select de un solo nodo
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ESX ONTAP Select VM

Data, Mgmt,

Intercluster

Hypervisor
Services

Port Groups

vSwitchO
Active-Active NIC i ;
Teaming ethQ ethl
Corporate
Network
(D Aunque dos adaptadores son suficientes para un clister de un solo nodo, la agrupacion de NIC
sigue siendo necesaria.

Asignacion de LIF

Como se explica en la seccion de asignacion de LIF de varios nodos de este documento, ONTAP Select utiliza
los espacios IP para mantener el trafico de red de cllster separado del trafico de datos y gestion. La variante
de un solo nodo de esta plataforma no contiene una red de cluster. Por lo tanto, no hay puertos en el espacio
IP del cluster.

(D Los LIF de gestion de clusteres y nodos se crean automaticamente durante la configuracion del
cluster ONTAP Select. Los LIF restantes se pueden crear después de la implementacion.

LIF de gestion y datos (e0a, eOb y e0Oc)

Los puertos ONTAP e0a, e0b y eOc son delegados como puertos candidatos para LIF con los siguientes tipos
de trafico:

« Trafico de protocolos SAN/NAS (CIFS, NFS e iSCSI)

« Trafico de gestion del cluster, los nodos y la SVM

36



« Trafico entre clusteres (SnapMirror y SnapVault)

Configuracion de red multinodo

La configuracion de red multinodo ONTAP Select consta de dos redes.

Se trata de una red interna, responsable de proporcionar servicios de replicacion internos y de clusteres, y una
red externa, responsable de proporcionar servicios de acceso y gestion de datos. El aislamiento completo del

trafico que fluye dentro de estas dos redes es extremadamente importante para permitirle crear un entorno
adecuado para la resiliencia de los clusteres.

Estas redes se representan en la siguiente figura, en la que se muestra un clister ONTAP Select de cuatro
nodos que se ejecuta en una plataforma VMware vSphere. Los clusteres de seis y ocho nodos tienen una
distribucion de red similar.

Cada instancia de ONTAP Select reside en un servidor fisico independiente. El trafico interno y

@ externo se aisla mediante grupos de puertos de red independientes, que se asignan a cada
interfaz de red virtual y permiten que los nodos del cluster compartan la misma infraestructura
de switch fisico.

Descripcion general de una configuracion de red de clister multinodo ONTAP Select

pr———
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Cada equipo virtual de ONTAP Select contiene siete adaptadores de red virtuales presentados a ONTAP como
un conjunto de siete puertos de red, e0a a e0g. Aunque ONTAP trata estos adaptadores como NIC fisicas, de

hecho son virtuales y se asignan a un conjunto de interfaces fisicas a través de una capa de red virtualizada
Como resultado, cada servidor host no requiere seis puertos de red fisicos.

@ No se admite la adicidon de adaptadores de red virtual a la maquina virtual de ONTAP Select.

Estos puertos estan preconfigurados para proporcionar los siguientes servicios:

* e0a, eOb y e0Og LIF de datos y gestion
* e0c, e0d LIF de red de cluster
* e0e. RSM
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e e0f Interconexién de ALTA DISPONIBILIDAD

Los puertos e0a, e0b y e0g residen en la red externa. Aunque los puertos eOc a e0f realizan varias funciones
diferentes, en conjunto componen la red interna Select. Al tomar decisiones sobre el disefio de la red, estos
puertos deben colocarse en una uUnica red de capa 2. No es necesario separar estos adaptadores virtuales en
diferentes redes.

La relacion entre estos puertos y los adaptadores fisicos subyacentes se ilustra en la siguiente figura, que
muestra un nodo de cluster ONTAP Select en el hipervisor ESX.

Configuracion de red de un solo nodo que forma parte de un multinodo ONTAP Select cluster

ONTAP Select VM
ESX

Data, Mgmt,
Cluster HA-IC RSM Intercluster
Hypervisor
Services
Port Sroues ONTAP-internal ONTAP-external | | vmkernel

‘ v Switch0

eth0 eth1 eth2 eth3

Active/Active -
NIC Teaming
PR—— pp— L)
Internal
Network

Separar el trafico interno y externo en diferentes NIC fisicas evita que se introduzcan latencias en el sistema
debido al acceso insuficiente a los recursos de red. Ademas, la agregacion a través de la agrupacion de NIC
garantiza que el fallo de un unico adaptador de red no impide que el nodo de cluster ONTAP Select acceda a
la red respectiva.

Non Routable

VLAN Routable VLAN

Tenga en cuenta que tanto la red externa como los grupos de puertos de red internos contienen los cuatro
adaptadores NIC de forma simétrica. Los puertos activos del grupo de puertos de red externo son los puertos
en espera de la red interna. En cambio, los puertos activos del grupo de puertos de red internos son los
puertos en espera del grupo de puertos de red externo.

Asignacion de LIF

Con la introduccion de espacios IP, las funciones de puertos ONTAP quedaron obsoletas. Al igual que las
cabinas FAS, los clusteres ONTAP Select contienen un espacio IP predeterminado y un espacio IP del cluster.
Al colocar los puertos de red e0a, e0Ob y e0g en el espacio IP predeterminado y los puertos eOc y e0d en el
espacio IP del cluster, dichos puertos se han aislado esencialmente de LIF de host que no pertenecen. Los
puertos restantes del cluster ONTAP Select se consumen mediante la asignacion automatica de interfaces que
proporcionan servicios internos. No se exponen a través del shell ONTAP, como es el caso con las interfaces
de interconexion RSM y ha.
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No todas las LIF estan visibles a través del shell de comandos de la ONTAP. Las interfaces de
alta disponibilidad y RSM estan ocultas a ONTAP y se utilizan internamente para proporcionar
Sus respectivos servicios.

Los puertos de red y las LIF se explican en detalle en las siguientes secciones.

LIF de datos y gestion (e0a, eOb y e0g)

Los puertos ONTAP e0a, e0Ob y e0g son delegados en calidad de puertos candidatos para LIF con los
siguientes tipos de trafico:

* Trafico de protocolos SAN/NAS (CIFS, NFS e iSCSI)
* Trafico de gestion del cluster, los nodos y la SVM

« Trafico entre clusteres (SnapMirror y SnapVault)

@ Los LIF de gestion de clusteres y nodos se crean automaticamente durante la configuracion del
cluster ONTAP Select. Los LIF restantes se pueden crear después de la implementacion.

LIF de red de cluster (eOc, e0d)

Los puertos ONTAP eOc y e0d estan delegados como puertos principales de las interfaces del cluster. En cada
nodo de cluster ONTAP Select, se generan automaticamente dos interfaces de cluster durante la instalacion
de ONTAP utilizando direcciones IP locales de enlace (169.254.x.x).

@ Estas interfaces no pueden asignarse direcciones IP estaticas y no se deben crear interfaces de
cluster adicionales.

El trafico de red del cluster debe fluir por una red de capa 2 no enrutada de baja latencia. Debido a los
requisitos de rendimiento del cluster y de latencia, se espera que el cluster ONTAP Select se encuentre
fisicamente cerca (por ejemplo, varios paquetes o un solo centro de datos). No se admite la creacion de
configuraciones de clusteres de cuatro, seis u ocho nodos mediante la separacion de los nodos de alta
disponibilidad en una WAN o a través de distancias geograficas significativas. Se admite una configuracion
ampliada de dos nodos con un mediador.

Para obtener mas informacion, consulte la seccion "Practicas recomendadas de alta disponibilidad (SDS de
MetroCluster) extendidas de dos nodos".

Para garantizar el rendimiento maximo del trafico de red del cluster, este puerto de red esta
configurado para que utilice tramas gigantes (de 7500 a 9000 MTU). Para un funcionamiento

@ correcto del cluster, compruebe que se hayan habilitado tramas gigantes en todos los switches
fisicos y virtuales que proporcionan servicios de red internos a los nodos de cluster de ONTAP
Select.

Trafico RAID SyncMirror (eOe)

La replicacion sincrona de los bloques de los nodos asociados de alta disponibilidad tiene lugar utilizando una
interfaz de red interna que reside en el puerto de red eOe. Esta funcionalidad se produce de forma automatica
mediante interfaces de red configuradas por ONTAP durante la configuracion del clister y no necesita ninguna
configuracion por parte del administrador.
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El puerto eOe esta reservado por ONTAP para el trafico de replicacion interno. Por lo tanto, ni el
puerto ni el LIF alojado estan visibles en la interfaz de linea de comandos de ONTAP ni en

@ System Manager. Esta interfaz se configura para utilizar una direccion IP local de enlace
generada automaticamente y no se admite la reasignacion de una direccion IP alternativa. Este
puerto de red requiere el uso de tramas gigantes (de 7500 a 9000 MTU).

Interconexion de ALTA DISPONIBILIDAD (e0f)

Las cabinas FAS de NetApp utilizan hardware especializado para transmitir informacién entre parejas de alta
disponibilidad en un cluster ONTAP. Sin embargo, los entornos definidos mediante software no tienden a tener
disponible este tipo de equipos (como los dispositivos InfiniBand o iWARP), por lo que se necesita una
solucion alternativa. Aunque se tuvieron en cuenta varias posibilidades, los requisitos de ONTAP en el
transporte de interconexion requerian que esta funcionalidad se emulara en el software. Como resultado, en
un cluster ONTAP Select, la funcionalidad de la interconexion de alta disponibilidad (que tradicionalmente era
proporcionada por el hardware) se ha disefiado en el sistema operativo utilizando Ethernet como mecanismo
de transporte.

Cada nodo ONTAP Select esta configurado con un puerto de interconexién de alta disponibilidad, e0f. Este
puerto aloja la interfaz de red de interconexion de alta disponibilidad, la cual es responsable de dos funciones
principales:
* Refleja el contenido de NVRAM entre parejas de alta disponibilidad
» Envio/recepcion de informacion de estado de alta disponibilidad y mensajes de latido de red entre pares
de alta disponibilidad

El trafico de interconexion de ALTA DISPONIBILIDAD fluye a través de este puerto de red usando una Unica
interfaz de red al combinar tramas de acceso directo a memoria remota (RDMA) en paquetes Ethernet.

De un modo similar al puerto RSM (e0e), ni el puerto fisico ni la interfaz de red alojada son
@ visibles para los usuarios desde la CLI de ONTAP o desde System Manager. Como resultado,

la direccion IP de esta interfaz no se puede modificar y el estado del puerto no se puede

cambiar. Este puerto de red requiere el uso de tramas gigantes (de 7500 a 9000 MTU).

Red interna y externa de ONTAP Select

Caracteristicas de las redes internas y externas de ONTAP Select.

Red interna de ONTAP Select

La red ONTAP Select interna, que solo esta presente en la variante de varios nodos del producto, es
responsable de proporcionar al cluster de ONTAP Select servicios de comunicacion de clusteres,
interconexion de alta disponibilidad y replicacion sincrona. Esta red incluye los siguientes puertos e interfaces:

* EOc, e0d. LIF de red de cluster de alojamiento

» EOe. Hosting la LIF RSM

» EOf. que aloja la LIF de interconexién ha
El rendimiento y la latencia de esta red son cruciales para determinar el rendimiento y la resiliencia del cluster
ONTAP Select. Se requiere aislamiento de red para la seguridad del cluster y para garantizar que las

interfaces del sistema se mantienen separadas del resto del trafico de red. Por lo tanto, el cluster de ONTAP
Select debe usar esta red de manera exclusiva.
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No se admite el uso de la red interna Select para el trafico que no sea Select cluster, como el
@ trafico de aplicaciones o de administracion. No puede haber otros equipos virtuales ni hosts en
la VLAN interna de ONTAP.

Los paquetes de red que atraviesan la red interna deben estar en una red de capa 2 con etiqueta VLAN
dedicada. Esto se puede lograr completando una de las siguientes tareas:

» Asignacion de un grupo de puertos con etiqueta VLAN a las NIC virtuales internas (eOc a e0f) (modo VST)

» Uso de la VLAN nativa proporcionada por el switch ascendente donde la VLAN nativa no se utiliza para
ningun otro trafico (asigne un grupo de puertos sin un identificador de VLAN, es decir, modo EST)

En todos los casos, el etiquetado de VLAN para el trafico de red interna se realiza fuera de la VM de ONTAP
Select.

Solo se admiten switches ESX estandar y vSwitch distribuidos. No se admiten otros switches
@ virtuales o conectividad directa entre hosts ESX. La red interna debe estar completamente
abierta; no se admiten NAT o firewalls.

Dentro de un cluster de ONTAP Select, el trafico interno y el trafico externo se separan mediante objetos de
red de capa 2 virtuales conocidos como grupos de puertos. La asignacion correcta de vSwitch de estos grupos
de puertos es de suma importancia, especialmente para la red interna, que es responsable de proporcionar
servicios de cluster, interconexién de alta disponibilidad y replicacién mediante mirroring. Un ancho de banda
de red insuficiente para estos puertos de red puede provocar la degradacion del rendimiento e incluso afectar
a la estabilidad del nodo del cluster. Por lo tanto, los clusteres de cuatro, seis y ocho nodos requieren que la
red ONTAP Select interna utilice conectividad de 10 GB; no se admiten las NIC de 1 GB. Sin embargo, se
pueden realizar sacrificios en la red externa porque limitar el flujo de datos entrantes a un cluster ONTAP
Select no afecta a su capacidad para funcionar de forma fiable.

Un cluster de dos nodos puede utilizar cuatro puertos de 1 GB para el trafico interno o un Unico puerto de 10
GB en lugar de los dos puertos de 10 GB necesarios para el cluster de cuatro nodos. En un entorno en el que
las condiciones impiden que el servidor encaje con cuatro tarjetas NIC de 10 GB, se pueden utilizar dos
tarjetas NIC de 10 GB para la red interna y dos NIC de 1 GB para la red ONTAP externa.

Validacion y solucion de problemas de redes internas

La red interna de un cluster multinodo se puede validar mediante la funcionalidad del comprobador de
conectividad de red. Esta funcion se puede invocar desde la interfaz de linea de comandos de despliegue que
ejecuta network connectivity-check start comando.

Ejecute el siguiente comando para ver el resultado de la prueba:
network connectivity-check show --run-id X (X is a number)

Esta herramienta s6lo es util para la solucion de problemas de la red interna en un cluster multinodo Select. La
herramienta no debe utilizarse para solucionar problemas de clusteres de un solo nodo (incluidas las
configuraciones VNAS), puesta en marcha de ONTAP en conectividad ONTAP Select o problemas de
conectividad del lado del cliente.

El asistente de creacion de clusteres (parte de la GUI de implementacion de ONTAP) incluye el comprobador

de redes interno como un paso opcional disponible durante la creacion de clusteres de varios nodos. Dada la
importante funcion que desempenia la red interna en clusteres de varios nodos, hacer que esta parte del flujo
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de trabajo de creacioén de cluster mejore la velocidad de éxito de las operaciones de creacion de clusteres.

A partir de la puesta en marcha de ONTAP 2.10, el tamafio de MTU utilizado por la red interna se puede
establecer entre 7,500 y 9,000. También se puede usar el comprobador de conectividad de red para probar un
tamano de MTU entre 7,500 y 9,000. El valor de MTU predeterminado se establece en el valor del switch de
red virtual. Ese valor predeterminado tendria que ser reemplazado por un valor menor si existe una
superposicion de red como VXLAN en el entorno.

Red externa ONTAP Select

La red externa de ONTAP Select es responsable de todas las comunicaciones salientes del cluster y, por lo
tanto, esta presente en las configuraciones de un unico nodo y varios nodos. Aunque esta red no cuenta con
los requisitos de rendimiento firmemente definidos de la red interna, el administrador debe tener cuidado de no
crear cuellos de botella de la red entre el cliente y el equipo virtual de ONTAP, ya que los problemas de
rendimiento podrian describirse como problemas de ONTAP Select.

De forma similar al trafico interno, el trafico externo se puede etiquetar en la capa de vSwitch

@ (VST) y en la capa de switch externo (EST). Ademas, el propio equipo virtual de ONTAP Select
puede etiquetar el trafico externo en un proceso conocido como VGT. Consulte la seccion
"Separacion del trafico de datos y gestion" para obtener mas detalles.

En la siguiente tabla se muestran las principales diferencias entre las redes internas y externas de ONTAP
Select.

Referencia rapida de red interna frente a externa

Descripcion Red interna Red externa
Servicios de red Cluster Datos de empresa
ALTA DISPONIBILIDAD/IC Interconexion de clusteres
RAID SyncMirror (RSM) (SnapMirror y SnapVault)
Aislamiento de la red Obligatorio Opcional
Tamafo de marco (MTU) 7,500 a 9,000 1.500 (predeterminado)
9.000 (compatible)
Asignacion de direcciones IP Generado automaticamente Definido por el usuario
Compatibilidad con DHCP No No

Agrupacion de NIC

Para asegurarse de que las redes internas y externas tienen las caracteristicas de ancho de banda y
flexibilidad necesarias para proporcionar un alto rendimiento y tolerancia a fallos, se recomienda el trabajo en
equipo del adaptador de red fisico. Se admiten configuraciones de cluster de dos nodos con un Unico enlace
de 10 GB. Sin embargo, la mejor practica recomendada por NetApp es utilizar el equipo de NIC en las redes
tanto internas como externas del clister de ONTAP Select.

Generacion DE direcciones MAC

La utilidad de implementacion incluida genera automaticamente las direcciones MAC asignadas a todos los
puertos de red ONTAP Select. La utilidad usa un identificador unico (OUI) especifico de la plataforma y de
cada organizacion, especifico de NetApp, para asegurarse de que no exista ningun conflicto con los sistemas
FAS. A continuacion, se almacena una copia de esta direccion en una base de datos interna dentro de la
maquina virtual de instalacion de ONTAP Select (ONTAP Deploy), para evitar la reasignacién accidental
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durante futuras puestas en marcha de nodos. En ningin momento el administrador deberia modificar la
direccion MAC asignada de un puerto de red.

Configuraciones de red compatibles

Seleccione el mejor hardware y configure la red para optimizar el rendimiento y la
flexibilidad.

Los proveedores de servidores comprenden que los clientes tienen distintas necesidades y que el margen de
eleccion es fundamental. Como resultado, al adquirir un servidor fisico, existen numerosas opciones
disponibles al tomar decisiones sobre conectividad de red. La mayoria de los sistemas de consumo incluyen
diversas opciones de NIC que proporcionan opciones de puerto Unico y multipuerto con distintas
permutaciones de velocidad y rendimiento. Esto incluye compatibilidad con adaptadores NIC de 25GB Gb/s y
40GB Gb/s con VMware ESX.

Dado que el rendimiento de la maquina virtual de ONTAP Select esta directamente ligado a las caracteristicas
del hardware subyacente, aumentar el rendimiento a la maquina virtual seleccionando NIC de mayor velocidad
da como resultado un cluster de mayor rendimiento y una mejor experiencia general del usuario. Se pueden
utilizar cuatro NIC de 10 GB o dos NIC de alta velocidad (25/40 GB/s) para obtener una distribucién de red de
alto rendimiento. Existen otras configuraciones compatibles. Para clusteres de dos nodos, se admiten 4
puertos de 1 GB o 1 puerto de 10 GB. Se admiten 2 puertos de 1 GB para clusteres de un solo nodo.

Configuraciones minimas y recomendadas de red

El tamafio del cluster admite varias configuraciones de Ethernet.

Tamaiio del cluster Requisitos minimos Recomendacion
Cluster de un solo nodo 2 x 1GbE 2 x 10GbE
Cluster de dos nodos 0 SDS de 4 x1 GbE o1 x 10 GbE 2 x 10GbE

MetroCluster

cluster de 4/6/8 nodos 2 x 10GbE 4 x 10 GbE 0 2 x 25 GbE
Configuracién de red mediante varios switches fisicos

Cuando haya suficiente hardware disponible, NetApp recomienda utilizar la configuracién de varios switches
que se muestra en la siguiente figura debido a la proteccién afiadida frente a fallos de switches fisicos.
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Virtual Port Channel (vPC)
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Configuracion de VMware vSphere vSwitch

Configuracién de ONTAP Select vSwitch y politicas de equilibrio de carga para
configuraciones de dos NIC y cuatro NIC.

ONTAP Select admite el uso de configuraciones de vSwitch tanto estandar como distribuidas. Los vSwitch
distribuidos admiten las construcciones de agregacion de enlaces (LACP). La agregacion de enlaces es una
estructura de red comun que se utiliza para agregar ancho de banda entre varios adaptadores fisicos. LACP
es un estandar neutral en cuanto a proveedores que proporciona un protocolo abierto para extremos de red
que agrupa grupos de puertos de red fisicos en un Unico canal lI6gico. ONTAP Select puede trabajar con
grupos de puertos configurados como un grupo de agregacion de enlaces (LAG). Sin embargo, NetApp
recomienda utilizar puertos fisicos individuales como puertos de enlace ascendente simple (troncal) para
evitar la configuracion de LAG. En estos casos, las mejores practicas para vSwitch estandar y distribuido son
idénticas.

En esta seccidn se describen las directivas de configuracion de vSwitch y de equilibrio de carga que deben
utilizarse tanto en configuraciones de dos NIC como de cuatro NIC.

Al configurar los grupos de puertos que va a utilizar ONTAP Select, se deben seguir las siguientes practicas
recomendadas; la directiva de equilibrio de carga en el nivel de grupo de puertos es Ruta basada en Id. De
puerto virtual de origen. VMware recomienda que STP se establezca como PortFast en los puertos del switch
conectados a los hosts ESXi.

Todas las configuraciones de vSwitch requieren como minimo dos adaptadores de red fisicos incorporados en

un unico equipo de NIC. ONTAP Select admite un unico enlace de 10 GB para clusteres de dos nodos. Sin
embargo, lo mas recomendable es NetApp garantizar la redundancia del hardware mediante la agregacion de
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NIC.

En un servidor vSphere, los equipos NIC son la estructura de agregacion utilizada para agrupar varios
adaptadores de red fisicos en un Unico canal Iégico, lo que permite compartir la carga de red entre todos los
puertos miembros. Es importante recordar que los equipos NIC se pueden crear sin el soporte del conmutador
fisico. Las normativas de recuperacion tras fallos y equilibrio de carga se pueden aplicar directamente a un
equipo de NIC, que no conoce la configuracion de los switches ascendentes. En este caso, las directivas soélo
se aplican al trafico saliente.

ONTAP Select no admite canales de puertos estaticos. Los canales habilitados para LACP son
compatibles con vSwitch distribuidos; sin embargo, el uso de LAG de LACP puede dar como
resultado una distribucion de la carga no uniforme entre los miembros de LAG.

Para los clusteres de un solo nodo, la puesta en marcha de ONTAP configura la maquina virtual de ONTAP
Select para usar un grupo de puertos para la red externa y el mismo grupo de puertos o, de manera opcional,
un grupo de puertos diferente para el trafico de gestion de nodos y clusteres. Para los clusteres de un solo
nodo, el numero deseado de puertos fisicos se puede afiadir al grupo de puertos externo como adaptadores
activos.

En el caso de clusteres de varios nodos, ONTAP Deploy configura cada equipo virtual de ONTAP Select para
utilizar uno o dos grupos de puertos para la red interna y por separado, uno o dos grupos de puertos para la
red externa. El trafico de gestion de clusteres y nodos puede usar el mismo grupo de puertos que el trafico
externo o, de manera opcional, un grupo de puertos separado. El trafico de gestiéon de clusteres y nodos no
puede compartir el mismo grupo de puertos con trafico interno.

VSwitch estandar o distribuido y cuatro puertos fisicos por nodo

En un cluster multinodo se pueden asignar cuatro grupos de puertos a cada nodo. Cada grupo de puertos
tiene un unico puerto fisico activo y tres puertos fisicos en espera, como se muestra en la siguiente figura.

VSwitch con cuatro puertos fisicos por nodo

Hypervisor
services

Port groups

ESX - Failover
Standard Priority
vSwitch Order

VMINICA VIVINICE VMMNICT
[VMNICS Controller A

El orden de los puertos de la lista en espera es importante. En la tabla siguiente se muestra un ejemplo de la
distribucion de puertos fisicos a través de los cuatro grupos de puertos.

Configuraciones de red minima y recomendadas
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Grupo de puertos Externa 1
Activo vmnicO
Modo de espera 1 vmnic1
En espera 2 vmnic2

En espera 3 vmnic3

Externo 2
vmnic1
vmnicO
vmnic3

vmnic2

Interno 1
vmnic2
vmnic3
vmnicO

vmnic1

Interno 2
vmnic3
vmnic2
vmnic1

vmnicO

Las siguientes figuras muestran las configuraciones de los grupos de puertos de red externos de la interfaz
grafica de usuario de vCenter (ONTAP-External y ONTAP-External2). Tenga en cuenta que los adaptadores
activos proceden de tarjetas de red diferentes. En esta configuracién, vmnic 4 y vmnic 5 son puertos duales en
la misma NIC fisica, mientras que vmnic 6 y vminc 7 son puertos duales en una NIC independiente (vnics 0 a
3 no se utilizan en este ejemplo). El orden de los adaptadores en espera proporciona una conmutacion por
error jerarquica con los puertos de la red interna que se esta utilizando por ultima vez. El orden de los puertos
internos de la lista en espera se intercambia de forma similar entre los dos grupos de puertos externos.

Parte 1: Configuraciones de grupos de puertos externos ONTAP Select

S, ONTAP Extarrsl - B4 Seftesgs

P Cpi S
SecuE By
Traffe stuspareg

¥ milmgs O vy

A Teer SLEpEer
- e
S sy adaplef S

Urmrieed sclapdes s

Parte 2: Configuraciones de grupo de puertos externos ONTAP Select
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Para facilitar la lectura, las asignaciones son las siguientes:
ONTAP externo ONTAP-External2
Adaptadores activos: vmnic5 Adaptadores activos: vmnic7
Adaptadores de espera: vmnic7, vmnic4, vmnic6 Adaptadores de espera: vmnic5, vmnic6, vmnic4

En las siguientes figuras se muestran las configuraciones de los grupos de puertos de red internos (ONTAP-
Internal y ONTAP-Internal2). Tenga en cuenta que los adaptadores activos proceden de tarjetas de red
diferentes. En esta configuracién, vmnic 4 y vmnic 5 son puertos dobles en el mismo ASIC fisico, mientras que
vmnic 6 y vmnic 7 son puertos duales en un ASIC independiente. El orden de los adaptadores en espera
proporciona una conmutacion por error jerarquica y los puertos de la red externa son los ultimos. El orden de
los puertos externos de la lista en espera se intercambia de forma similar entre los dos grupos de puertos
internos.

Parte 1: Configuraciones de grupos de puertos internos ONTAP Select
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Para facilitar la lectura, las asignaciones son las siguientes:
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ONTAP interno ONTAP-Internal2

Adaptadores activos: vmnic4 Adaptadores activos: vmnic6
Adaptadores de espera: vmnic6, vmnic5, vmnic7 Adaptadores de espera: vmnic4, vmnic7, vmnic5

VSwitch estandar o distribuido y dos puertos fisicos por nodo

Cuando se utilizan dos NIC de alta velocidad (25/40 GB), la configuracion del grupo de puertos recomendada
es conceptualmente muy similar a la configuracién con cuatro adaptadores de 10 GB. Se deben utilizar cuatro

grupos de puertos incluso cuando se utilizan solo dos adaptadores fisicos. Las asignaciones de grupos de
puertos son las siguientes:

Grupo de puertos Externa1 (elay Interno 1 (e0c,e0e) 2 interno (e0d, e0f) Externo 2 (e0g)

e0b)
Activo vmnicO vmnicO vmnic1 vmnic1
En espera vmnic1 vmnic1 vmnicO vmnicO
VSwitch con dos puertos fisicos de alta velocidad (25/40 GB) por nodo
; . Hypervisor
vnics yp

services
Port groups

ESX -
Standard
vSwitch

VMNIC1 VMNIC2

Controller A

Al usar dos puertos fisicos (10 GB o menos), cada grupo de puertos debe tener un adaptador activo y un
adaptador en espera configurado opuesto al otro. La red interna solo esta presente para clusteres multinodo

de ONTAP Select. Para los clusteres de un solo nodo, se pueden configurar ambos adaptadores como activos
en el grupo de puertos externo.

En el ejemplo siguiente se muestra la configuracion de un vSwitch y los dos grupos de puertos responsables
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de gestionar los servicios de comunicacion internos y externos para un cluster ONTAP Select multinodo. La
red externa puede utilizar VMNIC de red interna en caso de interrupcion de la red, ya que las VMNIC de red
interna forman parte de este grupo de puertos y se configuran en modo de espera. Lo opuesto es el caso de la
red externa. La alternancia de las vmnic de ONTAP Select activas y en espera entre los dos grupos de puertos

es critica para la recuperacion tras fallos adecuada de los equipos virtuales de durante las interrupciones de la
red.

VSwitch con dos puertos fisicos (10 GB o menos) por nodo

Hypervisor
services
vnics ) .

Port groups

ESX -
Standard

vSwitch

VMNIC1 VMNIC2
Controller A

VSwitch distribuido con LACP

Cuando se utiliza vSwitch distribuido en su configuracion, se puede utilizar LACP (aunque no es una practica
recomendada) para simplificar la configuracion de red. La unica configuracién de LACP admitida requiere que
todas las vmnic se encuentren en un Unico LAG. El switch fisico de enlace ascendente debe admitir un
tamano de MTU entre 7,500 y 9,000 en todos los puertos del canal. Las redes ONTAP Select internas y
externas deben aislarse a nivel de grupo de puertos. La red interna debe utilizar una VLAN no enrutable
(aislada). La red externa puede utilizar VST, EST o VGT.

Los siguientes ejemplos muestran la configuracion de vSwitch distribuido mediante LACP.

Propiedades LAG cuando se utiliza LACP
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|0N‘I'AP-LAG

Mumber of ports:

Mode: | Active =]

Load balancing mode; [ Source and destination IP address, TCPUDP port and WLAN | - J

Port policies
You can apply VLAN and NelFlow palicies on individual LAGS within the same uplink pon group,
Unless overridden, the policies defined at uplink port group level will be applied.

VLAN type: Chvemide | WVLAN trunking

&

VLAN trunk range:

MetFlow,

Configuraciones de grupos de puertos externos mediante un vSwitch distribuido con LACP habilitado
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=1olx]

|Route based on IP hash -
|Link status only -~
|Yes 5]
[Yes =]

Select active and standby uplinks. During a failover, standby uplinks activate in the
order spedfied below.
Name i
Active Uplinks
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvlUplinkl

Configuraciones de grupos de puertos internos mediante un vSwitch distribuido con LACP habilitado
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< Polices -
[ Policles Teaming and Failover
Security e
Traffic Shaping Load Balanang: @ [Route based on IP hash -
Network Failover Detection: |Link status only -
“Hzms?‘m'?‘*mm" Notify Switches: [ves £
Miscellaneous Failback: |‘I'E‘S LI
Advanced
Failover Order

Select active and standby uplinks. During a fallover, standby uplinks activate in the
order specified below.

Name

Active Uplinks _vorets |
ONTAP-LAG
Standby Uplinks
Unused Uplinks
dvUplinkl

LACP requiere que se configuran los puertos del switch ascendentes como un canal de puertos.
@ Antes de activar esta opcién en el vSwitch distribuido, asegurese de que un canal de puerto
habilitado para LACP esta configurado correctamente.

Configuracion fisica del switch

Detalles de configuracion de switches fisicos anteriores basados en entornos de un unico
switch y varios switches.

Al tomar decisiones sobre conectividad, hay que prestar especial atencién a la hora de pasar de la capa de
switch virtual a los switches fisicos. La separacion del trafico interno del clister de servicios de datos externos
deberia extenderse a la capa de red fisica anterior a través del aislamiento proporcionado por las VLAN de
capa 2.

Los puertos de switch fisicos deben configurarse como puertos de troquels. El trafico externo de ONTAP
Select se puede separar en varias redes de capa 2 de una de dos maneras. Un método es mediante el uso de
puertos virtuales etiquetados VLAN ONTAP con un unico grupo de puertos. El otro método es asignar grupos
de puertos independientes en modo VST al puerto de gestion e0a. También debe asignar puertos de datos a
e0b y e0c/e0g en funcion de la version ONTAP Select y de la configuracion de un solo nodo o varios nodos. Si
el trafico externo esta separado por varias redes de capa 2, los puertos de switch fisico de enlace ascendente
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deben tener esas VLAN en su lista de VLAN permitida.

El trafico de red interna de ONTAP Select se produce mediante interfaces virtuales definidas con direcciones
IP locales de enlace. Debido a que estas direcciones IP no se pueden enrutar en modo no, el trafico interno
entre nodos del cluster debe fluir por una sola red de capa 2. Los saltos de ruta entre los nodos del cluster
ONTAP Select no son compatibles.

Switch fisico compartido

La siguiente figura muestra una posible configuracién de switch utilizada por un nodo en un cluster ONTAP
Select multinodo. En este ejemplo, las NIC fisicas utilizadas por los vSwitch que alojan los grupos de puertos
de red internos y externos se cablean al mismo switch de subida. El trafico de switches se mantiene aislado
mediante dominios de retransmision contenidos en VLAN independientes.

Para la red interna ONTAP Select, el etiquetado se realiza en el nivel de grupo de puertos.
Aunque en el siguiente ejemplo se utiliza VGT para la red externa, tanto VGT como VST son
compatibles con ese grupo de puertos.

Configuracién de red mediante conmutador fisico compartido

Single Switch
Ethernet Switch
[ AR AR Eae } WAN
ONTAP-internal:
VLAN 30
ONTAP-external:
Virtual Guest Tagging
Mative VLAN 20
vSwilch 0

En esta configuracion, el switch compartido se convierte en un Unico punto de error. Si es
posible, se deben usar varios switches para evitar que un error fisico del hardware provoque
una interrupcion de la red del cluster.

Varios switches fisicos

Cuando se necesita redundancia, se deben utilizar varios switches de red fisicos. En la siguiente figura se
muestra una configuracion recomendada que utiliza un nodo en un cluster ONTAP Select multinodo. Las NIC
de los grupos de puertos internos y externos se cablean en diferentes conmutadores fisicos, lo que protege al
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usuario de un unico fallo del conmutador de hardware. Se configura un canal de puerto virtual entre switches
para evitar problemas de arbol de expansion.

Configuracion de red mediante varios conmutadores fisicos

Virtual Port Channel (vPC)

Ethernet Switch 1 Ethernet Switch 2

ENEEEI EEEEEN
. " ] == EEEEN] EEEEEN

ONTAP-internal:
Virtual Switch Tagging
VLAN 10

ONTAP-external:
Virtual Guest Tagging
Native VLAN 20

ONTAP-external vSwitch 0

Separacion del trafico de datos y gestion
Aisle el trafico de datos y el trafico de gestion en redes de capa 2 independientes.

El trafico de red externa de ONTAP Select se define como trafico de datos (CIFS, NFS e iSCSI), gestion y
replicacion (SnapMirror). Dentro de un cluster de ONTAP, cada estilo de trafico utiliza una interfaz logica
independiente que se debe alojar en un puerto de red virtual. En la configuracién multinodo de ONTAP Select,
se designan como puertos eOa y eOb/e0g. En la configuracion de nodo uUnico, se designan como e0a y
e0b/e0c, mientras que el resto de los puertos estan reservados para los servicios de cluster internos.

NetApp recomienda aislar el trafico de datos y el de gestion en redes de capa 2 independientes. En el entorno
ONTAP Select, esto se realiza mediante etiquetas VLAN. Esto se puede lograr asignando un grupo de puertos
con etiqueta VLAN al adaptador de red 1 (puerto e0a) para el trafico de gestion. A continuacion, se pueden
asignar grupos de puertos independientes a los puertos e0b y eOc (clusteres de un solo nodo) y eOb y eOg
(clusteres multinodo) para el trafico de datos.

Si la solucién VST descrita anteriormente en este documento no es suficiente, puede que sea necesario

localizar los LIF de datos y de gestion en el mismo puerto virtual. Para ello, utilizar un proceso conocido como
VGT, en el que el VM realiza el etiquetado de VLAN.
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La separacion de la red de datos y gestion mediante VGT no esta disponible cuando se utiliza
@ la utilidad ONTAP Deploy. Este proceso se debe realizar una vez completada la configuracion
del cluster.

Hay una advertencia adicional cuando se utilizan clusteres de dos nodos y VGT. En configuraciones de cluster
de dos nodos, la direccion IP de gestion de nodos se utiliza para establecer la conectividad con el mediador
antes de que ONTAP esté completamente disponible. Por lo tanto, solo es posible el etiquetado de EST y VST
en el grupo de puertos asignado a la LIF de gestion de nodos (puerto e0a). Ademas, si el trafico de datos y
gestion utilizan el mismo grupo de puertos, solo se admiten EST/VST para todo el cluster de dos nodos.

Se admiten ambas opciones de configuracion, VST y VGT. La siguiente figura muestra el primer escenario,
VST, en el que el trafico se etiqueta en la capa vSwitch a través del grupo de puertos asignado. En esta
configuracion, las LIF de gestidn de cluster y nodo se asignan al puerto ONTAP e0a y se etiquetan con el ID
de VLAN 10 a través del grupo de puertos asignado. Los LIF de datos se asignan al puerto eOb y eOc 0 e0g y
el ID de VLAN 20 proporcionado mediante un segundo grupo de puertos. Los puertos de cluster utilizan un
tercer grupo de puertos y estan en el ID de VLAN 30.

Separacion de datos y gestion mediante VST

Ethernet Switch
CE
PortGroup 1
Management traffic
VLAN 10 (VST)
v w0 | PortGroup 2
= Data traffic
vowo | v VLAN 20 VLAN 20 (VST)
= == LJ e PortGroup 3
Cluster traffic
VLAN 30 (VST)
' TDatad LI
{ Cluster-management LIF: . i
; 10.0.0.100/24 152.168.0.1/24 i
i Data-2 LIF: !
{ Node-managementLIF: - :
| 10.0.0.1/724 152.188.0.2724 |

¥

En la siguiente figura, se muestra el segundo escenario, VGT, en el cual el trafico se etiqueta por el equipo
virtual ONTAP mediante puertos VLAN ubicados en dominios de retransmision independientes. En este
ejemplo, los puertos virtuales e0a-10/e0b-10/(e0c o e0g)-10 y e0a-20/e0b-20 se colocan sobre los puertos e0a
y e0b. Esta configuracién permite que el etiquetado de red se realice directamente en ONTAP, en lugar de en
la capa de vSwitch. Los LIF de datos y gestion se colocan en estos puertos virtuales, lo que permite una

subdivisién de capa 2 dentro de un Unico puerto del equipo virtual. La VLAN del cluster (ID de VLAN 30) sigue
etiquetada en el grupo de puertos.

Notas:

« Este estilo de configuracion es especialmente deseable cuando se utilizan varios espacios IP. Agrupar

puertos VLAN en espacios IP personalizados separados si se desea mayor aislamiento l6gico y multi-
tenancy.

» Para admitir VGT, los adaptadores de red de host ESXi/ESX deben estar conectados a puertos troncales
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en el switch fisico. Los grupos de puertos conectados al switch virtual deben tener su ID de VLAN
establecido en 4095 para permitir la conexion de enlaces en el grupo de puertos.

Separacion de datos y gestion mediante VGT

Ethernet Switch

| @= T |

PortGroup 1 - No tagging at Port Group Level
Management traffic

VLAN 10 (VGT)

Data traffic

¥ it VLAN 20 (VGT)

v Shusior Port Group 2
Cluster traffic

mmt
VLAN 10
| - || = " - “ - | VLAN 30 (VST)

Default M

Broadcast Domain: BD1M Broadcast Domain: BD2

Cluster-management LIF: i 010 |1 el0 i e0ad0 || 0020 Data-1 LIF:
10.0.0.100/24 192.188.0.1/24

-

Node-management LIF: e r—— Data-2 LIF:
10.0.0.1/24 192.168.0.2/24

e T

Arquitectura de alta disponibilidad

Configuraciones de alta disponibilidad

Descubra opciones de alta disponibilidad para seleccionar la mejor configuracion de alta
disponibilidad para su entorno.

Aunque los clientes estdn empezando a mover las cargas de trabajo de las aplicaciones de almacenamiento
de clase empresarial a soluciones basadas en software que se ejecutan en hardware genérico, las
expectativas y necesidades en cuanto a resiliencia y tolerancia a fallos no han cambiado. Una solucion de alta
disponibilidad que proporciona un objetivo de punto de recuperacion (RPO) cero protege al cliente de la
pérdida de datos debido a un fallo de cualquier componente de la pila de la infraestructura.

Una gran parte del mercado de SDS esta basado en la nocidon de almacenamiento sin elementos compartidos,
con la replicacion de software que proporciona resiliencia de datos al almacenar varias copias de datos de
usuario en diferentes silos de almacenamiento. ONTAP Select se basa en esta premisa mediante las
funciones de replicacion sincrona (RAID SyncMirror) que proporciona ONTAP para almacenar una copia
adicional de los datos de usuario en el cluster. Esto ocurre en el contexto de un par de alta disponibilidad.
Cada par de alta disponibilidad almacena dos copias de los datos de usuario: Una en el almacenamiento
proporcionado por el nodo local y otra en el almacenamiento proporcionado por el partner de alta
disponibilidad. Dentro de un cluster de ONTAP Select, la alta disponibilidad y la replicacién sincrona estan
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Unidas entre si y la funcionalidad de los dos no se puede desacoplar ni utilizar de forma independiente. Por lo
tanto, las funciones de replicacion sincrénica solo estan disponibles en los nodos de varios nodos.

En un cluster ONTAP Select, la funcionalidad de replicacion sincrona es una funcion de una

@ implementacion de alta disponibilidad, no de los motores de replicacion asincronos de
SnapMirror o SnapVault. La replicacion sincrona no se puede utilizar independientemente de
alta disponibilidad.

Existen dos modelos de puesta en marcha de alta disponibilidad de ONTAP Select: Los clusteres multinodo
(cuatro, seis u ocho nodos) y los clusteres de dos nodos. La caracteristica mas destacada de un cluster
ONTAP Select de dos nodos es el uso de un servicio de mediador externo para resolver situaciones de
cerebro dividido. La maquina virtual de puesta en marcha de ONTAP actua como mediador predeterminado
para todas las parejas de alta disponibilidad de dos nodos que configura.

Las dos arquitecturas se representan en las siguientes figuras.

Cluster ONTAP Select de dos nodos con mediador remoto y utilizando almacenamiento conectado
local

ONTAP
DEPLOY
Mailbox D
Disks
= 0B
/ |
| v )

|
# P
-
-
/ =
-

El cluster ONTAP Select de dos nodos esta compuesto por un par de alta disponibilidad y un

@ mediador. Dentro de la pareja de alta disponibilidad, los agregados de datos de cada nodo de
cluster se duplican de forma sincrona y, en caso de una conmutacion por error, no se perderan
datos.

Cluster ONTAP Select de cuatro nodos que utiliza almacenamiento con conexién local
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* El cluster ONTAP Select de cuatro nodos se compone de dos parejas de alta disponibilidad. Los clusteres
de seis y ocho nodos estan compuestos por tres y cuatro parejas de alta disponibilidad, respectivamente.
Dentro de cada pareja de alta disponibilidad, los agregados de datos de cada nodo de cluster se duplican
de forma sincrona y, en caso de una conmutacion por error, no hay pérdida de datos.

» Solo puede haber una instancia de ONTAP Select en un servidor fisico cuando utiliza almacenamiento
DAS. ONTAP Select requiere acceso no compartido a la controladora RAID local del sistema y esta
disefiada para gestionar los discos de conexion local, lo cual seria imposible sin conectividad fisica al
sistema de almacenamiento.

Alta disponibilidad de dos nodos frente a la alta disponibilidad de varios nodos

A diferencia de las cabinas FAS, los nodos ONTAP Select de un par de alta disponibilidad se comunican de
forma exclusiva a través de la red IP. Esto significa que la red IP es un unico punto de error (SPOF), y la
proteccidn contra particiones de red y escenarios de cerebro dividido se convierte en un aspecto importante
del disefo. El cluster de varios nodos puede admitir fallos de un solo nodo, porque los tres 0 mas nodos
supervivientes pueden establecer el quorum del cluster. El cluster de dos nodos confia en el servicio mediador
alojado en la puesta en marcha de la maquina virtual de ONTAP para obtener el mismo resultado.

El latido del trafico de red entre los nodos de ONTAP Select y el servicio mediador de puesta en marcha de
ONTAP es minimo y flexible para que la maquina virtual puesta en marcha de ONTAP se aloje en un centro de
datos diferente al cluster de dos nodos de ONTAP Select.

La maquina virtual de puesta en marcha de ONTAP se convierte en una parte integral de un
cluster de dos nodos al servir como mediador de ese cluster. Si el servicio mediador no esta
disponible, el cluster de dos nodos sigue proporcionando datos, pero las funcionalidades de

@ recuperacion tras fallos del almacenamiento del cluster de ONTAP Select quedan
deshabilitadas. Por lo tanto, el servicio de mediador de puesta en marcha de ONTAP debe
mantener una comunicacion constante con cada nodo ONTAP Select del par de alta
disponibilidad. Se requiere un ancho de banda minimo de 5 Mbps y una latencia maxima de ida
y vuelta (RTT) de 125 ms para permitir el funcionamiento correcto del quérum del cluster.

59



Si la maquina virtual de implementacion de ONTAP que actia como mediador esta temporalmente o
potencialmente no disponible de forma permanente, se puede utilizar una maquina virtual de implementacion
de ONTAP secundaria para restaurar el quérum de cluster de dos nodos. De este modo se genera una
configuracion en la que el nuevo equipo virtual de implementacion de ONTAP no puede gestionar los nodos
ONTAP Select, pero participa correctamente en el algoritmo de quérum de cluster. La comunicacién entre los
nodos ONTAP Select y la maquina virtual de implementacion de ONTAP se realiza mediante el protocolo
iISCSI mediante IPv4. La direccioén IP de gestidon del nodo ONTAP Select es el iniciador y la direccion IP de la
maquina virtual de implementacion de ONTAP es el destino. Por lo tanto, no es posible admitir direcciones
IPv6 para las direcciones IP de gestion de nodos cuando se crea un cluster de dos nodos. Los discos de
buzoén alojados de implementacion de ONTAP se crean y enmascaran automaticamente en las direcciones IP
de gestion de nodos de ONTAP Select correspondientes en el momento de la creacion de clusteres de dos
nodos. Toda la configuracion se realiza automaticamente durante la instalacion y no es necesario realizar
ninguna otra accién administrativa. La instancia de puesta en marcha de ONTAP que crea el cluster es el
mediador predeterminado para ese cluster.

Se requiere una accién administrativa si se debe cambiar la ubicacion del mediador original. Es posible
recuperar un quérum de cluster incluso si se pierde la VM de despliegue de ONTAP original. Sin embargo,
NetApp recomienda realizar un backup de la base de datos de implementacién de ONTAP después de que se
cree una instancia de cada cluster de dos nodos.

Alta disponibilidad de dos nodos frente a la gran disponibilidad de dos nodos (SDS de MetroCluster)

Es posible estirar un cluster de alta disponibilidad activo/activo de dos nodos en grandes distancias y
potencialmente colocar cada nodo en un centro de datos diferente. La Unica distinciéon entre un clister de dos
nodos y un cluster extendido de dos nodos (también conocido como SDS de MetroCluster) es la distancia de
conectividad de red entre nodos.

El cluster de dos nodos esta definido como un clister para el cual ambos nodos estan ubicados en el mismo
centro de datos a una distancia de 300 m. En general, ambos nodos tienen vinculos superiores al mismo
switch de red o conjunto de switches de red de enlace entre switches (ISL).

El SDS de MetroCluster de dos nodos se define como un cluster para el cual los nodos estan fisicamente
separados (habitaciones diferentes, edificios y centros de datos diferentes) por mas de 300 m. Ademas, las
conexiones de enlace ascendente de cada nodo estan conectadas a conmutadores de red independientes. El
SDS de MetroCluster no requiere hardware dedicado. Sin embargo, el entorno debe ajustarse a los requisitos
de latencia (un maximo de 5 ms en RTT y 5 ms en inestabilidad, para un total de 10 ms) y distancia fisica (un
maximo de 10 km).

SDS de MetroCluster es una funcion excepcional y requiere una licencia Premium o una licencia Premium XL.
Con la licencia Premium se puede crear equipos virtuales pequefios y medianos, asi como discos HDD y
SSD. La licencia Premium XL también permite la creacion de unidades NVMe.

El almacenamiento SDS de MetroCluster es compatible tanto con el almacenamiento conectado
local (DAS) como con el almacenamiento compartido (VNAS). Tenga en cuenta que las
configuraciones de VNAS suelen tener una latencia innata mas alta debido a la red entre la

@ maquina virtual de ONTAP Select y el almacenamiento compartido. Las configuraciones de
SDS de MetroCluster deben proporcionar un maximo de 10 ms de latencia entre los nodos,
incluida la latencia del almacenamiento compartido. En otras palabras, no es adecuado medir la
latencia entre los equipos virtuales Select, ya que la latencia del almacenamiento compartido no
es minima para estas configuraciones.
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HA RSM y agregados reflejados

Evite la pérdida de datos mediante RAID SyncMirror (RSM), agregados reflejados y la
ruta de escritura.

Replicaciéon sincrona

El modelo de alta disponibilidad de ONTAP se basa en el concepto de partners de alta disponibilidad. ONTAP
Select amplia esta arquitectura en el mundo de los servidores de consumo no compartidos mediante la
funcionalidad RAID SyncMirror (RSM) presente en ONTAP para replicar bloques de datos entre los nodos del
cluster, proporcionando dos copias de datos de usuario distribuidos por un par de alta disponibilidad.

Un cluster de dos nodos con un mediador puede abarcar dos centros de datos. Para obtener mas informacion,
consulte la seccién "Practicas recomendadas de alta disponibilidad (SDS de MetroCluster) extendidas de dos
nodos".

Agregados reflejados

Un cluster de ONTAP Select se compone de entre dos y ocho nodos. Cada pareja de alta disponibilidad
contiene dos copias de los datos de usuario, que se replican de forma sincrona en los nodos a través de una
red IP. Este mirroring es transparente para el usuario y es una propiedad del agregado de datos, se configura
automaticamente durante el proceso de creacién del agregado de datos.

Todos los agregados de un cluster de ONTAP Select deben duplicarse para ofrecer disponibilidad de los datos
en caso de fallo en un nodo y evitar asi un SPOF en caso de fallo de hardware. Los agregados de un cluster
de ONTAP Select se crean a partir de los discos virtuales proporcionados desde cada nodo de la pareja de
alta disponibilidad y utilizan los siguientes discos:

* Un conjunto local de discos (contribuido por el nodo ONTAP Select actual)

* Un conjunto de discos reflejado (contribuido por el partner de alta disponibilidad del nodo actual)

Los discos locales y de mirroring utilizados para crear un agregado reflejado deben tener el

@ mismo tamafio. Estos agregados se denominan plex 0 y complejo 1 (para indicar los pares de
espejo local y remoto, respectivamente). Los numeros plex reales pueden ser diferentes en su
instalacion.

Este método es fundamentalmente distinto al modo en que funcionan los clusteres estandar de ONTAP. Esto
se aplica a todos los discos raiz y de datos dentro del cluster ONTAP Select. El agregado contiene copias de
datos locales y de mirroring. Por tanto, un agregado que contiene N discos virtuales ofrece un
almacenamiento Unico equivalente a 2 discos de N/2, ya que la segunda copia de datos reside en sus propios
discos unicos.

En la siguiente figura se muestra una pareja de alta disponibilidad dentro de un cluster ONTAP Select de
cuatro nodos. Dentro de este cluster se encuentra un unico agregado (prueba) que utiliza almacenamiento de
los dos partners de alta disponibilidad. Este agregado de datos esta compuesto de dos conjuntos de discos
virtuales: Un conjunto local, contribuido por el nodo de cluster propietario de ONTAP Select (Plex 0) y un
conjunto remoto, contribuido por el partner de conmutacion por error (Plex 1).

Plex 0 es el cubo que contiene todos los discos locales. Plex 1 es el bloque que mantiene los discos de reflejo,
o discos responsables de almacenar una segunda copia replicada de los datos de usuario. El nodo que posee
el agregado contribuye a los discos de Plex 0 y el socio de alta disponibilidad de dicho nodo contribuye a los
discos de Plex 1.
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En la siguiente figura, hay un agregado reflejado con dos discos. El contenido de este agregado se refleja en
nuestros dos nodos de cluster, con el disco local NET-1.1 colocado en el bloque Plex 0 y el disco remoto NET-
2.1 colocado en el bloque Plex 1. En este ejemplo, la prueba de agregado es propiedad del nodo de cluster a
la izquierda y utiliza el disco local NET-1.1 y el disco de réplica del asociado de alta disponibilidad NET-2.1.

Agregado reflejado ONTAP Select

HA Pair

Disks mimrored
over IP network

aggregate: test

Cuando se implementa un cluster de ONTAP Select, todos los discos virtuales presentes en el
@ sistema se asignan automaticamente al complejo correcto, sin necesidad de realizar un paso

adicional del usuario respecto a la asignacién de discos. Esto evita la asignacion accidental de

discos a un complejo incorrecto y proporciona una configuracion éptima del disco del espejo.

Ruta de escritura

El mirroring sincrono de bloques de datos entre nodos de cluster y el requisito de no pérdida de datos con un
fallo del sistema tienen un impacto significativo en la ruta que tiene una escritura entrante mientras se propaga
a través de un cluster de ONTAP Select. Este proceso consta de dos fases:

* Reconocimiento

» Separacion

Las escrituras en un volumen de destino se producen a través de un LIF de datos y se aplican a la particion
NVRAM virtualizada, presente en un disco de sistema del nodo ONTAP Select, antes de que se vuelvan a
reconocer al cliente. En una configuracion de alta disponibilidad, se produce un paso adicional, ya que estas
escrituras de NVRAM se duplican inmediatamente en el asociado de alta disponibilidad del propietario del
volumen de destino antes de ser aceptadas. Este proceso garantiza la consistencia del sistema de archivos en
el nodo del partner de alta disponibilidad, si se produce un error de hardware en el nodo original.

Una vez que la escritura se ha realizado en NVRAM, ONTAP mueve periédicamente el contenido de esta
particion al disco virtual correspondiente, un proceso denominado «separaciony». Este proceso solo tiene lugar
una vez, en el nodo de cluster al que pertenece el volumen de destino y no ocurre en el partner de alta
disponibilidad.
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En la figura siguiente se muestra la ruta de escritura de una solicitud de escritura entrante en un nodo ONTAP
Select.

Flujo de trabajo de la ruta de escritura ONTAP Select

ONTAP Select A

ONTAP Select B

001
100

La confirmacion de escritura entrante incluye los siguientes pasos:

« Las escrituras entran en el sistema a través de una interfaz légica propiedad del nodo ONTAP Select A.

« Las escrituras se realizan en la NVRAM del nodo Ay se reflejan en el partner de alta disponibilidad, nodo
B.

» Después de que existe la solicitud de I/o en los dos nodos de alta disponibilidad, la solicitud se vuelve a
confirmar al cliente.

La separacion de ONTAP Select de NVRAM al agregado de datos (ONTAP CP) incluye los siguientes pasos:
* Las escrituras se separan del NVRAM virtual en el agregado de datos virtuales.
» El motor del espejo replica de forma sincrona los bloques a ambos complejos.

HA ainadido mas detalles

Corazoén de disco DE ALTA DISPONIBILIDAD, buzén de correo de alta disponibilidad,
corazon de alta disponibilidad, conmutacion por error de alta disponibilidad y trabajo de
restauracion para mejorar la proteccion de datos.
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Latido del disco

A pesar de que la arquitectura de alta disponibilidad de ONTAP Select aprovecha muchas de las rutas de
codigo utilizadas por los arrays FAS tradicionales, existen algunas excepciones. Una de estas excepciones es
la implementacion de la busqueda de corazon basada en disco, un método de comunicacion no basado en red
utilizado por los nodos de cluster para evitar que el aislamiento de red cause un comportamiento de cerebro
dividido. Una situacién de cerebro dividido es el resultado de la particion de los clusteres, normalmente
causada por fallos de red, en los que cada lado cree que la otra esta inactiva e intenta hacerse cargo de los
recursos del cluster.

Las implementaciones de alta disponibilidad para empresas deben gestionar este tipo de escenario sin
problemas. ONTAP lo hace a través de un método personalizado basado en disco de latido. Esta es la tarea
del buzon de alta disponibilidad, una ubicacion en el almacenamiento fisico que utilizan los nodos del cluster
para pasar mensajes de latido. Esto ayuda al cluster a determinar la conectividad y, por lo tanto, a definir el
quérum en caso de una conmutacion por error.

En las cabinas FAS, que usan una arquitectura de alta disponibilidad de almacenamiento compartido, ONTAP
resuelve los problemas de cerebro dividido de las siguientes maneras:

» Reservas persistentes de SCSI
* Metadatos de alta disponibilidad persistente
» Estado DE ALTA DISPONIBILIDAD enviado a través de la interconexion de alta disponibilidad

Sin embargo, con la arquitectura nada compartida de un cluster de ONTAP Select, un nodo solo puede ver su
propio almacenamiento local y no el del partner de alta disponibilidad. Por lo tanto, cuando las particiones de
red aislan cada lado de un par de alta disponibilidad, los métodos anteriores para determinar el quérum del
cluster y el comportamiento de la conmutacién por error no estan disponibles.

Aunque no se puede utilizar el método existente de deteccion y evitacion del cerebro dividido, todavia se
requiere un método de mediacién, que se ajuste a las limitaciones de un entorno sin compartir. ONTAP Select
amplia aun mas la infraestructura de buzones existente, lo que le permite actuar como un método de
mediacidon en caso de particion en la red. Debido a que el almacenamiento compartido no esta disponible, la
mediacion se logra a través del acceso a los discos de buzon a través de NAS. Estos discos se distribuyen por
el cluster, incluido el mediador en un cluster de dos nodos, utilizando el protocolo iISCSI. Por lo tanto, las
decisiones inteligentes sobre conmutacion por error pueden tomar un nodo de clusteres en funcion del acceso
a estos discos. Si un nodo puede acceder a los discos de buzén de otros nodos fuera de su compafiero de
alta disponibilidad, probablemente estara activo y en buen estado.

La arquitectura de buzones y el método de latido basado en disco para resolver problemas de

@ quorum de cluster y de cerebro dividido son las razones por las que la variante multinodo de
ONTAP Select requiere cuatro nodos independientes o un mediador para un cluster de dos
nodos.

Contabilizacion DE buzéon HA

La arquitectura de buzones de correo de alta disponibilidad utiliza un modelo de post de mensaje. A intervalos
repetidos, los nodos del cluster publican mensajes a todos los demas discos del buzén en el cluster, incluido el
mediador, indicando que el nodo esta activo y en ejecucion. Dentro de un cluster en buen estado en cualquier
momento, un unico disco de buzén de un nodo de cluster tiene mensajes publicados desde todos los demas
nodos del cluster.

Conectado a cada nodo de cluster Select es un disco virtual que se utiliza especificamente para el acceso

compartido de los buzones. Este disco se conoce como el disco del buzén de correo del mediador, porque su
funcion principal es actuar como método de mediacion en cluster en caso de fallos de nodo o particion de red.
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Este disco de buzén contiene particiones para cada nodo de cluster y es montado a través de una red iSCSI
por otros nodos de cluster Select. Periédicamente, estos nodos publican Estados de mantenimiento en la
particion adecuada del disco del buzén. El uso de discos de buzén accesibles para la red repartidos por todo
el cluster permite inferir el estado de los nodos a través de una matriz de accesibilidad. Por ejemplo, los nodos
de cluster Ay B pueden publicar en el buzon del nodo D del cluster, pero no en el buzén del nodo C. Ademas,
el nodo D del cluster no puede publicar el buzén del nodo C, por lo que es probable que el nodo C esté
inactivo o esté aislado de la red y que deba hacerse cargo.

Ha latido del corazéon

Al igual que sucede con las plataformas FAS de NetApp, ONTAP Select envia periodicamente mensajes de
latido de alta disponibilidad a través de la interconexién de alta disponibilidad. En el cluster ONTAP Select, se
realiza a través de una conexion de red TCP/IP que existe entre los partners de alta disponibilidad. Ademas,
los mensajes latido de disco se transmiten a todos los discos de buzdn de alta disponibilidad, incluido el
mediador de discos de buzdn. Estos mensajes se transmiten cada pocos segundos y se leen periddicamente.
La frecuencia con la que se envian y se reciben estos mensajes permite que el cluster de ONTAP Select
detecte eventos de fallo de alta disponibilidad en un plazo aproximado de 15 segundos, es decir, la misma
ventana disponible en las plataformas FAS. Cuando ya no se leen mensajes de latido, se activa un evento de
conmutacion por error.

La figura siguiente muestra el proceso de envio y recepcion de mensajes de latido a través de los discos de
interconexion y mediador de alta disponibilidad desde la perspectiva de un Unico nodo de cluster ONTAP
Select, nodo C.

Los latidos de red se envian a traveés de la interconexién de alta disponibilidad al partner de alta
disponibilidad, nodo D, mientras que los latidos del disco usan discos de buzdn en todos los
nodos del cluster, A, B, Cy D.

Latidos de alta disponibilidad en un cluster de cuatro nodos: Estado estable

IP Hearbeat

4-node ONTAP Select cluster |

~

-
Server C

Cluster root disks  Madiator
Mailbex disk

Conmutacion al nodo primario y al nodo primario DE HA

Durante una operacion de recuperacion tras fallos, el nodo que aun contintda activo asume la responsabilidad
de servir datos para su nodo del mismo nivel mediante la copia local de los datos de su partner de alta
disponibilidad. Las operaciones de /o del cliente pueden continuar sin interrupciones, pero los cambios en
estos datos se deben replicar de nuevo antes de que se pueda producir la devolucion. Tenga en cuenta que
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ONTAP Select no admite un retorno de la memoria forzado porque se pierden los cambios almacenados en el
nodo superviviente.

La operacion de repeticion de sincronizacion se activa automaticamente cuando el nodo reiniciado se vuelve a
unir al cluster. El tiempo necesario para la sincronizacion posterior depende de varios factores. Estos factores
incluyen el numero de cambios que se deben replicar, la latencia de red entre los nodos y la velocidad de los
subsistemas de disco en cada nodo. Es posible que el tiempo necesario para la sincronizacién posterior
supere la ventana de autoretorno de 10 minutos. En este caso, se necesita una devolucién manual después
de la sincronizacion. El progreso de la sincronizacion se puede supervisar con el siguiente comando:

storage aggregate status -r —-aggregate <aggregate name>

Rendimiento

Rendimiento
El rendimiento varia en funcién de la configuracion del hardware.

El rendimiento de un cluster de ONTAP Select puede variar considerablemente debido a las caracteristicas del
hardware y la configuracion subyacentes. La configuracion de hardware especifica es el factor mas importante
en el rendimiento de una instancia ONTAP Select en particular. Estos son algunos de los factores que afectan
al rendimiento de una instancia especifica de ONTAP Select:

* Frecuencia de nucleo. En general, es preferible una frecuencia mas alta.

» Toma unica frente a multitoma. ONTAP Select no utiliza funciones de varios socket, pero la sobrecarga
del hipervisor para admitir configuraciones de varios socket representa cierta desviacion del rendimiento
total.

» Configuracion de la tarjeta RAID y controlador de hipervisor asociado. Es posible que el controlador
predeterminado proporcionado por el hipervisor deba sustituirse por el controlador del proveedor de
hardware.

* Tipo de unidad y numero de unidades en los grupos RAID.

* Version del hipervisor y nivel de parche.

Rendimiento: Almacenamiento SSD de conexidén directa de alta disponibilidad
excepcional

Informacién de rendimiento de la plataforma de referencia.

Plataforma de referencia

Hardware de ONTAP Select (Premium XL) (por nodo)

* PRIMERGY RX2540 M4 DE FUJITSU:
o CPU Intel® Xeon® Gold 6142b a 2.6 GHz
> 32 nucleos fisicos (16 x 2 zdcalos), 64 logicos
> 256 GB DE MEMORIA RAM
> Unidades por host: 24 SSD de 960 GB

66



o ESX 6.5U1
Hardware de cliente
* 5 clientes NFSv3 IBM 3550m4
Informacion de configuracién

*+ SWRAID 1 x 9 + 2 RAID-DP (11 unidades)

» 22+1 RAID-5 (RAID-0 en ONTAP) / memoria caché RAID NVRAM

* No se utilizan funciones de eficiencia del almacenamiento (compresién, deduplicacién, copias Snapshot,
SnapMirror, etc.)

En la siguiente tabla, se muestra el rendimiento medido segun cargas de trabajo de lectura/escritura en un par
de nodos de alta disponibilidad (ha) de ONTAP Select utilizando tanto RAID de software como RAID de
hardware. Las mediciones de rendimiento se realizaron con la herramienta de generacion de carga SIO.

@ Estas cifras de rendimiento se basan en ONTAP Select 9.6.

Resultados de rendimiento para un cluster ONTAP Select de un solo nodo (parte de una instancia
media de cuatro nodos) en una SSD de almacenamiento de conexioén directa (DAS), con software RAID
y hardware RAID

Descripcion Lectura Escritura Lectura Escritura Potencia
secuencial 64  secuencial 64 aleatoria 8 KiB aleatoria 8 KiB aleatoria/ RD
KiB KiB (50/50) 8 KiB
Instancia de 2171 MiBps 559 MiBps 954 MiBps 394 MiBps 564 MiBps
ONTAP Select

grande con RAID
de software DAS
(SSD)

Instancia 2090 MiBps 592 MiBps 677 MiBps 335 MiBps 441 3MiBps
mediana de

ONTAP Select

con RAID de

software DAS

(SSD)

Instancia 2038 MiBps 520 MiBps 578 MiBps 325 MiBps 399 MiBps
mediana de

ONTAP Select

con RAID de

hardware DAS

(SSD)

Lectura secuencial 64K

Detalles

» E/S directa DE LA SIO activada

e 2 nodos
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* 2 NIC de datos por nodo

» 1 agregado de datos por nodo (RAID de hardware de 2 TB), (RAID de software de 8 TB)
* 64 segundos SIO, 1 rosca por proc

» 32 volumenes por nodo

* 1 x ficheros por proc; los ficheros son de 12000MB cada uno

Escritura secuencial 64K

Detalles

» E/S directa DE LA SIO activada

* 2 nodos

« 2 tarjetas de interfaz de red de datos (NIC) por nodo

» 1 agregado de datos por nodo (RAID de hardware de 2 TB), (RAID de software de 4 TB)
* 128 procs SIO, 1 rosca por proc

* Volumenes por nodo: 32 (RAID de hardware), 16 (RAID de software)

+ 1 x ficheros por proc; los ficheros son de 30720 MB cada uno

8 K lectura aleatoria

Detalles

» E/S directa DE LA SIO activada

* 2 nodos

* 2 NIC de datos por nodo

» 1 agregado de datos por nodo (RAID de hardware de 2 TB), (RAID de software de 4 TB)
* 64 segundos SIO, 8 subprocesos por proc

* Volumenes por nodo: 32

« 1 x ficheros por proc; los ficheros tienen 12228 MB cada uno

8 000 escritura aleatoria

Detalles

» E/S directa DE LA SIO activada

* 2 nodos

* 2 NIC de datos por nodo

» 1 agregado de datos por nodo (RAID de hardware de 2 TB), (RAID de software de 4 TB)
* 64 segundos SIO, 8 subprocesos por proc

* Volumenes por nodo: 32

* 1 x ficheros por proc; los ficheros tienen 8192 MB cada uno
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8 K escritura aleatoria del 50 % 50 % lectura

Detalles

E/S directa DE LA SIO activada

2 nodos

2 NIC de datos por nodo

1 agregado de datos por nodo (RAID de hardware de 2 TB), (RAID de software de 4 TB)
64 subprocesos SIO proc208 por proc

Volumenes por nodo: 32

1 x ficheros por proc; los ficheros tienen 12228 MB cada uno
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DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.
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