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Instale

Lista de comprobacion previa a la instalacion

Lista de comprobacion de configuracion y preparacion de hosts

Prepare cada uno de los hosts de hipervisor en los que se ha puesto en marcha un nodo
ONTAP Select. Como parte de preparar los hosts, evalue con cuidado el entorno de
puesta en marcha para asegurarse de que los hosts estén configurados correctamente y
listos para admitir la implementacion de un cluster de ONTAP Select.

La utilidad de administracion ONTAP Select Deploy no ejecuta la configuracion de red y
almacenamiento necesaria de los hosts del hipervisor. Debe preparar manualmente cada host
antes de implementar un cluster de ONTAP Select.

Preparacion general del hipervisor

Debe preparar los hosts de hipervisores.
Cada host debe configurarse con lo siguiente:

* Un hipervisor preinstalado y compatible

* Una licencia de VMware vSphere

Ademas, el mismo servidor vCenter debe ser capaz de gestionar todos los hosts en los que un nodo ONTAP
Select se ha puesto en marcha dentro del cluster.

Ademas, debe asegurarse de que los puertos del firewall estén configurados para permitir el acceso a
vSphere. Estos puertos deben estar abiertos para admitir la conectividad de los puertos serie con las
maquinas virtuales de ONTAP Select.

De forma predeterminada, VMware permite el acceso a los siguientes puertos:

» Puerto 22 y puertos 1024 — 65535 (trafico de entrada)
* Puertos 0 — 65535 (trafico saliente)

NetApp recomienda abrir los siguientes puertos de firewall para permitir el acceso a vSphere:
* Puertos 7200 — 7400 (tanto trafico entrante como saliente)

También debe estar familiarizado con los derechos de vCenter necesarios. Consulte "Servidor VMware
vCenter" si quiere mas informacion.

Preparacion de la red de clusteres de ONTAP Select

Puede poner en marcha ONTAP Select como un cluster multinodo o como un cluster de un Unico nodo. En
muchos casos, un cluster de varios nodos es preferible debido a la capacidad de almacenamiento adicional y
a la capacidad de alta disponibilidad.


https://docs.netapp.com/es-es/ontap-select-9121/reference_plan_ots_vcenter.html
https://docs.netapp.com/es-es/ontap-select-9121/reference_plan_ots_vcenter.html

llustracion de las redes y los nodos de ONTAP Select

En las siguientes figuras se muestran las redes utilizadas con un cluster de un unico nodo y un cluster de
cuatro nodos.

Cluster de un solo nodo que muestra una red

En la siguiente figura se muestra un cluster de un unico nodo. La red externa transporta trafico de replicacion
entre clusteres, gestion y clientes (SnapMirror/SnapVault).
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Cluster de cuatro nodos que muestra dos redes

En la siguiente figura se muestra un cluster de cuatro nodos. La red interna permite la comunicacion entre los
nodos que dan soporte a los servicios de red de clusteres de ONTAP. La red externa transporta trafico de
replicacion entre clusteres, gestion y clientes (SnapMirror/SnapVault).
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Un dnico nodo dentro de un clister de cuatro nodos

En la siguiente figura se muestra la configuracién de red tipica para una unica maquina virtual ONTAP Select
en un cluster de cuatro nodos. Hay dos redes separadas: ONTAP-interno y ONTAP-externo.
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Configuracion de vSwitch en un host de hipervisor

El vSwitch es el componente de hipervisor central utilizado para admitir la conectividad para las redes internas
y externas. Hay varios aspectos que deberia tener en cuenta al configurar cada hipervisor vSwitch.

Configuracion de vSwitch para un host con dos puertos fisicos (2 x 10 GB)

Cuando cada host incluye dos puertos de 10 GB, debe configurar el vSwitch de la siguiente manera:

» Configure un vSwitch y asigne ambos puertos al vSwitch. Cree un equipo NIC utilizando los dos puertos.



« Establezca la directiva de equilibrio de carga en “Ruta basada en el identificador de puerto virtual de

origen”.

* Marque ambos adaptadores como “activo” o marque un adaptador como “activo” y el otro como “en

espera”

* Ajuste el ajuste “Faiback” en “Yes”.
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» Configure el vSwitch para que utilice tramas gigantes (9000 MTU).

» Configurar un grupo de puertos en el vSwitch para el trafico interno (ONTAP-interno):

o El grupo de puertos se asigna a los adaptadores de red virtual ONTAP Select eOc-e0g utilizados para
el trafico de cluster, interconexion de alta disponibilidad y mirroring.

o El grupo de puertos debe estar en una VLAN no enrutable porque se espera que esta red sea privada.
Debe agregar la etiqueta VLAN adecuada al grupo de puertos para tener esto en cuenta.

o La configuracién de equilibrio de carga, conmutacién por recuperacion y orden de conmutacion por
error del grupo de puertos debe ser la misma que la del vSwitch.

» Configurar un grupo de puertos en el vSwitch para el trafico externo (ONTAP-external):

o El grupo de puertos esta asignado a los adaptadores de red virtual ONTAP Select e0a-e0c utilizados
para trafico de datos y de gestion.

o El grupo de puertos puede estar en una VLAN enrutable. Ademas, en funcion del entorno de red, debe

anadir una etiqueta VLAN adecuada o configurar el grupo de puertos para la conexion de enlaces
VLAN.



> La configuracién de equilibrio de carga, conmutacion por recuperacion y orden de conmutacion por
error del grupo de puertos debe ser la misma que la de vSwitch.

La configuracion anterior de vSwitch es para un host con 2 puertos de 10 GB en un entorno de red tipico.

Informacién necesaria para la instalacion de la utilidad de implementaciéon

Antes de instalar la utilidad de administracion de implementacion en un entorno VMware,
revise la informacién de configuracién necesaria y la informacién de configuracién de red
opcional para prepararse para una correcta implementacion.

Informacién de configuraciéon requerida

Como parte de la planificacion de la implementacién, debe determinar la informacion de configuracién
necesaria antes de instalar la utilidad de administracion de implementacion de ONTAP Select.
Informacién obligatoria Descripcién

Nombre de la maquina virtual de puesta en Identificador que se usara para la maquina virtual.
marcha

Nombre del host ESXi Identificador del host VMware ESXi donde se instald la utilidad
Deploy.

Nombre del almacén de datos Identificador del almacén de datos de VMware que contiene los
archivos de la maquina virtual (se requieren aproximadamente
40 GB).

De la maquina virtual Identificador de la red en la que esta conectada la maquina

virtual de implementacién.

Informacién de configuracion de red opcional

De forma predeterminada, la maquina virtual de implementacion se configura mediante DHCP. Sin embargo, si
es necesario, puede configurar manualmente la interfaz de red para la maquina virtual.

Informacién de red Descripcion

Nombre de host Identificador del equipo host.

Direccion IP del host Direccioén IPv4 estatica del equipo host.

Mascara de subred Mascara de subred, segun la red de la que forma parte la maquina
virtual.

Puerta de enlace Puerta de enlace o enrutador predeterminadas.

Servidor DNS primario Servidor de nombres de dominio principal.

Servidor DNS secundario Servidor de nombres de dominio secundario.

Buscar dominios Lista de los dominios de busqueda que se van a utilizar.

Informacidén obligatoria para la instalacion de ONTAP Select

Como parte de como preparar un cluster de ONTAP Select en un entorno de VMware,



recopile la informacidon necesaria al usar la utilidad de administracién de implementacion
de ONTAP Select para implementar y configurar el cluster.

Parte de la informacion que recopila se aplica al cluster en si, mientras que otra informacion se aplica a los
nodos individuales del cluster.

Informacion a nivel de cluster

Debe recopilar informacion relacionada con el cluster de ONTAP Select.

Informacioén del clister Descripcion
El nombre del cluster Identificador unico del cluster.
Modo de licencia Evaluacion o licencia adquirida.

Configuracion de IP para el cluster  Configuracion de IP para los clusteres y los nodos, incluida:
* Direccion IP de administracion del cluster
* Mascara de subred
* Puerta de enlace predeterminada

Informacion del nivel de host

Debe recopilar informacion relacionada con cada uno de los nodos del clister de ONTAP Select.

Informacién del clister Descripcion
Nombre del host Identificador unico del host.
Nombre de dominio del host Nombre de dominio completo del host.

Configuracion de IP para los nodos  La direccién IP de gestidn para cada nodo en el cluster.

Nodo de reflejo Nombre del nodo asociado en la pareja de alta disponibilidad
(Unicamente clusteres de varios nodos).

Del banco de almacenamiento El nombre del pool de almacenamiento que se utiliza.

Discos de almacenamiento Lista de discos si utiliza RAID de software.

Numero de serie Si va a poner en marcha con una licencia adquirida, el nimero de

serie unico de nueve digitos que proporciona NetApp.

Configuracion de un host para usar unidades NVMe

Si piensa utilizar unidades NVMe con software RAID, debe configurar el host para
reconocer las unidades.

Utilice el paso a través de I/o de VMDirectPath en los dispositivos NVMe para maximizar la eficiencia de los
datos. Esta configuracién expone las unidades a la maquina virtual ONTAP Select, lo que permite que ONTAP
tenga acceso PCI directo al dispositivo.

Antes de empezar
Asegurese de que su entorno de implementacion cumpla con los siguientes requisitos minimos:

* ONTAP Select 9,7 o posterior con una utilidad de administracion de puesta en marcha compatible



» Oferta de licencia de plataforma Premium XL o licencia de evaluaciéon de 90 dias
* VMware ESXi versioén 6.7 o posterior

+ Dispositivos NVMe que cumplen con la especificacion 1.0 o posterior

Siga la "lista de comprobacion de preparacion de host", revise la "Informacion necesaria para la instalacion de
la utilidad de implementacion”, y la "Informacion obligatoria para la instalacion de ONTAP Select" temas para
obtener mas informacion.

Acerca de esta tarea

Este procedimiento esta disefiado para realizarse antes de crear un nuevo cluster de ONTAP Select. También
puede realizar el procedimiento para configurar unidades NVMe adicionales para un cluster SW-RAID NVMe
existente. En este caso, después de configurar las unidades, debe afadirlas a través de Deploy como si se
trataran de unidades SSD adicionales. La principal diferencia es que la implementacién detecta las unidades
NVMe vy reinicia los nodos. Cuando se afiaden unidades NVMe a un cluster existente, tenga en cuenta lo
siguiente acerca del proceso de reinicio:

» La puesta en marcha gestiona la orquestacién del reinicio.

* La toma de control y la devolucion DE HA se realiza por orden, pero puede requerir mucho tiempo para
volver a sincronizar los agregados.

* Un cluster de un unico nodo incurrird en tiempos de inactividad.
Consulte "Aumente la capacidad de almacenamiento” para obtener mas informacion.

Pasos

1. Acceda al menu Configuracion del BIOS del host para activar la compatibilidad con la virtualizacion de
E/S.

2. Active el ajuste Intel® VT para E/S dirigida (VT-d).


https://docs.netapp.com/es-es/ontap-select-9121/concept_stor_capacity_inc.html

Aptio Setup Utility - Copuright (C) 2018 American Megatrends, Inc.

Intel® VT far [Enable]
i ted IA0 (NT-d)

3. Algunos servidores ofrecen compatibilidad para dispositivo Intel de administracion de volumenes (Intel
VMD). Cuando se habilita esta opcién, hace que los dispositivos NVMe disponibles sean invisibles para el
hipervisor ESXi; deshabilite esta opcion antes de continuar.



Intel® WD for [Disahlel
Volume Manasgement
Device for PStacko

4. Configure las unidades NVMe para que pasen a las maquinas virtuales.

a. En vSphere, abra la vista host Configurar y haga clic en Editar en hardware: Dispositivos PCI.

b. Seleccione las unidades NVMe que desea usar para ONTAP Select.



Edit PCl Device Availability

ID

4 JE@ 0000:36:01.0
I oooo:3s:.

4 i 0000:36:02.0

& 000039

Status

Mot Configurabie
Available (pending)
Mot Configurable

Available (pending)

sdot-di380-003.gdl.englab.netapp.com »

Vendor Name

Intel Corporation
Seagate Technology ..
Intel Corporation

Seagate Technology ..

Device Name ESX/ESXi Device
Sky Lake-E PCl Expres..

Mytro Flash Storage

Sky Lake-E PCI Expres..

Mytro Flash Storage

No [tems selected

Necesita un almacén de datos VMFS que también esté respaldado por un dispositivo NVMe
para alojar los discos del sistema de maquinas virtuales ONTAP Select y la NVRAM virtual.
Deje al menos una unidad NVMe disponible con este fin cuando configure las otras para el
paso a través de PCI.

®

a. Haga clic en Aceptar. Los dispositivos seleccionados indican disponible (pendiente).

5. Haga clic en Reiniciar el host.

Configure Permissions VMs Datastores Netwaorks Updates
DirectPath I/O PCIl Devices Available to VMs REFRESH EDIT..
D ¥ Status ¥ Vendor Name b4 Device Name v

2 0000:12:00.0
g 0000:13:000
g 0000:14:000
I/ 0000:15:00.0
I8 0000:37:00.0

2 0000:38:00.0

Avallable (pending)
Avallable (pending)
Avallable (pending)
Avallable (pending)
Avallable {pending)

Avallable (pending)

Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC
Seagate Technology PLC

Seagate Technology PLC

7 devices will become available when this host is rebooted. Reboot This Host |

Después de terminar

Nytro Flash Storage
Mytro Flash Storage
MNytro Flash Storage
MNytro Flash Storage
Nytro Flash Storage

Mytro Flash Storage

Una vez preparados los hosts, puede instalar la utilidad ONTAP Select Deploy. Implemente le guia en la
creacion de clusteres de almacenamiento de ONTAP Select en los hosts recién preparados. Durante este

proceso, la puesta en marcha detectara la presencia de las unidades NVMe configuradas para su
transferencia y las seleccionara automaticamente para su uso como discos de datos de ONTAP. Puede ajustar
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la seleccion predeterminada si es necesario.
@ Se admite un maximo de 14 dispositivos NVMe para cada nodo ONTAP Select.

I ONTAP Select Deploy | @~

Clusters  Hypervisor Hosts  Administration

Storage

RAID Type Data Disk Type

Storage Configuration Software RAID j NVME j

nvme-snc-01
System Disk sdot-d|380-003-nvme(NVME, j

Capacity: 1.41 T8

o Data Disks for nvme-snc-01

Device Name Device Type Capacity
0000:12:00.0 NVME
0000:13:00.0 NVME
0000:14:00.0 NVME
0000:15:00.0 NVME
0000:37:00.0 NVME
0000:38:00.0 NVME
0000:39:00.0 NVME

Selected Capacity: (7/7 disks)

Una vez que el cluster se haya puesto en marcha correctamente, System Manager de ONTAP le permite
aprovisionar el almacenamiento segun las practicas recomendadas. ONTAP activara automaticamente
funciones de eficiencia del almacenamiento optimizadas con flash que utilicen mejor su almacenamiento
NVMe.
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Instale ONTAP Select Deploy

Debe instalar la utilidad de administracion de implementacion de ONTAP Select y utilizar
la utilidad para crear un cluster de ONTAP Select.

Descargue la imagen de la maquina virtual

Puede descargar el paquete ONTAP Select en el sitio de soporte de NetApp.

Antes de empezar
"Tiene una cuenta registrada en la pagina de soporte de NetApp".

Acerca de esta tarea

La utilidad de administracion ONTAP Select Deploy se empaqueta como una maquina virtual (VM) basada en
el estandar de formato de virtualizacion abierta (OVF). El archivo comprimido unico tiene el sufijo ova. La
maquina virtual proporciona las imagenes de instalacion y servidor de puesta en marcha para los nodos de
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https://mysupport.netapp.com/site/user/registration

ONTAP Select.

Pasos

1.

N o g k&~ 0 DN

Acceda a "Sitio de soporte de NetApp" mediante un navegador web e iniciar sesion.

Seleccione Descargas en el menu y, a continuacion, seleccione Descargas en el menu desplegable.
En la pagina Descargas, en Todos los productos A-Z, seleccione la letra O.

Desplacese hacia abajo y seleccione ONTAP Select.

Seleccione la versidn deseada del paquete.

Revise el Contrato de licencia de usuario final (EULA) y seleccione Aceptar y continuar.

Seleccione y descargue el paquete adecuado, respondiendo a todas las solicitudes segun sea necesario.

Verifique la firma OVA de despliegue de ONTAP Select

Debe verificar la firma del dispositivo de virtualizacion abierta (OVA) de ONTAP Select antes de instalar el
paquete de instalacion.

Antes de empezar

Compruebe que el sistema cumple los siguientes requisitos:

* OpenSSL versiones 1.0.2 a 3,0 para la verificacion basica

» Acceso publico a Internet para la verificacion del protocolo de estado de certificado en linea (OCSP)

Pasos

1.

2.

3.

Obtenga los siguientes archivos de la pagina de descarga del producto en el sitio de soporte de NetApp:

Archivo Descripcion
ONTAP-Select-Deploy-Production.pub Clave publica utilizada para verificar la firma.

csc-prod-chain-ONTAP-Select-Deploy.pem Cadena de confianza de la autoridad publica de
certificacion (CA).

csc-prod-ONTAP-Select-Deploy.pem El certificado utilizado para generar la clave.

ONTAPdeploy.ova Ejecutable de instalacion del producto para ONTAP
Select.

ONTAPdeploy.ova.sig El algoritmo SHA-256 es hash y luego firmado por

el agente de soporte remoto (RSA) mediante el
csc-prod clave y firma para el instalador.

Compruebe que el ONTAPdeploy.ova.sig el archivo utiliza los certificados y los comandos de
validacion asociados.

Verifique la firma con el siguiente comando:

openssl dgst -sha256 -verify ONTAP-Select-Deploy-Production.pub
-signature ONTAPdeploy.ova.sig ONTAPdeploy.ova
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Implemente el equipo virtual

Es necesario instalar e iniciar la maquina virtual de implementacion de ONTAP Select con la imagen de
magquina virtual OVF. Como parte del proceso de instalacion, debe configurar la interfaz de red para usar
DHCP o una configuracion de IP estatica.

Antes de empezar
Debe prepararse para implementar la maquina virtual de implementacién de ONTAP Select:
« Active la funcionalidad OVF en su explorador instalando el complemento de integracién de clientes de
VMware o realizando una configuracion similar segun sea necesario
* DHCP habilitado en el entorno de VMware si se asigna dinamicamente una direccion IP a la maquina

virtual de implementacion

Debe tener la informacion de configuracion que se utilizara al crear la maquina virtual, incluido el nombre de la
maquina virtual, la red externa y el nombre de host. Al definir una configuraciéon de red estatica, se necesita la
siguiente informacién adicional:

* Direccion IP de la maquina virtual de implementacion

* Mascara de red

* Direccion IP de la puerta de enlace (enrutador)

* Direccién IP del servidor DNS primario

* Direccion IP del segundo servidor DNS

* Dominios de busqueda DNS

Acerca de esta tarea

Si utiliza vSphere, el asistente de plantilla implementar OVF incluye un formulario para proporcionar toda la
informacion de configuracion de la implementacion, incluida la configuracion de red. Sin embargo, si elige no
utilizar este formulario, puede utilizar la consola de la maquina virtual de implementacion para configurar la red
en su lugar.

Pasos
1. Acceda al cliente vSphere e inicie sesion.
2. Desplacese hasta la ubicacion adecuada de la jerarquia y seleccione implementar plantilla OVF.
3. Seleccione el archivo OVA y complete el asistente implementar plantilla OVF, seleccionando las opciones
que correspondan a su entorno.

Debe definir la contrasefa de la cuenta de administrador. Debe proporcionar esta contrasefia al iniciar
sesion en la utilidad de implementacion.

4. Después de la implementacién de la maquina virtual, seleccione la nueva maquina virtual y enciela si
todavia no se ha encendido segun la entrada que haya introducido en el asistente de implementacion.
5. Si es necesario, puede configurar la red de puesta en marcha mediante la consola de maquina virtual:

a. Haga clic en la ficha Console para acceder al shell de configuracion del host ESXi y supervisar el
proceso de encendido.

b. Espere hasta que aparezca el siguiente simbolo del sistema:

Nombre de host:
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c. Escriba el nombre del host y pulse Intro.

d. Espere hasta que aparezca el siguiente simbolo del sistema:
Introduzca una contrasefa para el usuario administrador:

e. Escriba la contrasefia y pulse Intro.

f. Espere hasta que aparezca el siguiente simbolo del sistema:
¢ Usar DHCP para establecer la informacion de red? [n]:

g. Escriba n para definir una configuracion de IP estatica o y para usar DHCP y pulse Intro.

h. Si selecciona una configuracion estatica, proporcione toda la informacion de configuracion de red
segun sea necesario.

Inicie sesidn en la interfaz web de despliegue

Debe iniciar sesién en la interfaz de usuario web para confirmar que la utilidad Deploy esta disponible y
realizar la configuracion inicial.

Pasos
1. Dirija su navegador a la utilidad de implementacion mediante la direccion IP o el nombre de dominio:

https://<ip address>/

2. Proporcione el nombre de la cuenta y la contrasefia del administrador (admin) e inicie sesion.

3. Si aparece la ventana emergente Bienvenido a ONTAP Select, revise los requisitos previos y seleccione
Aceptar para continuar.

4. Si es la primera vez que inicia sesion y no instald la implementaciéon mediante el asistente disponible con
vCenter, proporcione la siguiente informacién de configuracion cuando se le solicite:

> Nueva contrasefa para la cuenta de administrador (obligatorio)
o AutoSupport (opcional)

o VCenter Server con credenciales de cuenta (opcional)

Informacion relacionada
"Inicie sesion para implementar con SSH"

Ponga en marcha un cluster de ONTAP Select

Puede usar la interfaz de usuario web proporcionada con la utilidad de administracién
ONTAP Select Deploy para implementar un cluster de ONTAP Select de un solo nodo o
varios nodos.

Cuando crea un cluster de ONTAP Select mediante la interfaz web de la utilidad de puesta en marcha, se le

guiara a través de una secuencia especifica de pasos. El proceso exacto varia en funcion de si se pone en
marcha un cluster de un solo nodo o de varios nodos.

También puede hacerlo "Implemente cliusteres de ONTAP Select mediante la interfaz de linea
de comandos de la utilidad de puesta en marcha".
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Antes de empezar

Debe prepararse para la implementacion a fin de asegurarse de que la implementacion se realice
correctamente.
Planificacién inicial
Revise las secciones Plan y License de la documentacion. Segun esto, puede tomar decisiones sobre el
cluster, como:
 Hipervisor
* Numero de nodos
* Tipo de licencia
» Tamano de la plataforma (tipo de instancia)
* Version de ONTAP Select

Preparacion de host

Debe preparar los hosts de hipervisor donde se ejecutaran los nodos de ONTAP Select y tener los archivos
de licencia de almacenamiento necesarios en funcién del modelo de licencia. Para ver los requisitos de
preparacion:

1. Inicie sesion en la interfaz de usuario web de implementacion.

2.
Haga clic en en la parte superior de la pagina.
3. Haga clic en requisitos previos.

4. Desplacese hacia abajo para revisar los requisitos y haga clic en Aceptar.

Archivos de licencia

Si tiene pensado implementar el cluster en un entorno de produccion, debe adquirir los archivos de licencia
de almacenamiento en funcion del modelo de licencia.

Implementacion de credenciales de instalacion y cuenta

Debe instalar la utilidad de administracion de implementacion y realizar la configuracion inicial. Consulte
"Instale ONTAP Select Deploy" si quiere mas informacion. Necesita tener la contrasefia para la cuenta de
administrador de despliegue que se configuré como parte del proceso de instalacion.

Instalar imagenes de nodos ONTAP Select anteriores

De forma predeterminada, la utilidad de administracion de implementacion contiene la version mas reciente
de ONTAP Select en el momento de la version. Si desea implementar clusteres mediante una version
anterior de ONTAP Select, debe afadir la imagen de ONTAP Select a la instancia de implementacion.
Consulte "Agregue una imagen ONTAP Select para implementarla" si quiere mas informacion.

Pagina de inicio de primeros pasos

La pagina inicial Introduccion a ONTAP Select Deploy le guia a través del proceso de varios pasos de
creacion de un cluster. Hay cinco pasos principales, que incluyen:

* AfRada licencias
» Agregar hosts al inventario
* Cree un cluster

« Comprobaciones previas de red
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* Ponga en marcha el cluster

@ Puede realizar los mismos pasos de forma independiente haciendo clic en las pestanas de la
parte superior de la pagina (Clusters, Hypervisor hosts, Administration).

Comprobador de redes
Si va a implementar un cluster de varios nodos, debe estar familiarizado con el comprobador de red.

Después de implementar un clister

Debe realizar una copia de seguridad de los datos de configuracion de implementacion de ONTAP Select.

Cree un cluster de un unico nodo o de varios nodos

Se puede usar la interfaz de usuario web ONTAP Select Deploy para poner en marcha un cluster de ONTAP
Select de un solo nodo o varios nodos.

Antes de empezar

Consulte "Antes de empezar" para preparar la puesta en marcha del cluster. La administracion de puesta en
marcha debe instalarse y configurarse inicialmente (contrasefia, AutoSupport y vCenter).

Acerca de esta tarea
Se crea un cluster de ONTAP Select con uno o varios nodos para una puesta en marcha de produccion.

Pasos

Los pasos que siga dependeran de si desea crear un cluster de un solo nodo o un cluster de varios nodos.
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Claster de un solo nodo

1.

10.

1.

12.

13.

14.
15.

Inicie sesion en la utilidad Deploy a través de la interfaz web mediante la cuenta de administrador
(admin).

Si aparece la ventana emergente Bienvenido a ONTAP Select, confirme que ha cumplido los
requisitos previos de configuracion y haga clic en Aceptar.

Si no aparece la pagina de inicio del cluster Introduccién, haga clic en En la parte superior de la
pagina y haga clic en Introduccién.

En la pagina Introduccién, haga clic en cargar y seleccione una licencia de su estacién de trabajo
local y haga clic en Abrir para cargar la licencia.

Haga clic en Actualizar y confirme que se ha afiadido la licencia.
Haga clic en Siguiente para agregar un host de hipervisor y, a continuacién, haga clic en Agregar.

Puede anadir el host ESXi directamente o conectarse a una instancia de vCenter Server. Proporcione
los detalles de host y las credenciales adecuadas segun sea necesario.

Haga clic en Actualizar y confirme que el valor Tipo del host es ESX.

Las credenciales de cuenta introducidas se afladen a la base de datos de credenciales de
implementacion.
Haga clic en Siguiente para iniciar el proceso de creacion del cluster.

En la seccion Detalles del cluster, proporcione toda la informacion necesaria que describe el cluster
y haga clic en hecho.

En Configuracion de nodos, proporcione la direccion IP de administracion de nodos y seleccione la
licencia para el nodo; puede cargar una nueva licencia si es necesario. También puede cambiar el
nombre del nodo si es necesario.

Proporcione la configuracion Hypervisor y Red.

Existen tres configuraciones de nodos que definen el tamafo de la maquina virtual y el conjunto de
funciones disponible. Estos tipos de instancia son compatibles con las ofertas estandar, premium y
premium XL de la licencia adquirida, respectivamente. La licencia que seleccione para el nodo debe
coincidir o superar el tipo de instancia.

Seleccione el host del hipervisor, asi como las redes de gestion y datos.

Proporcione la configuracion almacenamiento y haga clic en hecho.

Puede seleccionar las unidades segun el nivel de licencia de la plataforma y la configuracion de host.
Revise y confirme la configuracion del cluster.

. . .z . bl .z .
Para cambiar la configuracion, haga clic en g4 en la seccién correspondiente.

Haga clic en Siguiente y proporcione la contrasefia de administrador de ONTAP.

Haga clic en Crear cluster para iniciar el proceso de creacion del cluster y, a continuacién, haga clic
en Aceptar en la ventana emergente.

Es posible que el cluster se cree demore hasta 30 minutos.



16.

Supervise el proceso de creacion de un cluster en varios pasos para confirmar que el cluster se ha
creado correctamente.

La pagina se actualiza automaticamente a intervalos regulares.

Cluster multinodo

1.

Inicie sesion en la utilidad Deploy a través de la interfaz web mediante la cuenta de administrador
(admin).

Si aparece la ventana emergente Bienvenido a ONTAP Select, confirma que has cumplido con los
requisitos previos de configuracion y haz clic en Aceptar.

Si no aparece la pagina de inicio del cluster Introduccién, haga clic en En la parte superior de la
pagina y haga clic en Introduccién.

En la pagina Introduccioén, haga clic en cargar y seleccione una licencia de su estacion de trabajo
local y haga clic en Abrir para cargar la licencia. Repita el procedimiento para agregar una segunda
licencia.

5. Haga clic en Refrescar y confirme que se han agregado las licencias.

10.

1.

12.

13.

14.

Haga clic en Siguiente para agregar dos hosts de hipervisor y luego haga clic en Agregar.

Puede anadir los hosts ESXi directamente o mediante la conexién a un servidor vCenter. Proporcione
los detalles de host y las credenciales adecuadas segun sea necesario.

Haga clic en Actualizar y confirme que el valor Tipo del host es ESX.

Las credenciales de cuenta introducidas se afiaden a la base de datos de credenciales de
implementacion.
Haga clic en Siguiente para iniciar el proceso de creacion del cluster.

En la seccion Detalles del cluster, seleccione Cluster de nodos 2 para Cluster Size, proporcione
toda la informacion requerida que describa los clusters y haga clic en Listo.

En Configuracion de nodos, proporcione las direcciones IP de administracion de nodos y
seleccione las licencias para cada nodo; puede cargar una nueva licencia si es necesario. También
puede cambiar los nombres de los nodos si es necesario.

Proporcione la configuracion Hypervisor y Red.

Existen tres configuraciones de nodos que definen el tamafo de la maquina virtual y el conjunto de
funciones disponible. Estos tipos de instancia son compatibles con las ofertas estandar, premium y
premium XL de la licencia adquirida, respectivamente. La licencia seleccionada para los nodos debe
coincidir o superar el tipo de instancia.

Seleccione los hosts de hipervisor, asi como las redes internas, de gestion y de datos.

Proporcione la configuracion almacenamiento y haga clic en hecho.

Puede seleccionar las unidades segun el nivel de licencia de la plataforma y la configuracion de host.
Revise y confirme la configuracion del cluster.

. . .z . hd .z .
Para cambiar la configuracion, haga clic en g en la seccién correspondiente.

Haga clic en Siguiente y ejecute la comprobacion previa de red haciendo clic en Ejecutar. Esto
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valida que la red interna seleccionada para el trafico del cluster de ONTAP funcione correctamente.
15. Haga clic en Siguiente y proporcione la contrasefia de administrador de ONTAP.
16. Haga clic en Crear cluster para iniciar el proceso de creacion del cluster y, a continuacion, haga clic
en Aceptar en la ventana emergente.

El cluster puede tardar hasta 45 minutos en crearse.

17. Supervise el proceso de creacion del cluster de varios pasos para confirmar que el cluster se ha
creado correctamente.

La pagina se actualiza automaticamente a intervalos regulares.

Después de terminar

Es necesario confirmar que la funcion ONTAP Select AutoSupport esta configurada y, a continuacion, realizar
un backup de los datos de configuracion de implementacion de ONTAP Select.

Si se inicia la operacion de creacion de cluster, pero no se puede completar, es posible que la
contrasefia de administrador de ONTAP que defina no se aplique. Si esto sucede, comuniquese
con el soporte técnico de NetApp para obtener ayuda.

El estado inicial del cluster después de la implementacion

Debe conocer el estado inicial de un cluster después de haberse implementado y
configurar el cluster segun sea necesario para su entorno.

Un cluster de ONTAP Select tiene varias caracteristicas después de crearlo.

La restriccion de los roles y permisos de la cuenta de administrador de ONTAP puede limitar la

@ capacidad de ONTAP Select Deploy de gestionar el cluster. Para obtener mas informacion,
consulte el articulo de la base de conocimientos "El refrescamiento del cluster de despliegue de
OTS falla con error".

LIF
Hay dos tipos de LIF asignadas por el cliente:

» Gestion de clusteres (uno por cluster)
* Gestion de nodos (uno por nodo)

@ Un cluster multinodo tiene una red interna con LIF generadas automaticamente.

SVM
Hay tres SVM activas:

* SVM. Administracion
* SVM de nodo
* SVM System (cluster)
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No se crean SVM de datos como parte de la puesta en marcha del cluster de ONTAP Select.
Las debe crear el administrador del cluster tras la puesta en marcha. Para obtener mas
informacion, consulte "Cree un SVM".

Agregados

Se crea el agregado raiz.

Funciones

Todas las funciones estan sujetas a licencia y estan disponibles. Tanto SnapLock como FabricPool requieren
licencias independientes.

Informacion relacionada

+ "Tipos de SVM contenidas en un cluster"

* "Funciones de ONTAP habilitadas de forma predeterminada”
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Informacién de copyright

Copyright © 2025 NetApp, Inc. Todos los derechos reservados. Imprimido en EE. UU. No se puede reproducir
este documento protegido por copyright ni parte del mismo de ninguna forma ni por ningin medio (grafico,
electrénico o mecanico, incluidas fotocopias, grabaciones o almacenamiento en un sistema de recuperacion
electrénico) sin la autorizacion previa y por escrito del propietario del copyright.

El software derivado del material de NetApp con copyright esta sujeto a la siguiente licencia y exencion de
responsabilidad:

ESTE SOFTWARE LO PROPORCIONA NETAPP «TAL CUAL» Y SIN NINGUNA GARANTIA EXPRESA O
IMPLICITA, INCLUYENDO, SIN LIMITAR, LAS GARANTIAS IMPLICITAS DE COMERCIALIZACION O
IDONEIDAD PARA UN FIN CONCRETO, CUYA RESPONSABILIDAD QUEDA EXIMIDA POR EL PRESENTE
DOCUMENTO. EN NINGUN CASO NETAPP SERA RESPONSABLE DE NINGUN DANO DIRECTO,
INDIRECTO, ESPECIAL, EJEMPLAR O RESULTANTE (INCLUYENDO, ENTRE OTROS, LA OBTENCION
DE BIENES O SERVICIOS SUSTITUTIVOS, PERDIDA DE USO, DE DATOS O DE BENEFICIOS, O
INTERRUPCION DE LAACTIVIDAD EMPRESARIAL) CUALQUIERA SEA EL MODO EN EL QUE SE
PRODUJERON Y LA TEORIA DE RESPONSABILIDAD QUE SE APLIQUE, YA SEA EN CONTRATO,
RESPONSABILIDAD OBJETIVA O AGRAVIO (INCLUIDA LA NEGLIGENCIA U OTRO TIPO), QUE SURJAN
DE ALGUN MODO DEL USO DE ESTE SOFTWARE, INCLUSO S| HUBIEREN SIDO ADVERTIDOS DE LA
POSIBILIDAD DE TALES DANOS.

NetApp se reserva el derecho de modificar cualquiera de los productos aqui descritos en cualquier momento y
sin aviso previo. NetApp no asume ningun tipo de responsabilidad que surja del uso de los productos aqui
descritos, excepto aquello expresamente acordado por escrito por parte de NetApp. El uso o adquisiciéon de
este producto no lleva implicita ninguna licencia con derechos de patente, de marcas comerciales o cualquier
otro derecho de propiedad intelectual de NetApp.

Es posible que el producto que se describe en este manual esté protegido por una o mas patentes de EE.
UU., patentes extranjeras o solicitudes pendientes.

LEYENDA DE DERECHOS LIMITADOS: el uso, la copia o la divulgacion por parte del gobierno estan sujetos
a las restricciones establecidas en el subparrafo (b)(3) de los derechos de datos técnicos y productos no
comerciales de DFARS 252.227-7013 (FEB de 2014) y FAR 52.227-19 (DIC de 2007).

Los datos aqui contenidos pertenecen a un producto comercial o servicio comercial (como se define en FAR
2.101) y son propiedad de NetApp, Inc. Todos los datos técnicos y el software informatico de NetApp que se
proporcionan en este Acuerdo tienen una naturaleza comercial y se han desarrollado exclusivamente con
fondos privados. El Gobierno de EE. UU. tiene una licencia limitada, irrevocable, no exclusiva, no transferible,
no sublicenciable y de alcance mundial para utilizar los Datos en relacion con el contrato del Gobierno de los
Estados Unidos bajo el cual se proporcionaron los Datos. Excepto que aqui se disponga lo contrario, los Datos
no se pueden utilizar, desvelar, reproducir, modificar, interpretar o mostrar sin la previa aprobacién por escrito
de NetApp, Inc. Los derechos de licencia del Gobierno de los Estados Unidos de América y su Departamento
de Defensa se limitan a los derechos identificados en la clausula 252.227-7015(b) de la seccién DFARS (FEB
de 2014).

Informacién de la marca comercial
NETAPP, el logotipo de NETAPP y las marcas que constan en http://www.netapp.com/TM son marcas

comerciales de NetApp, Inc. El resto de nombres de empresa y de producto pueden ser marcas comerciales
de sus respectivos propietarios.

22


http://www.netapp.com/TM

	Instale : ONTAP Select
	Tabla de contenidos
	Instale
	Lista de comprobación previa a la instalación
	Lista de comprobación de configuración y preparación de hosts
	Información necesaria para la instalación de la utilidad de implementación
	Información obligatoria para la instalación de ONTAP Select
	Configuración de un host para usar unidades NVMe

	Instale ONTAP Select Deploy
	Descargue la imagen de la máquina virtual
	Verifique la firma OVA de despliegue de ONTAP Select
	Implemente el equipo virtual
	Inicie sesión en la interfaz web de despliegue

	Ponga en marcha un clúster de ONTAP Select
	Antes de empezar
	Cree un clúster de un único nodo o de varios nodos

	El estado inicial del clúster después de la implementación


