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ONTAP Select

Requisitos generales y consideraciones de planificacion

Existen varios requisitos generales que se deben tener en cuenta como parte de la
planificacion de una puesta en marcha de ONTAP Select.

Tamaio del cluster y consideraciones relacionadas

Hay varios problemas de planificacion relacionados con el tamafio del cluster que debe tener en cuenta.

Numero de nodos en el cluster

Un cluster de ONTAP Select se compone de uno, dos, cuatro, seis u ocho nodos. Debe determinar el
tamafio del cluster de acuerdo con los requisitos de la aplicacion. Por ejemplo, si se necesita una
capacidad de alta disponibilidad para una puesta en marcha empresarial, se debe utilizar un cluster de
varios nodos.

Dedicado versus colubicado

En funcién del tipo de aplicacién, debe determinar si la implementacion sigue el modelo dedicado o
colubicado. Tenga en cuenta que el modelo de colocacion puede ser mas complejo debido a la diversidad
de la carga de trabajo y a una integracién mas estrecha.

Hosts de hipervisores

Existen varios problemas de planificacién relacionados con el host del hipervisor que debe tener en cuenta.

No se debe modificar directamente la configuracion de una maquina virtual de ONTAP Select a
menos que el soporte de NetApp le indique hacerlo. Sélo se debe configurar y modificar una

@ maquina virtual mediante la utilidad de administracion de despliegue. Si se realizan cambios en
una maquina virtual de ONTAP Select fuera de la utilidad de implementacion sin la ayuda del
soporte de NetApp, es posible que la maquina virtual falle y quede inutilizable.

Independiente del hipervisor

Tanto ONTAP Select como la utilidad de administracion de ONTAP Select Deploy son independientes del
hipervisor. Los siguientes hipervisores son compatibles con ambos.

* VMware ESXi

* Maquina virtual basada en kernel (KVM)

@ A partir de ONTAP Select 9.10.1, el hipervisor KVM ya no es compatible cuando se pone en
marcha un cluster nuevo. Todavia puede utilizar KVM con una version compatible anterior.

Consulte la informacion de planificacion especifica del hipervisor y las notas de la version para obtener mas
detalles sobre las plataformas compatibles.

Hipervisor para nodos ONTAP Select y utilidad de administracion

Tanto la utilidad de administracion de implementacion como los nodos ONTAP Select se ejecutan como
maquinas virtuales. El hipervisor que elija para la utilidad de puesta en marcha es independiente del
hipervisor que elija para los nodos ONTAP Select. Dispone de flexibilidad completa al emparejar los dos:



 La utilidad de puesta en marcha que se ejecuta en VMware ESXi puede crear y gestionar clusteres de
ONTAP Select en VMware ESXi 0 KVM

+ La utilidad de puesta en marcha que se ejecuta en KVM puede crear y gestionar clusteres de ONTAP
Select en VMware ESXi o KVM

Una o mas instancias de nodo ONTAP Select por host

Cada nodo ONTAP Select se ejecuta como maquina virtual dedicada. Puede crear varios nodos en el
mismo host del hipervisor, con las siguientes restricciones:

* No se pueden ejecutar varios nodos desde un unico cluster de ONTAP Select en el mismo host. Todos
los nodos de un host especifico deben tener clusteres de ONTAP Select diferentes.
* Debe usar almacenamiento externo.

+ Si utiliza RAID de software, solo puede implementar un nodo ONTAP Select en el host.

Coherencia de hipervisores para los nodos dentro de un cluster

Todos los hosts de un cluster de ONTAP Select deben ejecutarse en la misma versién y version del
software del hipervisor.

Numero de puertos fisicos en cada host
Debe configurar cada host para que use uno, dos o cuatro puertos fisicos. Aunque tiene flexibilidad al

configurar los puertos de red, debe seguir estas recomendaciones cuando sea posible:
* Un host en un cluster de un solo nodo deberia tener dos puertos fisicos.

» Cada host de un cluster multinodo deberia tener cuatro puertos fisicos

Integracion de ONTAP Select con un cluster basado en hardware de ONTAP

No se puede anadir un nodo ONTAP Select directamente a un cluster basado en hardware de ONTAP. Sin
embargo, de forma opcional, puede establecer una relacion de paridad entre un cluster de ONTAP Select y
un cluster de ONTAP basado en hardware.

Reducida

Existen varios problemas de planificacién relacionados con el almacenamiento host que se deben tener en
cuenta.

Tipo de RAID

Cuando se utiliza almacenamiento de conexién directa (DAS) en ESXi, debe decidir si se utilizara una
controladora RAID de hardware local o la funciéon RAID de software incluida con ONTAP Select. Si utiliza
RAID de software, consulte "Consideraciones sobre almacenamiento y RAID" si quiere mas informacion.

Almacenamiento local
Cuando se utiliza el almacenamiento local gestionado por una controladora RAID, debe decidir lo siguiente:

+ Si se utilizan uno o varios grupos RAID

» Si se deben usar una o mas LUN

Almacenamiento externo

Al utilizar la solucion vNAS de ONTAP Select, debe decidir donde se encuentran los almacenes de datos
remotos y como se accede a ellos. VNAS de ONTAP Select admite las siguientes configuraciones:

* VSAN de VMware



» Cabina de almacenamiento externo genérica

Calcular el almacenamiento necesario

Debe determinar la cantidad de almacenamiento que se requiere para los nodos ONTAP Select. Esta
informacién es necesaria como parte de la adquisicion de las licencias adquiridas con la capacidad de
almacenamiento. Consulte restricciones de capacidad de almacenamiento si desea obtener mas

informacion.
@ La capacidad de almacenamiento de ONTAP Select corresponde al tamafio total permitido de
los discos de datos conectados a la maquina virtual ONTAP Select.

Modelo de licencias para la puesta en marcha de entornos de produccion

Debe seleccionar los niveles de capacidad o el modelo de licencia para pools de capacidad para cada
cluster de ONTAP Select implementado en un entorno de produccion. Consulte la seccion License para
obtener mas informacion.

Informacion relacionada
+ "Consideraciones sobre almacenamiento y RAID"

Consideraciones sobre el hipervisor y el hardware de
VMware

Existen varios problemas relacionados con los requisitos de hardware y planificacién que
debe tener en cuenta en relacion con el entorno de VMware.
Requisitos de hipervisor

Hay varios requisitos relacionados con el hipervisor donde se ejecuta ONTAP Select.

@ Debe revisar las notas de la versién actual para su version de ONTAP Select sobre cualquier
limitacion o restriccion conocida adicional.
Licencias de VMware

Para poner en marcha un cluster de ONTAP Select, su organizaciéon debe tener una licencia de VMware
vSphere valida para los hosts de hipervisores donde se ejecuta ONTAP Select. Debe utilizar las licencias
adecuadas para la implementacion.

Compatibilidad de software

ONTAP Select puede ponerse en marcha en los siguientes hipervisores:

* VMware ESXi 7.0 GA (compilacién 15843807 o posterior), incluidos 7.0 U1, U2 y U3C

@ NetApp es compatible con ONTAP Select en las versiones identificadas de ESXi siempre que
VMware también siga siendo compatible con las mismas versiones.

ESXi 6,5 GAy ESXi 6,7 GA estan llegando al final del estado de disponibilidad. Si tiene
@ clusteres de ONTAP Select con estas versiones, debe actualizar a las versiones compatibles
segun el "Herramienta de matriz de interoperabilidad (IMT)".


https://mysupport.netapp.com/matrix

Actualice a VMware ESXi 6,5 U2 o una version posterior

Si actualmente tiene instalado ONTAP Select en VMware ESXi 6.5 U1, debera actualizar a ESXi 6.5 U2 o
posterior Lo antes posible.. El uso de ESXi 6.5 U1 puede exponerle a un fallo de maquina virtual debido a un
error conocido de VMware.

VMware vCenter y hosts ESXi independientes

Si un host del hipervisor ESXi se gestiona mediante una instancia de vCenter Server, debe registrar el host en
la utilidad de administracion de puesta en marcha con las credenciales de vCenter. No es posible registrar el
host como un host independiente con las credenciales ESXi.

Requisitos centrales de hardware

El host del hipervisor fisico en el que se ponga en marcha ONTAP Select debe cumplir varios requisitos de
hardware. Puede elegir cualquier plataforma para el host del hipervisor, siempre que cumpla los requisitos
minimos de hardware. Los siguientes proveedores ofrecen plataformas de hardware compatibles: Cisco, Dell,
HP, Fujitsu, Lenovo, Y Supermicro.

@ A partir de ONTAP Select 9.9.1, solo se admiten los modelos de CPU basados en Intel Xeon
Sandy Bridge o posteriores.

Consulte la Herramienta de matriz de interoperabilidad de NetApp,window=_blank si quiere mas informacion.

Requisitos basicos de hardware

Existen varios requisitos comunes de hardware que se aplican a todas las plataformas independientemente
del nodo
tipo de instancia u oferta de licencia.

Procesador
Entre los microprocesadores compatibles se incluyen los siguientes:

» Procesadores Intel Xeon para servidor (consulte Procesadores Intel Xeon,window=_blank si quiere mas
informacion).

Configuracion de Ethernet
El tamafio del cluster admite varias configuraciones de Ethernet.

Tamafio del cluster Requisitos minimos Requisitos recomendados
Cluster de un solo nodo 2 x 1GbE 2 x 10GbE
Cluster de dos nodos 0 SDS de 4 x1 GbE o1 x 10 GbE 2 x 10GbE

MetroCluster

cluster de 4/6/8 nodos 2 x 10GbE 4 x 10 GbE 0 2 x 25 GbE

Requisitos de hardware adicionales basados en el tipo de instancia

Existen varios requisitos de hardware adicionales segun el tipo de instancia del nodo.

Consulte "Conozca las ofertas de licencias de la plataforma" si quiere mas informacion.


https://mysupport.netapp.com/matrix
https://www.intel.com/content/www/us/en/products/processors/xeon/view-all.html?Processor+Type=1003
https://docs.netapp.com/es-es/ontap-select-9121/concept_lic_platforms.html

Pequeio

* Nucleos de CPU
Seis nucleos fisicos 0 mas, con cuatro reservados para ONTAP Select.

* Memoria
24GB TB o superior con 16GB TB reservados para ONTAP Select.

* Oferta de licencias de plataforma requerida
Estandar, premium o premium XL

Mediano

* Nucleos de CPU
Diez nucleos fisicos 0 mas, con ocho reservados para ONTAP Select.

* Memoria
72GB TB o superior con 64GB TB reservados para ONTAP Select

* Oferta de licencias de plataforma requerida
Premium o premium XL

Grande

* Nucleos de CPU
Dieciocho nucleos fisicos 0 mas, con dieciséis reservados para ONTAP Select.

* Memoria
136GB TB o superior con 128GB TB reservados para ONTAP Select

* Oferta de licencias de plataforma requerida

Premium XL
@ Existen requisitos de disco adicionales basados en la licencia de la plataforma. Consulte
"Almacenamiento y RAID" si quiere mas informacion.

Consideraciones sobre almacenamiento y RAID

Existen varios problemas de planificacion relacionados con el almacenamiento en host
de ONTAP Select que se deben tener en cuenta.

@ La informacién sobre soporte de almacenamiento externo se describe en "Requisitos de vNAS
de ONTAP Select".

Requisitos de la controladora RAID de hardware

La controladora RAID en el host del hipervisor en el que se pone en marcha ONTAP Select debe cumplir
varios requisitos.

Un host ESXi donde se ejecuta ONTAP Select requiere unidades fisicas locales cuando se

@ utiliza una controladora RAID de hardware o la capacidad RAID de software proporcionada con
ONTAP Select. Si utiliza la solucion vNAS de ONTAP Select para acceder a almacenamiento
externo, no se utilizan una controladora RAID local y las funciones RAID de software.

Los requisitos minimos para la controladora RAID son:



* Rendimiento de 12 Gbps

* 512 MB de caché interna respaldada por bateria o flash (SuperCap)

» Configurado en modo de retroceso de escritura:
o Activar el modo de conmutacion por recuperacion para “reescritura” (si esta admitido)
o Activar la politica de "siempre lectura anticipada" (si se admite)

» Todos los discos locales detras de la controladora RAID deben configurarse como un unico grupo RAID;
se pueden usar multiples controladoras RAID si es necesario:

> Deshabilite la caché de unidad local para el grupo RAID, que es fundamental para conservar la
integridad de los datos.

 La configuracién de LUN se debe realizar segun las siguientes directrices:

> Si el tamafio del grupo RAID supera el tamafio maximo de LUN ESXi de 64 TB, deberia configurar
varios LUN de igual tamafio que consumen todo el almacenamiento disponible en el grupo RAID.

o Si el tamafio del grupo RAID es mas pequefio que el tamafio maximo de LUN ESXi de 64 TB, deberia
configurar una LUN que consuma todo el almacenamiento disponible en el grupo RAID.

Requisitos de RAID de software

Cuando pone en marcha un cluster de ONTAP Select en el hipervisor ESXi de VMware, puede utilizar la
funcionalidad RAID de software que proporciona ONTAP Select en lugar de una controladora RAID de
hardware local. Debe tener en cuenta varios requisitos y restricciones antes de implementar un cluster con
RAID de software.

Requisitos generales

El entorno para una implementacion RAID de software en VMware ESXi debe cumplir con los siguientes
requisitos principales:

* VMware ESXi 7,0 GA (compilacion 15843807) o posterior

* Licencia premium o superior de ONTAP Select

Solo unidades SSD locales
» Separacion de discos de sistema de la raiz y los agregados de datos

» Sin controladora RAID de hardware en el host

@ Si hay una controladora RAID de hardware, consulte "Almacenamiento en profundidad" para
obtener informacion sobre requisitos de configuracion adicionales.

* No se admiten VMware VMotion, alta disponibilidad y DRS

* No se puede usar RAID de software con un nodo que se haya actualizado desde ONTAP Select 9,4 o una
version anterior. Si este es el caso, debe crear un nuevo nodo para la implementacién de RAID de
software.

Configuracion de nodos de ONTAP Select

Debe configurar cada nodo ONTAP Select y cada host de hipervisor de la siguiente forma para separar los
discos del sistema de los agregados de datos y raiz:

* Cree un pool de almacenamiento del sistema


https://docs.netapp.com/es-es/ontap-select-9121/concept_stor_concepts_chars.html

Debe crear un pool de almacenamiento para los datos del sistema ONTAP Select. Debe conectar el pool
de almacenamiento como parte de la configuracion del nodo ONTAP Select.

* Conecte los discos fisicos necesarios
El host del hipervisor debe tener los discos SSD necesarios conectados y disponibles para que los utilice
la maquina virtual de ONTAP Select. Estas unidades contienen los agregados de datos y raiz. Debe
conectar los discos de almacenamiento como parte de la configuracion del nodo ONTAP Select.

Restricciones de la capacidad de almacenamiento

Como parte de la planificacion de una implementacion de ONTAP Select, debe tener en cuenta las
restricciones relacionadas con el uso y la asignacién de almacenamiento.

A continuacion se presentan las restricciones de almacenamiento mas importantes. También debe revisar el
"Herramienta de matriz de interoperabilidad de NetApp" para obtener informaciéon mas detallada.

ONTAP Select aplica varias restricciones relacionadas con la asignacion y el uso del

almacenamiento. Antes de poner en marcha un clister de ONTAP Select o adquirir una
licencia, deberia estar familiarizado con estas restricciones. Consulte "Licencia" para obtener
mas informacion.

Calcule la capacidad de almacenamiento bruta

La capacidad de almacenamiento de ONTAP Select corresponde al tamafio total permitido de los datos
virtuales y los discos raiz conectados a la maquina virtual ONTAP Select. Debe tener en cuenta esto al asignar
capacidad.

Capacidad de almacenamiento minima para un cluster de un unico nodo

El tamafio minimo del pool de almacenamiento asignado al nodo en un clister de un unico nodo es:

« Evaluacion: 500 GB
e Produccion: 1.0 TB

La asignacion minima para una puesta en marcha de produccion consta de 1 TB para los datos de usuario,
mas aproximadamente 266 GB utilizados por diversos procesos internos de ONTAP Select, que se considera
como sobrecarga requerida.

Capacidad de almacenamiento minima para un clister multinodo

El tamafio minimo del pool de almacenamiento asignado a cada nodo en un cluster de varios nodos es:

* Evaluacién: 1.9 TB
e Produccion: 2,0 TB
La asignacion minima para una puesta en marcha de produccion consiste en 2 TB para los datos de usuario,

mas aproximadamente 266 GB utilizados por varios procesos internos de ONTAP Select, lo que se considera
sobrecarga requerida.

@ Cada nodo de una pareja de alta disponibilidad debe tener la misma capacidad de
almacenamiento.


https://mysupport.netapp.com/matrix/
https://docs.netapp.com/us-en/ontap-select/concept_lic_evaluation.html

La capacidad de almacenamiento y varios pools de almacenamiento

Puede configurar cada nodo de ONTAP Select para que use hasta 400 TB de almacenamiento cuando utilice
almacenamiento local de conexion directa, VMware VSAN o cabinas de almacenamiento externas. Sin
embargo, el tamafio maximo de un pool de almacenamiento unico es de 64 TB cuando se utilizan cabinas de
almacenamiento de conexion directa o cabinas de almacenamiento externas. Por lo tanto, si tiene pensado
utilizar mas de 64 TB de almacenamiento en estas situaciones, debe asignar varios pools de almacenamiento
de la siguiente manera:

* Asigne el pool de almacenamiento inicial durante el proceso de creacion del cluster

* Aumente el almacenamiento del nodo asignando uno o varios pools de almacenamiento adicionales

Un bufer del 2% se deja sin utilizar en cada pool de almacenamiento y no requiere una licencia
de capacidad. ONTAP Select no utiliza este almacenamiento, a menos que se especifique una

@ capacidad maxima. Si se especifica un limite de capacidad, se utilizara esa cantidad de
almacenamiento a menos que la cantidad especificada caiga en la zona de bufer del 2%. El
bufer es necesario para evitar errores ocasionales que se producen al intentar asignar todo el
espacio de un pool de almacenamiento.

Capacidad de almacenamiento y VSAN de VMware

Cuando se utiliza VSAN de VMware, un almacén de datos puede ser mayor que 64 TB. Sin embargo, solo se
pueden asignar inicialmente hasta 64 TB al crear el cluster de ONTAP Select. Una vez creado el cluster,
puede asignar almacenamiento adicional desde el almacén de datos VSAN existente. La capacidad de
almacenes de datos VSAN que puede consumir ONTAP Select se basa en el conjunto de politicas de
almacenamiento de maquinas virtuales.

Mejores practicas
Debe tener en cuenta las siguientes recomendaciones en relacion con el hardware del nucleo del hipervisor:

» Todas las unidades de un unico agregado de ONTAP Select deben ser del mismo tipo. Por ejemplo, no se
deben mezclar unidades HDD y SSD en el mismo agregado.

Requisitos adicionales de unidad de disco basados en la licencia de la plataforma

Las unidades que elija estan limitadas en funcién de la oferta de licencia de la plataforma.

Los requisitos de la unidad de disco se aplican cuando se utilizan unidades y controladoras
RAID locales, asi como RAID de software. Estos requisitos no se aplican a almacenamiento
externo al que accede a través de la solucion vNAS de ONTAP Select.

Estandar
+ DE 8 A60 UNIDADES HDD INTERNAS (NL-SAS, SATAY SAS A 10 000 RPM)

Premium
+ DE 8 A60 UNIDADES HDD INTERNAS (NL-SAS, SATAY SAS A 10 000 RPM)

* 4 a 60 SSD internos

Premium XL
* DE 8 A60 UNIDADES HDD INTERNAS (NL-SAS, SATAY SAS A 10 000 RPM)



* 4 2 60 SSD internos
* 4 a 14 NVMe internos

@ El software RAID con unidades DAS locales es compatible con la licencia premium (solo SSD) y
la licencia premium XL (SSD o NVMe).

Unidades NVMe con software RAID

Es posible configurar RAID de software para usar unidades SSD NVMe. Su entorno debe cumplir con los
siguientes requisitos:

* ONTAP Select 9,7 o posterior con una utilidad de administracion de puesta en marcha compatible

» Oferta de licencia de plataforma Premium XL o licencia de evaluacion de 90 dias

* VMware ESXi version 6.7 o posterior

* Dispositivos NVMe que cumplen con la especificacion 1.0 o posterior

Es necesario configurar manualmente las unidades NVMe antes de usarlas. Consulte "Configure un host para
usar unidades NVMe" si quiere mas informacion.

Requisitos de VNAS de ONTAP Select

VNAS de ONTAP Select es una solucién que permite que los almacenes de datos de
ONTAP Select sean externos al host del hipervisor en el que se ejecuta la maquina
virtual de ONTAP Select. Se puede acceder a estos almacenes de datos remotos
mediante VMware VSAN o una cabina de almacenamiento externa genérica.

Requisitos basicos y restricciones
La solucion vNAS de ONTAP Select puede utilizarse con un cluster de ONTAP Select de cualquier tamafo.

Todos los componentes de almacenamiento relacionados, incluidos los requisitos de hardware, software y
funciones, deben cumplir los requisitos descritos en la

"Herramienta de matriz de interoperabilidad de NetApp". Ademas, ONTAP Select es compatible con todas las
cabinas de almacenamiento externo descritas en la documentacion sobre almacenamiento y compatibilidad
SAN de VMware, incluida iSCSI, NAS (NFSv3), Fibre Channel y Fibre Channel sobre Ethernet. La
compatibilidad con cabinas externas esta limitada por la version de ESXi compatible con ONTAP Select.

Las siguientes funciones de VMware son compatibles al poner en marcha un cluster con vNAS de ONTAP
Select:

* VMotion
« Alta disponibilidad

* Planificador de recursos distribuidos (DRS, Distributed Resource Scheduler)

Estas funciones de VMware son compatibles con clusteres de ONTAP Select de un solo nodo y
@ de varios nodos. Cuando ponga en marcha un cluster de varios nodos, debe asegurarse de que
dos 0 mas nodos del mismo cluster no se ejecuten en el mismo host del hipervisor.

No se admiten las siguientes funciones de VMware:


https://docs.netapp.com/es-es/ontap-select-9121/task_chk_nvme_configure.html
https://docs.netapp.com/es-es/ontap-select-9121/task_chk_nvme_configure.html
https://mysupport.netapp.com/matrix/

* Tolerancia a fallos (FT)
» Almacén de datos virtual (VVOL)

Requisitos de configuracion

Si piensa utilizar un almacén de datos VMFS en una cabina de almacenamiento externa (iSCSI, Fibre
Channel, Fibre Channel sobre Ethernet), debe crear un pool de almacenamiento VMFS antes de configurar
ONTAP Select para que use el almacenamiento. Si utiliza un almacén de datos NFS, no es necesario crear un
almacén de datos VMFS independiente. Todos los almacenes de datos VSAN deben definirse en el mismo
cluster ESXi.

Debe proporcionar un limite de capacidad para cada almacén de datos en VMware VSAN o una
cabina de almacenamiento externa al configurar un host o realizar una operacion de adicién de

@ almacenamiento. La capacidad que se especifica debe estar dentro de los limites de
almacenamiento permitidos del almacenamiento externo. Se producira un error si no se
proporciona un limite de capacidad o si el almacenamiento externo se queda sin espacio
durante la operacion de creacion de disco.

Mejores practicas

Consulte la documentaciéon de VMware disponible y cumpla las practicas recomendadas aplicables
identificadas para hosts ESXi. Ademas:

« Definir configuraciones de puertos de red dedicados, ancho de banda y vSwitch para las redes de ONTAP
Select y almacenamiento externo (VSAN de VMware y trafico genérico de cabina de almacenamiento
cuando se utiliza iISCSI o NFS)

» Configuracion de la opcion de capacidad para restringir el uso del almacenamiento (ONTAP Select no
puede consumir toda la capacidad de un almacén de datos VNAS externo)

* Asegurese de que todas las cabinas de almacenamiento externo genéricas usen las funciones de
redundancia y alta disponibilidad disponibles cuando sea posible

Consideraciones sobre la red

Debe configurar la red del hipervisor correctamente antes de implementar ONTAP Select.

Opciones de switch virtual

Debe configurar un switch virtual en cada uno de los hosts ONTAP Select para admitir la red externa y la red
interna (solo clusteres de varios nodos). Como parte de la implementacion de un cluster de varios nodos, debe
probar la conectividad de red en la red de cluster interna.

@ Si quiere mas informacion sobre como configurar un vSwitch en un host de hipervisor y la
funcion de interfaz de alta velocidad, consulte la "Redes profundas" seccion.

Actualice a VMXNet3

A partir de ONTAP Select 9.5 con Deploy 2.10, VMXNEGS es el controlador de red predeterminado que se
incluye con las nuevas implementaciones de cluster en VMware ESXi. Si actualiza un nodo ONTAP Select
antiguo a la version 9,5 o posterior, el controlador no se actualiza automaticamente.
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MTU del cluster

Se usa una red interna separada para conectar los nodos de ONTAP Select en un cluster de varios nodos.
Generalmente, el tamafio de MTU para esta red es de 9000. Sin embargo, existen situaciones en las que este
tamafio de MTU sea demasiado grande para la red que conecta los nodos de ONTAP Select. Para acomodar
las tramas mas pequefias, el tamafio de MTU que utiliza ONTAP Select en la red interna puede estar en un
rango de 7500-9000 bytes.

El tamafio de MTU se muestra en la seccidn Cluster Details de la pagina cluster Creation. El valor esta
determinado por la utilidad de administracion de despliegue de la siguiente manera:
1. Valor predeterminado inicial de 9000.

2. Al anadir hosts y redes para los pares de alta disponibilidad, el valor MTU se reduce segun sea necesario,
en funcién de la configuracién de los vSwitch en la red.

3. El valor final de MTU del cluster para el cluster se establece después de haber afiadido todas las parejas
de alta disponibilidad y esta listo para crear el cluster.

@ Puede establecer manualmente el valor de MTU de cluster si es necesario, en funcion del
diseno de la red.

Host de dos NIC con vSwitch estandar

Para mejorar el rendimiento de ONTAP Select en una configuracion de dos NIC, debe aislar el trafico de red
interno y externo mediante dos grupos de puertos. Esta recomendacion se aplica a la siguiente configuracion
especifica:

 Cluster multinodo ONTAP Select

* Dos NIC (NIC1 y NIC2)

» VSwitch estandar
En este entorno, debe configurar el trafico mediante dos grupos de puertos de la siguiente manera:

Grupo de puertos 1
* Red interna (cluster, RSM, trafico de alta disponibilidad-IC)

* NIC1 esta activo

* NIC2 en espera

Grupo de puertos 2
* Red externa (trafico de gestion y datos)

* NIC1 esta en espera

* NIC2 en activo

Consulte "Redes profundas" Para obtener mas informacion acerca de las implementaciones de dos NIC.

Host de cuatro NIC con vSwitch estandar

Para mejorar el rendimiento de ONTAP Select en una configuracion de cuatro NIC, debe aislar el trafico de red
interno y externo utilizando cuatro grupos de puertos. Esta recomendacion se aplica a la siguiente
configuracion especifica:
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e Cluster multinodo ONTAP Select
» Cuatro NIC (NIC1, NIC2, NIC3 y NIC4)

» VSwitch estandar
En este entorno, debe configurar el trafico mediante cuatro grupos de puertos de la siguiente manera:

Grupo de puertos 1
* Red interna (trafico de cluster, RSM)

* NIC1 esta activo
* NIC2, NIC3, NIC4 en espera

Grupo de puertos 2
* Red interna (cluster, trafico de alta disponibilidad-IC)

* NIC3 esta activo
* NIC1, NIC2, NIC4 en espera

Grupo de puertos 3
* Red externa (trafico de gestion y datos)

* NIC2 esta activo
* NIC1, NIC3, NIC4 en espera

Grupo de puertos 4
* Red externa (trafico de datos)

* NIC4 esta activo
* NIC1, NIC2, NIC3 en espera

Consulte "Redes profundas" Para obtener mas informacion acerca de las implementaciones de cuatro NIC.

Requisitos de trafico de red

Debe asegurarse de que los firewalls estan configurados correctamente para permitir que el trafico de red
fluya entre los distintos participantes en un entorno de implementacion de ONTAP Select.

Participantes

Hay varios participantes o entidades que intercambian trafico de red como parte de una implementacion de
ONTAP Select. Se introducen y, a continuacion, se utilizan en la descripcion de resumen de los requisitos de
trafico de red.

* Puesta en marcha
Utilidad de administraciéon de ONTAP Select Deploy

* VSphere/ESXi
Un servidor vSphere o un host ESXi, segun como se gestione el host en la puesta en marcha del cluster

* Servidor de hipervisor
Host del hipervisor ESXi

* Nodo OTS
Un nodo ONTAP Select
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* Cluster de OTS
Un cluster de ONTAP Select

* WS. Administracion
Estacion de trabajo administrativa local

Resumen de los requisitos de trafico de red
En la siguiente tabla se describen los requisitos de trafico de red para una implementacion de ONTAP Select.

Protocolo/Puerto  Direccién Descripcion

TLS (443) Implemente en vCenter Server (gestionado) o API VIX de VMware
ESXi (no administrado)

902 Implemente en vCenter Server (gestionado) o API VIX de VMware
ESXi (no administrado)

ICMP Puesta en marcha en servidor de hipervisor Ping

ICMP Despliegue en cada nodo OTS Ping

SSH (22) WS de administracion a cada nodo OTS Administracion

TLS (443) Despliegue en los nodos y clusters de OTS Acceda a ONTAP

TLS (443) Cada nodo OTS que se va a implementar Puesta en marcha de acceso

ISCSI (3260) Cada nodo OTS que se va a implementar Mediador/disco de buzén

Clusteres de dos nodos de ONTAP Select con alta
disponibilidad

La puesta en marcha de un cluster de dos nodos con alta disponibilidad implica la misma
planificacion y configuracion que se utiliza con otras configuraciones de nodos de cluster.
Sin embargo, debe tener en cuenta varias diferencias al crear un cluster de dos nodos.

Entorno objetivo

El cluster de dos nodos consta de un par de alta disponibilidad y esta especificamente disefado para la
puesta en marcha de oficinas remotas y sucursales.

@ Aunque se disefd principalmente para el entorno de la oficina remota y la sucursal, también
puede implementar un cluster de dos nodos en el centro de datos, si fuera necesario.

Licencia

Un cluster de dos nodos se puede poner en marcha con cualquier licencia de VMware vSphere. Sin embargo,
las licencias estandar y avanzada de VMware robo son perfectas para puestas en marcha remotas y
sucursales.

Servicio de mediacion

Cuando un cluster consta de dos nodos, no es posible lograr el quérum necesario cuando un nodo falla o
pierde la comunicacién. Para resolver estos tipos de situaciones de cerebro dividido, cada instancia de la
utilidad ONTAP Select Deploy incluye un servicio mediador. Este servicio se conecta a cada nodo en los
clusteres de dos nodos activos para supervisar las parejas de alta disponibilidad y ayudar a gestionar fallos. El
servicio del mediador mantiene la informacién de estado de alta disponibilidad en un destino iISCSI dedicado
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asociado a cada cluster de dos nodos.

Si tiene uno o varios clusteres de dos nodos activos, la maquina virtual ONTAP Select Deploy

@ que administra los clusteres debe ejecutarse siempre. Si la maquina virtual de puesta en
marcha esta detenida o falla, el servicio mediador no estara disponible y se perdera la
funcionalidad de alta disponibilidad para los clusteres de dos nodos.

Ubicacion del cluster y del servicio mediador

Dado que los clusteres de dos nodos suelen ponerse en marcha en una sucursal remota, pueden ser remotos
desde el centro de datos de la empresa y la utilidad de implementacion que proporciona soporte
administrativo. Con esta configuracion, el trafico de gestion entre la utilidad Deploy y el cluster fluye por la
WAN. Consulte las notas de la version para obtener mas informacion acerca de las limitaciones y
restricciones.

Realice una copia de seguridad de los datos de configuracion de despliegue

Se recomienda realizar backups periodicos de los datos de configuracion de implementacion, incluida la
creacion de un cluster. Esto cobra especial importancia en los clusteres de dos nodos, debido a los datos de
configuracion del mediador incluidos con el backup.

Direccion IP estatica asignada a la implementacion

Debe asignar una direccion IP estatica a la utilidad de administracion de implementacion. Este requisito se
aplica a todas las instancias de puesta en marcha que gestionan uno o varios clisteres de dos nodos de
ONTAP Select.

Puestas en marcha remotas y sucursales

Puede poner en marcha ONTAP Select en un entorno de oficina remota/sucursal (robo,
por sus siglas en inglés). Como parte de la planificacion de una puesta en marcha de
oficinas remotas y sucursales, debe seleccionar la configuracion que respalda sus
objetivos.

Hay dos configuraciones principales disponibles cuando se pone en marcha ONTAP Select en un entorno de
oficinas remotas y sucursales.

@ Es posible usar cualquier licencia de VMware vSphere al implementar ONTAP Select.

Claster de dos nodos ONTAP Select con ONTAP ha

El cluster de dos nodos de ONTAP Select consta de un par de alta disponibilidad y es perfecto para puestas
en marcha en oficinas remotas y sucursales.

Cluster de un unico nodo de ONTAP Select compatible con VMware

Puede poner en marcha un cluster de un unico nodo de ONTAP Select en un entorno robo. Aunque un solo
nodo carece de una funcionalidad de alta disponibilidad nativa, puede poner en marcha el cluster en una de
las siguientes formas de proporcionar proteccion del almacenamiento:

* Almacenamiento externo compartido mediante ha de VMware
* VSAN de VMware

@ Si utiliza VSAN, debe tener una licencia para VSAN de VMware, robo de entorno.
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Preparar una implementacion de SDS de MetroCluster

El SDS de MetroCluster es una opcion de configuracion al crear un cluster de ONTAP
Select de dos nodos. Es similar a una puesta en marcha de oficina remota/sucursal
(robo, por sus siglas en inglés). Sin embargo, la distancia entre los dos nodos puede ser
de hasta 10 km Esta puesta en marcha mejorada de dos nodos proporciona situaciones
de casos practicos adicionales. Debe conocer los requisitos y las restricciones como
parte de preparar la implementacion de SDS de MetroCluster.

Antes de implementar SDS de MetroCluster, debe asegurarse de que se cumplan los siguientes requisitos.

Licencia
Cada nodo debe tener una licencia ONTAP Select premium o superior.

Plataformas de hipervisores

SDS de MetroCluster se puede poner en marcha en los mismos hipervisores VMware ESXi y KVM que los
gue admite un cluster de dos nodos en un entorno robo.

+ A partir de ONTAP Select 9.10.1, ya no es posible poner en marcha un cluster nuevo en el
hipervisor KVM.

@ » A partir de ONTAP Select 9.11.1, toda la funcionalidad de capacidad de gestion ya no esta
disponible para los clusteres y hosts KVM existentes, excepto para las funciones de
desconectar y eliminar.

Configuracion de red

Se requiere conectividad de capa 2 entre los sitios participantes. Se admiten 10 GbE y 1 GbE, incluidas las
siguientes configuraciones:

* 1x 10 GbE
* 4x1GbE

@ Los puertos de interconexion y los puertos de servicio de datos deben estar conectados al
mismo primer switch.

Latencia entre los nodos

La red entre los dos nodos debe admitir una latencia media de 5 ms con una fluctuacién periodica adicional de
5 ms. Antes de implementar el cluster, debe probar la red mediante el procedimiento que se describe en
"Redes profundas" seccion.

Servicio de mediacion

Al igual que sucede con los clusteres ONTAP Select de dos nodos, hay un servicio de mediador independiente
contenido en la maquina virtual de puesta en marcha que supervisa los nodos y ayuda a gestionar fallos. Con
la distancia mejorada disponible con SDS de MetroCluster, se crean tres sitios distintos en la topologia de red.
La latencia en el enlace entre el mediador y un nodo deberia ser de ida y vuelta 125 ms o menos.

Reducida

El almacenamiento de conexion directa (DAS) es compatible con discos duros y SSD. VNAS también es
compatible, incluidas cabinas de almacenamiento externas y VSAN en un entorno VMware.
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@ Al implementar SDS de MetroCluster, no se puede usar VSAN en una topologia distribuida o
"extendida".

Direccion IP estatica asignada a la implementacion

Debe asignar una direccion IP estatica a la utilidad de administracion de implementacién. Este requisito se
aplica a todas las instancias de puesta en marcha que gestionan uno o varios clisteres de dos nodos de
ONTAP Select.

Servidor VMware vCenter

Es necesario definir una cuenta de servidor de vCenter y asociarla con una funcién que
contiene los privilegios administrativos necesarios.

@ También necesita el nombre de dominio o la direccion IP completos del servidor vCenter para
gestionar los hosts de hipervisor ESXi donde se pone en marcha ONTAP Select.

Privilegios administrativos

A continuacién se presentan los privilegios administrativos minimos necesarios para crear y gestionar un
cluster de ONTAP Select.

Almacén de datos

* Asignar espacio

« Examine el almacén de datos

» Operaciones de archivo de bajo nivel

« Actualizar los archivos de la maquina virtual

 Actualizar metadatos de la maquina virtual

Host

Configuracioén
» Configuracioén de red

* Gestion del sistema

Operaciones locales
* Crear la maquina virtual

* Eliminar la maquina virtual

» Reconfigurar la maquina virtual

Red

 Asigne red

Maquina virtual
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Configuracion
Todos los privilegios de la categoria.

Interaccion
Todos los privilegios de la categoria.

Inventario
Todos los privilegios de la categoria.

El provisionamiento
Todos los privilegios de la categoria.

VApp

Todos los privilegios de la categoria.

Complemento de VMware vCenter

Al implementar ONTAP Select en un entorno de VMware, es posible utilizar el
complemento de VMware vCenter en lugar de la utilidad de administracién de
implementacion.

El complemento de VMware vCenter incluye la utilidad de administracion Deploy. Para usar el plugin, debe
instalar la utilidad de implementacién y, a continuacion, usar la interfaz de usuario de implementacion para
instalar el plugin en vCenter Server. Después de instalar el plugin, se puede usar la interfaz de usuario web de
vSphere para implementar y administrar clusteres de ONTAP Select. Ademas de gestionar el propio plug-in
(instalacion, eliminacion, actualizacion), la funcionalidad proporcionada con el plug-in es equivalente a la
interfaz de usuario de la utilidad de despliegue.

Consulte "Integre con vCenter" seccion para los requisitos y restricciones, asi como informacion sobre la
instalacion y el uso del plugin.
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