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Puesta en marcha de ONTAP Select

ONTAP Select implemente requisitos generales y
planificacion

Existen varios requisitos generales que debe tener en cuenta como parte de la
planificacion para instalar la utilidad de administracion de implementacion de ONTAP
Select.

Emparejamiento de la utilidad de implementacién con los clisteres de ONTAP
Select

Existen varias opciones al emparejar una instancia de la utilidad Deploy con los clusteres de ONTAP Select.

En todos los escenarios de puesta en marcha, solo un cluster de ONTAP Select y los nodos del

@ cluster se pueden gestionar mediante una instancia de la utilidad de administracion de puesta
en marcha. El cluster no puede ser gestionado por dos o mas instancias diferentes de la utilidad
Deploy.

Una instancia de la utilidad para cada cluster de ONTAP Select

Puede instalar y gestionar cada cluster ONTAP Select mediante una instancia dedicada de la utilidad Deploy.
Con esta configuracion uno a uno, existe una separacion clara entre cada uno de los emparejamientos entre
utilidades y clusteres. Esta configuracién proporciona un alto nivel de aislamiento con dominios de fallo mas
pequenos.

Una instancia de la utilidad para varios cliusteres de ONTAP Select

Puede desplegar y gestionar varios clusteres de ONTAP Select en la organizacién utilizando una unica
instancia de la utilidad Deploy. Con esta configuracién uno a varios, todos los datos de procesamiento y
configuracion se gestionan mediante la misma instancia de la utilidad Deploy.

@ Una instancia de la utilidad Deploy puede administrar hasta 400 nodos de ONTAP Select o 100
clusteres.

Requisitos relacionados con el entorno KVM

Antes de instalar la utilidad de administracion de implementacién en un entorno de hipervisor KVM, debe
revisar los requisitos basicos y prepararse para el despliegue.

Requisitos y restricciones para una puesta en marcha

Hay varios requisitos y restricciones que debe tener en cuenta al instalar la utilidad ONTAP Select Deploy en
un entorno KVM.

Requisitos de hardware del servidor host KVM de Linux

Hay varios requisitos minimos de recursos que debe cumplir su host de hipervisor KVM de Linux. Compruebe
que los hosts donde se implementa ONTAP Select cumplen los siguientes requisitos basicos:

e Servidor Linux:

o El hardware y el software deben ser de 64 bits



o El servidor debe cumplir con las mismas versiones compatibles que se han definido para un nodo
ONTAP Select

* CPU virtuales (2)

* Memoria virtual (4 GB)

* Almacenamiento (40 GB)

« El protocolo de configuracion dinamica de host (DHCP) esta habilitado (también puede asignar una

direccion IP estatica)

Conectividad de la red

Comprobar que la interfaz de red de la maquina virtual de implementacion esta configurada y se puede
conectar a los hosts ONTAP Select que gestiona.

Compatibilidad con IP versién 4

La implementacion de ONTAP Select solo es compatible con IP version 4 (IPv4). La version 6 (IPv6) de IP no
se admite. Esta restriccion afecta a ONTAP Select de las siguientes maneras:

» Debe asignar una direccion IPv4 a la LIF de gestion de la maquina virtual de puesta en marcha.

* La implementacion no puede crear nodos de ONTAP Select configurados para usar IPv6 en los LIF de
ONTAP.

Informacidén de configuracién requerida

Como parte de la planificacion de la implementacién, debe determinar la informacion de configuracién
necesaria antes de instalar la utilidad de administracion de implementacion de ONTAP Select.

Nombre de la maquina virtual de puesta en marcha
El nombre que se utiliza para la maquina virtual.

Nombre del host KVM de Linux
Host KVM de Linux en el que esta instalada la utilidad de implementacion.

Nombre del pool de almacenamiento

El pool de almacenamiento que contiene los archivos de la maquina virtual (se requieren aproximadamente
40GB GB).

Red para la maquina virtual
La red a la que esta conectada la VM de despliegue.
Informacién de configuracioén de red opcional

La maquina virtual de despliegue se configura mediante DHCP de forma predeterminada. Sin embargo, si es
necesario, puede configurar manualmente la interfaz de red para la maquina virtual.

Nombre de host
El nombre del host.

Direccion IP del host
La direccion IPv4 estatica.

Mascara de subred



La mascara de subred, que se basa en la red de la que forma parte la maquina virtual.

Puerta de enlace
La puerta de enlace o el enrutador predeterminados.

Servidor DNS primario
Servidor de nombres de dominio primario.

Servidor DNS secundario
El servidor de nombres de dominio secundario.

Buscar dominios

Los dominios de busqueda que se van a utilizar.

Autenticacion mediante el almacén de credenciales

El almacén de credenciales de despliegue de ONTAP Select es una base de datos que contiene informacion
de cuenta. La implementacion utiliza las credenciales de la cuenta para realizar la autenticacion del host como
parte de la creacion y la gestion del cluster. Debe saber como se utiliza el almacén de credenciales como
parte de la planificacion de una implementacion de ONTAP Select.

@ La informacion de cuentas se almacena de forma segura en la base de datos mediante el
algoritmo de cifrado AES y el algoritmo de hash SHA-256.

Tipos de credenciales
Se admiten los siguientes tipos de credenciales:

* El host que se usa para autenticar un host de hipervisor como parte de la puesta en marcha de un nodo
ONTAP Select directamente en VMware ESXi

» VCenter se usa para autenticar un servidor de vCenter como parte de la puesta en marcha de un nodo de
ONTAP Select en ESXi cuando el host se gestiona mediante VMware vCenter

Acceso

Se accede al almacén de credenciales internamente como parte de la realizacion de tareas administrativas
normales mediante la implementacion, como la adicién de un host de hipervisor. También puede gestionar el
almacén de credenciales directamente a través de la interfaz de usuario web de implementacién y la CLI.

Consideraciones del host del hipervisor

Existen varios problemas de planificacion relacionados con el host del hipervisor que
debe tener en cuenta.

No se debe modificar directamente la configuracion de una maquina virtual de ONTAP Select a
menos que el soporte de NetApp le indique hacerlo. Sélo se debe configurar y modificar una

@ maquina virtual mediante la utilidad de administracion de despliegue. Si se realizan cambios en
una maquina virtual de ONTAP Select fuera de la utilidad de implementacion sin la ayuda del
soporte de NetApp, es posible que la maquina virtual falle y quede inutilizable.



Independiente del hipervisor

Tanto ONTAP Select como la utilidad de administracién de puesta en marcha de ONTAP Select son
independientes del hipervisor.

Los siguientes hipervisores son compatibles tanto con ONTAP Select como con la administracion de puesta en
marcha de ONTAP Select:

* VMware ESXi

* Maquina virtual basada en kernel (KVM)

@ Consulte la informacion de planificacion especifica del hipervisor y las notas de la versién para
obtener mas detalles sobre las plataformas compatibles.

Hipervisor para nodos ONTAP Select y utilidad de administracién

Tanto la utilidad de administracion como los nodos de ONTAP Select se ejecutan como maquinas virtuales. El
hipervisor que elija para la utilidad de puesta en marcha es independiente del hipervisor que elija para los
nodos ONTAP Select. Dispone de flexibilidad completa al emparejar los dos:

+ La utilidad de puesta en marcha que se ejecuta en VMware ESXi puede crear y gestionar clusteres de
ONTAP Select en VMware ESXi 0 KVM

 La utilidad de puesta en marcha que se ejecuta en KVM puede crear y gestionar clusteres de ONTAP
Select en VMware ESXi o KVM

Una o mas instancias de nodo ONTAP Select por host

Cada nodo ONTAP Select se ejecuta como maquina virtual dedicada. Puede crear varios nodos en el mismo
host del hipervisor, con las siguientes restricciones:

* No se pueden ejecutar varios nodos desde un unico cluster de ONTAP Select en el mismo host. Todos los
nodos de un host especifico deben tener clusteres de ONTAP Select diferentes.
* Debe usar almacenamiento externo.

« Si utiliza RAID de software, solo puede implementar un nodo ONTAP Select en el host.

Coherencia de hipervisores para los nodos dentro de un cluster

Todos los hosts de un cluster de ONTAP Select deben ejecutarse en la misma version y version del software
del hipervisor.

Numero de puertos fisicos en cada host

Debe configurar cada host para que use uno, dos o cuatro puertos fisicos. Aunque tiene flexibilidad al
configurar los puertos de red, debe seguir estas recomendaciones cuando sea posible:

* Un host en un cluster de un solo nodo deberia tener dos puertos fisicos.

» Cada host de un cluster multinodo deberia tener cuatro puertos fisicos

Integre ONTAP Select con un cluster basado en hardware de ONTAP

No se puede afiadir un nodo ONTAP Select directamente a un cluster basado en hardware de ONTAP. Sin
embargo, de forma opcional, puede establecer una relacion de paridad entre un clister de ONTAP Select y un
cluster de ONTAP basado en hardware.



Entorno de hipervisores de VMware

Hay varios requisitos y restricciones especificos del entorno de VMware que debe tener en cuenta antes de
instalar la utilidad de implementacion de ONTAP Select en un entorno de VMware.

Requisitos de hardware del servidor host ESXi

Hay varios requisitos minimos de recursos que el host del hipervisor ESXi debe cumplir. Debe asegurarse de
que los hosts donde se ha implementado ONTAP Select cumplan con los siguientes requisitos basicos:
 Servidor ESXi:
o El hardware y el software deben tener 64 bits
o Debe respetar las mismas versiones compatibles que se definen para un nodo ONTAP Select
* CPU virtuales (2)
* Memoria virtual (4 GB)

* Almacenamiento (40 GB)

DHCP habilitado (también puede asignar una direccion IP estatica)

Conectividad de la red

Es necesario asegurarse de que la interfaz de red de maquina virtual de implementacion de ONTAP Select
esté configurada y tenga una direccion IP de administracion unica. Puede usar DHCP para asignar de forma
dinamica una direccion IP o configurar manualmente una direccion IP estatica.

Segun sus decisiones de puesta en marcha, la maquina virtual de puesta en marcha debe poder conectarse al
servidor vCenter, a los hosts del hipervisor ESXi y a los nodos ONTAP Select que gestiona. Debe configurar
los firewalls para permitir el trafico requerido.

La puesta en marcha usa la API de VMware VIX para comunicarse con el servidor vCenter y los hosts ESXi.
Inicialmente, establece una conexion mediante SOAP a través de SSL en el puerto TCP 443. Después de
esto, se abre una conexion mediante SSL en el puerto 902. Ademas, implemente comandos PING para
verificar que hay un host ESXi en la direccion IP especificada.

La implementacion también debe poder comunicarse con las direcciones IP de administracion de clusteres y
nodos de ONTAP Select mediante los siguientes protocolos:

* Comando PING (ICMP)

* SSH (puerto 22)

* SSL (puerto 443)

Compatibilidad con IP version 4
La implementacion de ONTAP Select solo es compatible con IP version 4 (IPv4). La version 6 (IPv6) de IP no

se admite. Esta restriccion afecta a ONTAP Select de las siguientes maneras:
* Debe asignar una direccion IPv4 a la LIF de gestién de la maquina virtual de implementacion.

» La implementacion no puede crear nodos de ONTAP Select configurados para usar IPv6 en los LIF de
ONTAP.
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